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Ubersicht iiber den iDRAC

Der Integrated Dell Remote Access Controller (iDRAC) wurde entwickelt, um die Arbeit von Systemadministratoren produktiver zu
gestalten und die allgemeine Verfugbarkeit von Dell Servern zu verbessern. iDRAC weist auf Systemprobleme hin, unterstiitzt Sie bei der
Ausfuhrung von Remote-Verwaltungsaufgaben und reduziert die Notwendigkeit, physisch auf das System zuzugreifen.

Der iDRAC ist Teil einer gréf3eren Losung fur Rechenzentren, die die Verflgbarkeit geschaftskritischer Anwendungen und Workloads
erhoht. Diese Technologie ermdglicht die standortunabhéngige Bereitstellung, Uberwachung, Verwaltung, Konfiguration, Update und
Fehlerbehebung von Dell Systemen ohne Verwendung von Agenten oder eines Betriebssystems.

ANMERKUNG: Das iDRAC-Verhalten ist moglicherweise nicht konsistent, wenn iDRAC mit Hardware verwendet wird, die nicht von
Dell stammt.

Verschiedene Produkte arbeiten mit dem iDRAC zusammen, um IT-Vorgénge zu vereinfachen. Einige der Tools sind:

OpenManage Enterprise

OpenManage Power Center-Plug-in.
OpenManage Integration for VMware vCenter
Dell Repository Manager

Der iDRAC wird in den folgenden Varianten angeboten:

e DRAC Basic — standardmafig fur Server der Serien 100-500 verfugbar

e DRAC Express — standardmafig fir Rack- oder Tower-Server der 600 Serie oder héher sowie fur alle Blade-Server verflgbar
e DRAC Enterprise — fir alle Servermodelle verfugbar

e iDRAC Datacenter — fur alle Servermodelle verflugbar

Themen:

e Vorteile der IDRAC-Verwendung

*  Wichtige Funktionen

*  Neue Funktionen hinzugefugt

¢ Verwendung dieses Benutzerhandbuchs

. Unterstultzte Webbrowser

e iDRAC-Lizenzen

. Lizenzierte Funktionen in iDRAC9

e Schnittstellen und Protokoll fir den Zugriff auf iDRAC
¢ IDRAC-Schnittstelleninformationen

*  Weitere nutzliche Dokumente

. Kontaktaufnahme mit Dell

e Zugriff auf Dokumente auf der Dell Supportwebsite
e Zugriff auf Redfish API-Handbuch

Vorteile der iDRAC-Verwendung

Sie kdnnen die folgenden Vorteile nutzen:

e Verbesserte Verflgbarkeit — Frihzeitige Benachrichtigungen zu potenziellen oder tatsachlichen Fehlern, die Sie dabei unterstitzen,
einen Server-Ausfall zu verhindern oder den zeitlichen Aufwand fur die Wiederherstellung nach einem Ausfall zu reduzieren.

e \erbesserte Produktivitdt und geringere Gesamtbetriebskosten — Die Erweiterung des Server-Wartungsbereichs fur Administratoren
auf eine grof3ere Anzahl an entfernt liegenden Servern kann Sie dabei unterstiitzen, die Produktivitét der IT-Mitarbeiter zu erhéhen
und gleichzeitig die Gesamtbetriebskosten, z. B. fir Reisen, zu reduzieren.

e Sichere Umgebung — Durch die Bereitstellung eines sicheren Zugriffs auf Remote-Server kdnnen Administratoren kritische
Verwaltungsaufgaben ausfihren, ohne die Sicherheit von Servern und des Netzwerks zu beeintrachtigen.

e Verbessertes integriertes Management Uber Lifecycle Controller — Der Lifecycle Controller bietet Bereitstellungsfunktionen und
vereinfacht Wartungsaufgaben durch die Lifecycle-Controller-Benutzeroberflache fur die lokale Bereitstellung und Uber Schnittstellen
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fir Remote-Dienste (WSMan) fur die Remote-Bereitstellung. Au3erdem bietet Lifecycle-Controller eine Integration mit Dell
OpenManage Enterprise und Partner-Konsolen.

Weitere Informationen zum Lifecycle Controller GUI finden Sie unter Benutzerhandbuch fir Dell Lifecycle Controller und Informationen
zu Remote-Diensten finden Sie unter Schnellstart-Benutzerhandbuch fir Lifecycle Controller Remote Services, verfigbar unter iDRAC-
Handbticher.

Wichtige Funktionen

Zentrale Funktionen von iDRAC:

@ ANMERKUNG: Einige der Funktionen sind nur mit einer iDRAC Enterprise- oder Datacenter-Lizenz verfugbar. Informationen zu den

verflgbaren Funktionen der verschiedenen Lizenzen finden Sie in iDRAC-Lizenzen.

Bestandsaufnahme und Uberwachung

Telemetriedaten-Streaming
Zustand verwalteter Server anzeigen

Netzwerkadapter zur Bestandsaufnahme und Uberwachung und Speichersubsysteme (PERC und Direct Attached Storage) ohne
Betriebssystemagenten.

Anzeigen und Exportieren der aktuellen Bestandsliste.

Anzeigen der Sensorinformationen wie beispielsweise Temperatur, Spannung und Eingriff.
Uberwachen des CPU-Status, automatische Prozessordrosselung und vorhergesagte Fehler.
Anzeigen der Speicherinformation.

Stromverbrauch Uberwachen und steuern

Support fur SNMPv3-GETs und Warnungen.

FUr Blade-Server: Starten Sie die Weboberflache des Managementmoduls, sehen Sie sich die Informationen von OpenManage
Enterprise (OME) Modular und die WWN/MAC-Adressen an.

@ ANMERKUNG: CMC erméglicht den Zugriff auf iDRAC Uber das LCD-Bedienfeld des M1000E-Geh&uses und tber lokale
Konsolenverbindungen. Weitere Informationen finden Sie unter Das Benutzerhandbuch fir den Chassis Management Controller
finden Sie auf der Seite CMC-Handblicher..

Anzeigen von verflgbaren Netzwerk-Schnittstellen auf Hostbetriebssystemen.

iDRACS bietet bessere Uberwachungs- und -Managementfunktionen mit Quick Sync 2. Auf lhrem Android- oder iOS-Mobilgerét muss
die OpenManage Mobile-App konfiguriert sein.

Bereitstellung

18

vFlash SD-Kartenpartitionen managen

Anzeigeeinstellungen flr das Bedienfeld auf der Vorderseite konfigurieren

Managen von iDRAC-Netzwerkeinstellungen.

Virtuelle Konsole und virtuelle Datentréager konfigurieren und verwenden
Betriebssysteme mit Remote-Dateifreigabe und virtuellem Datentrager bereitstellen
Aktivieren Sie die automatische Ermittlung.

Fuhren Sie die Serverkonfiguration mithilfe der Export- oder Import-XML- oder JSSON-Profilfunktion tber RACADM, WS-Man und
Redfish durch. Weitere Informationen finden Sie unter Das Schnellstart-Benutzerhandbuch ftir Lifecycle Controller Remote Services
ist verflgbar auf der Seite IDRAC-Handbucher..

Konfigurieren der Persistenzrichtlinie fir virtuelle Adressen, Initiator und Storage-Ziele
Remote-Konfiguration von Speichergeraten, die wahrend der Laufzeit an das System angeschlossen sind.
FUhren Sie die folgenden Operationen fUr Speichergeréte aus:
o Physische Laufwerke: Physische Laufwerke als globalen Hot Spare zuweisen oder Zuweisung aufheben
o Virtuelle Laufwerke:

= Virtuelle Laufwerke erstellen

= Cache-Richtlinien fur virtuelle Laufwerke bearbeiten

= Ubereinstimmung der virtuellen Laufwerke berpriifen

= Virtuelle Laufwerke initialisieren

= Virtuelle Laufwerke verschlisseln

= Dediziertes Hot Spare zuweisen und Zuweisung aufheben

= Virtuelle Laufwerke I6schen
o Controller:
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= Controller-Eigenschaften konfigurieren
= Fremdkonfigurationen (automatisch) importieren
= Fremdkonfiguration l6schen
= Controller-Konfiguration zurlicksetzen
= SicherheitsschlUssel erstellen oder &ndern
o PCle SSD-Geréte:
= Bestandsaufnahme und die Remote-Uberwachung des Status von PCle SSD-Geraten im Server.
= Entfernen der PCle SSD vorbereiten
= Daten sicher l6schen
Festlegen des Rickwandplatine-Modus (Unified- oder Split-Betrieb).
Komponenten-LEDs blinken oder Blinken beenden

Wenden Sie die Gerateeinstellungen sofort, beim nachsten Neustart, zu einem geplanten Zeitpunkt oder als einen ausstehenden
Stapelvorgang an, der als Teil des einzelnen Jobs ausgefihrt werden soll.

Update

e Managen von iDRAC-Lizenzen.

e BIOS und Geratefirmware flr Gerate aktualisieren, die durch Lifecycle Controller unterstitzt werden

e Aktualisierung oder Rollback fur iDRAC-Firmware und Lifecycle-Controller-Firmware mit einem einzigen Firmware-Image.
e Managen gestufter Aktualisierungen.

e Zugriff auf die iDRAC-Schnittstelle Gber direkte USB-Verbindung.

e Konfigurieren von iDRAC unter Verwendung von Serverkonfigurationsprofilen auf einem USB-Gerat.

Wartung und Troubleshooting

Stromversorgungsbezogene Vorgange ausfihren und Stromverbrauch Uberwachen

Optimierte Systemleistung und Stromverbrauch durch Andern der thermischen Einstellungen.

Keine Abhangigkeit vom OpenManage Server Administrator fur die Generierung von Warnmeldungen
Ereignisdaten protokollieren: Lifecycle- und RAC-Protokolle.

Festlegen von E-Mail-Warnungen, IPMI-Warnungen, Remote System-Protokollen, WS-Ereignisprotokollen, Redfish-Ereignissen und
SNMP-Traps (v1v2c und v3) flr Ereignisse und verbesserte E-Mail-Warnungsbenachrichtigung.

Image des letzten Systemabsturzes erfassen

Videos zur Start- und Absturzerfassung anzeigen

Out-of-band-Performancemonitoring und Ausgabe von Warnmeldungen an den Leistungsindex von CPU, Storage und E/A-Modulen.
Konfigurieren des Warnungsschwellenwerts fir Einlasstemperatur und Stromverbrauch.

Verwenden Sie das iDRAC-Servicemodul zum:

o Anzeigen von Informationen zum Betriebssystem (BS).

Replizieren von Lifecycle Controller-Protokollen zu den Betriebssystemprotokollen

Optionen fiir die automatische Systemwiederherstellung.

Aktivieren oder Deaktivieren des Status eines vollstdndigen Ein- und Ausschaltvorgangs fur alle Systemkomponenten mit
Ausnahme des Netzteils.

Remote-Hardware-Zuricksetzung-iDRAC

Aktivieren von In-Band-iDRAC-SNMP-Warnmeldungen.

Zugriff auf iDRAC Uber das Host-BS (experimentelle Funktion)

Bestucken der Windows Management Instrumentation (WMI)-Informationen

Integration mit SupportAssist-Erfassung. Dies gilt nur, wenn das iDRAC-Servicemodul Version 2.0 oder héher installiert ist.
Sie kdnnen die SupportAssist-Erfassung folgendermaf3en generieren:

o Automatisch — Verwendung des iDRAC Service Module, das automatisch das Betriebssystem-Collector-Tool aufruft.

O O O

o O O O O

Dell Best Practices fiir iDRAC

Dell iDRACSs sind fur die Installation in einem separaten Verwaltungsnetzwerk vorgesehen. Sie sind nicht darauf ausgelegt oder

dafir bestimmt, im Internet platziert oder direkt mit dem Internet verbunden zu werden. Dies kénnte das verbundene System
Sicherheitsrisiken und anderen Risiken aussetzen, fir die Dell nicht verantwortlich ist.

Dell Technologies empfiehlt die Verwendung des dedizierten Gigabit-Ethernet-Anschlusses, der auf Rack- und Tower-Servern
verflgbar ist. Diese Schnittstelle wird nicht an das Hostbetriebssystem freigegeben und leitet den Managementverkehr auf ein
separates physisches Netzwerk um, wodurch eine Trennung vom Anwendungsdatenverkehr erfolgt. Diese Option impliziert, dass die
dedizierte IDRAC-Netzwerkschnittstelle den Datenverkehr getrennt von den LOM- oder NIC-Schnittstellen des Servers weiterleitet.
Mit der Option ,Dediziert” kann dem iDRAC eine IP-Adresse aus demselben Subnetz oder einem anderen Subnetz zugewiesen
werden, im Vergleich zu den IP-Adressen, die dem Host-LOM oder den NICs zugewiesen wurden.
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e Abgesehen von der Platzierung der iDRACs auf einem separaten Verwaltungssubnetz, sollten Nutzer das Verwaltungssubnetz/
vLAN mit einer geeigneten Technologie isolieren, wie z. B. Firewalls. Auf3erdem sollte der Zugriff auf das Subnetz/vLAN auf
Serveradministratoren mit entsprechender Berechtigung begrenzt werden.

Konnektivitdt absichern

Die Sicherung des Zugriffs auf kritische Netzwerkressourcen hat Prioritat. iDRAC implementiert einen Bereich mit Sicherheitsfunktionen,
darunter:

Nutzerdefinierte Signaturzertifikate fir Secure Socket Layer (SSL).
Signierte Firmwareupdates

Nutzerauthentifizierung durch Microsoft Active Directory, generischem Lightweight Directory Access Protocol (LDAP) Directory
Service oder lokal verwalteten Nutzer-IDs und Kennwortern.

e /wei-Faktor-Authentifizierung Uber die Smartcard-Anmeldefunktion. Die Zwei-Faktor-Authentifizierung basiert auf der physischen
Smartcard und der Smartcard-PIN.

Authentifizierung Uber die einmalige Anmeldung und den &ffentlichen Schlitssel
Rollenbasierte Authentifizierung fur die Konfiguration spezifischer Berechtigungen fir jeden einzelnen Nutzer

SNMPv3-Authentifizierung fir Nutzerkonten, die lokal in iDRAC gespeichert sind. Es wird empfohlen, dies so zu benutzen, auch wenn
die Option in den Standardeinstellungen deaktiviert ist.

Nutzer-ID- und Kennwortkonfiguration

Standardméafige Anmeldekennwort-Modifikation.

Einrichten von Kennwdrtern und BIOS-Kennwértern unter Verwendung des Einweg-Hash-Formats fUr verbesserte Sicherheit.
FIPS 140-2 Ebene-1-Fahigkeit.

Konfiguration der Sitzungs-Timeouts (in Sekunden)

Konfigurierbare IP-Ports (fir HTTP, HTTPS, SSH, virtuelle Konsole und virtuelle Datentréager).

Secure Shell (SSH), die eine verschlUsselte Transportschicht fiir hdhere Sicherheit verwendet.

Beschrankung der Anmeldefehlschlage pro IP-Adresse, mit Anmeldeblockierung der IP-Adresse bei Uberschreitung des Grenzwerts
Beschrankter IP-Adressenbereich fir Clients, die an den iDRAC angeschlossen werden

Dedizierter Gigabit-Ethernet-Adapter auf Rack- und Tower-Servern verfugbar (ggf. zusatzliche Hardware erforderlich).

Neue Funktionen hinzugefugt

Dieser Abschnitt enthélt eine Liste der neuen Funktionen, die in den folgenden Versionen hinzugefugt wurden:

@ ANMERKUNG: Die iDRAC9-Versionen 7.10.70.00, 7.10.50.00, 7.10.30.00, 7.00.60.00 und 7.00.30.00 sind ausschlief3lich mit Dell
PowerEdge-Servern der 15. Und 16. Generation kompatibel. Weitere Informationen zu den Versionen, falls vorhanden, oder zur
Ermittlung der neuesten Version fir Ihre Plattform und zur neuesten Dokumentationsversion finden Sie unter IDRACS-Versionen und
Versionshinweise.

Firmware-Version 7.20.30.50

In iDRAC9 Version 7.20.30.50 wurden die folgenden Funktionen in iDRAC hinzugefuigt:

Verbessertes Design fur Debugging- und Nutzbarkeitsmeldungen.

Drosselungs- und CoollT-Funktionen fir das Temperaturmanagement hinzugefligt
Support fir PLDM-Updates fur PERC 12.3

Support fir Kingston MLC EMMC16G.

Zuséatzliche Unterstltzung fir Mehrfachnenn-Netzteile mit 2.800 W oder 3.000 W auf PowerEdge XE8640, PowerEdge XE9640 und
PowerEdge XE9680.

Integrierte NIC-Kartentemperaturanzeige in iDRAC Uber die Redfish-API.

Automatische Loschung alter Kerne nach iDRAC-Firmware-Aktualisierungen aktiviert.

Unterstltzung fir die Authentifizierungstypen SHA384 und SHA512 sowie Datenschutztyp AES-256.

Unterstltzung flr das Redfish OriginOfCondition-Objekt zu den LC-Protokolleintrdgen PDR16, PDR113 und PDR114 hinzugefiigt
Unterstltzung fir OpenSSH-Version 9.9p2.

Firmware-Version 7.20.10.50

In iDRAC-Version 7.20.10.50 wurden dem iDRAC folgende Funktionen hinzugefugt:
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e Unterstltzung fur PERC 12.3

Unterstitzung fir Redfish DMTF implementiert, um den Blinken- oder Blinken-beenden-Status von Festplatten zu identifizieren und
zu melden.

e Meldung von CMOS-Batterieeffizienzfehlern (LC-Protokolle) werden hinzugeflgt, wenn die CMOS-Batteriespannung wéhrend des
Netzbetriebs unter 2,2 V fallt.

e Unterstutzung fur MEMOOO1- und MEM9072-Ereignisse, um PPID, Teilenummer oder Anbieterteilenummer in die Ereignismeldung
aufzunehmen

e GPU-Metriken hinzugefugt:
GPUThermalViolationDuration
GPUPowerViolationDauer
GPUSWViolationDuration
GPUNVLInkTxThroughput
GPUNVLinkRxThroughput
GPUResetRecommendedState
GPUDMMAUsage
GPUPerformanceState
GPUNVLinkTrainingError
GPUNVLinkRuntimeError
GPUNVLinkStatusFlag
GPUNVLinksCount

e Die Warnungsgruppe Standardaktion fiir Fliissigkiihlsystem: Erzwungenes Ausschalten wurde fir die sorgfaltige Erkennung
und das Management von Leckagen hinzugefugt.

O 0O 0 o 0O 0O o 0o o O o o

Firmware-Version 7.10.90.00

In iDRAC-Version 7.10.90.00 wurden dem iDRAC folgende Funktionen hinzugefugt:

Unterstltzung far TPM 2.0 v6.

Unterstltzung flr das Attribut iDRAC.SCV.FirmwareCertificateVersion.

Unterstitzung fir NOKIA Cloud RAN Combined Boot State PLDM-Sensor.

Ein virtueller PLDM-Temperatursensor von Nokia Cloud wurde in die ServerkUhlung integriert.
Unterstitzung fir Qualcomm X100 5G RAN Beschleunigerkarte.

Unterstltzung fir Nvidia ConnectX-6 LX OCP 3.0

Unterstltzung fir Intel 2 x 100-GbE-IPU-PCle-Adapter fir PowerEdge R660.

UnterstUtzung fur Broadcom Thor2 2 x 200 / 1 x 400 GbE PCle-Adapter.

Unterstitzung fir Dell L1 Inline-Open Radio Access Network (RAN) Beschleuniger-PCle-Karte.
Unterstltzung far HBA465e fur MD JBODs.

Aktivierung von Software-RAID auf PowerEdge R260-Gehausekonfigurationen mit 6 x 2,5".
Unterstltzung flr das Dell Connectivity Client (DCC)-Plug-in.

Details zum Ursprung der Bedingung fur Systemintegritétsereignisse (NOKIA Cloud RAN) hinzugefugt.
Unterstitzung fir NOKIA Cloud RAN 12C-Sensoren.

Unterstltzung fir Firmware-Zertifikate im SCV-Tool (Secured Component Verification).

Zusétzliche GPU-Metriken von iDRAC zu OpenManage Enterprise fur AIOps Observability hinzugeftgt.
Unterstutzung fur Dell APEX AlOps Infrastructure Observability SSD Smart Data Telemetry hinzugefugt.
Unterstltzung fir 128-GB-DIMMs mit 32 Gbit/s und 5600 MT/s auf den folgenden Plattformen:
PowerEdge R860

PowerEdge R760xa

PowerEdge R760

PowerEdge R660

PowerEdge XE8640

PowerEdge XE9680

PowerEdge MX760c

PowerEdge XE9640

PowerEdge XR5610

PowerEdge R960

e Unterstltzung fur 2800 W Titanium PSU auf PowerEdge R7615.

o O 0O 0O 0O 0O 0 O O ©o
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Firmware-Version 7.10.70.00

In iDRAC-Version 7.10.70.00 wurden dem iDRAC folgende Funktionen hinzugefigt:

Unterstltzung flr kryptografisches Léschen auf Laufwerken hinter BOSS-N1in einer einzigen Aktion tber eine Redfish API.
Die Warnmeldung Standardaktion des Fliissigkiihlsystems: Ausschalten fiir ordnungsgemaéfles Herunterfahren hinzugefugt,
wenn ein GPU-Flissigkeitsleck vorliegt.

Verbesserungen an Machine Check-Fehler- und CPU-Meldungen.
Unterstitzung fir SNMPv3-AES-256.

FRU-UnterstUtzung fur Universal Base Board (UBB).
FRU-Unterstutzung fur AMD MIS00X GPU.

Manuelle Katalogupdates wurden um zusatzliche Filteroptionen, Gleiche Version anwenden und Downgrade-Versionen
anwenden erweitert.

@ ANMERKUNG: Wenn einer oder beide Parameter ausgewahlt sind, wird die hochste im Repository verflgbare Firmwareversion
aufgelistet oder angewendet.

Firmware-Version 7.10.50.00

In iDRAC-Version 7.10.50.00 wurden dem iDRAC folgende Funktionen hinzugefigt:

Unterstltzung far M-CRPS 800/1100/1400-W-Titanium-Netzteile.

Konfiguration der Warnmeldungen flr temperaturbedingtes Herunterfahren des Systems hinzugefugt.
Unterstltzung flr Ereignisse zum temperaturbedingten Herunterfahren des Systems unter kritischen Bedingungen.
Unterstltzung flr Aktivierung von HBA465i.

Unterstltzung fir SDPM-BBU-Rollback und Katalog-Update.

Unterstitzung fir CPLD-basiertes koordiniertes Herunterfahren fir 2x200G- und 1x400G-OEM-Karten und 12C-basierte DPU-
Bestandsaufnahme.

Verbesserungen bei der Hauptplatinen- und Hardwarediagnose
Unterstltzung far AMD Mi300x-GPU

Unterstltzung fir 2x200G- und 1x400G-OEM-Karten mit CPLD-basierter koordinierter Abschaltung und 12C-basierter DPU-
Bestandsaufnahme.

Unterstitzung fir iLKM und SEKM auf HBA465i

Unterstitzung fir geplante SEKM-Schlisselneuerstellung

Unterstltzung flr regelmaflige SEKM-Synchronisierung

Unterstltzung flr nutzerdefinierte SEKM-PEM-Dateizertifikate

Unterstltzung fir die Eigenschaft Redfish.OperationApply Time, um die Sicherheit auf BOSS-N1-Controllern zu aktivieren.
Unterstitzung fir Echtzeitldschvorgéange auf VOSS-SEDs.

Firmware-Version 7.10.30.00

In iDRAC-Version 7.10.30.00 wurden dem iDRAC folgende Funktionen hinzugefugt:

22

SEKM-Unterstutzung auf 3,2 TB KIOXIA CM7-NVMe-E3.S-Laufwerken.

Unterstutzung fur VPI-Adapterkarten mit zwei Ports.

Unterstitzung fir den Import extern erzeugter CSR-signierter Zertifikate und privater Schitssel fur SEKM in iDRAC.
UnterstUtzung fur den Hot-Shutdown von Sensoren (Sensorerkennung und Anfrage zum Herunterfahren).
Unterstltzung fir M.2 Micron 7450-Laufwerke.

Unterstutzung fir SDPM-BBU-Modellnummern im Bestand.

Unterstltzung fir Closed-Loop-Thermik und Bestandsaufnahme fr Dell Open RAN Accelerator Card, Nokia RINLINE2 RAN- und
Qualcomm X100 RAN-DPUs.

Unterstitzung fir NVIDIA BlueField-3 2x200-GbE-Kanal-DPUs.

Unterstltzung far Intel 2x100-GbE-DPUs.

Unterstitzung fir NVIDIA RTX 5000-GPUs der Ada-Generation auf Precision R7960R.
Unterstltzung fir Intel Ethernet-Netzwerkadapter E810-2CQDA2 (von Dell angepasste Hardware).
Unterstitzung fir Redfish-Schema-Updates 2023.1.

Ul-Unterstlitzung fur Feedback und Hilfe innerhalb der Anwendung.
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e Verbessertes Reporting von PSU-Fehlerstatus zur prézisen Erkennung und Meldung von PSU-Hardwarefehlern (z. B. PSU0001-
Ereignis in Lifecycle-Protokollen und SEL-Protokollen).

Firmware-Version 7.00.60.00

In iDRAC-Version 7.00.60.00 wurden dem iDRAC folgende Funktionen hinzugeflgt:

e Unterstltzung fur SPDM fir Emulex hinzugefigt.
e Optimierte BS-Installation mit eHTML5.

Firmware-Version 7.00.30.00

Diese Version enthélt alle Funktionen der VVorgangerversionen. Die folgenden neuen Funktionen wurden in dieser Version hinzugefugt:

@ ANMERKUNG: Informationen zu unterstitzten Systemen finden Sie in den jeweiligen Versionshinweisen auf der Dell Support-
Website.

In iDRAC-Version 7.00.30.00 wurden dem iDRAC folgende Funktionen hinzugefugt:

e Unterstiitzung flr das Andern der Sprache auf vKeyboard hinzugeflgt.
e Unterstltzung fur UPN-Suffixe in der iDRAC AD-Authentifizierung hinzugeflgt.
e FEigenschaft ,Watt" fUr den Abschnitt , Stromversorgungseinheit” hinzugefugt.

Verwendung dieses Benutzerhandbuchs

Nutzeranweisungen

Der Inhalt dieses Benutzerhandbuchs erméglicht es Ihnen, die Tasks auszufthren, indem Sie Folgendes verwenden:

1. IDRAC-Webschnittstelle: In diesem Handbuch werden nur aufgabenbezogene Informationen bereitgestellt. Weitere Informationen Uber

die Felder und Optionen finden Sie in der iDRAC- Online-Hilfe, die Sie Uber die Web-Schnittstelle aufrufen kénnen.

2. RACADM: Die RACADM-Befehle zum Ausfiihren bestimmter Aufgaben werden in diesem Handbuch bereitgestellt. Weitere
Informationen finden Sie im RACADM CLI-Handbuch fur den Integrated Dell Remote Access Controller 9.

3. Dienstprogramm fUr die IDRAC-Einstellungen: Hier sind nur die aufgabenbezogenen Informationen enthalten. Informationen zu den

Feldern und Optionen finden Sie in der Online-Hilfe zum Dienstprogramm fiir die iDRAC-Einstellungen. Diese kdnnen Sie

aufrufen, indem Sie in der GUI des Dienstprogramms auf Hilfe klicken (dricken Sie beim Starten die Taste <F2> und klicken Sie dann

auf der Seite System-Setup - Hauptmenii auf iDRAC-Einstellungen).

4. Redfish: In diesem Handbuch finden Sie Redfish API-bezogene Informationen. Weitere Informationen finden Sie im iIDRAC Redfish API-
Handbuch. Weitere Unterstltzung beim Zugriff auf das API-Handbuch finden Sie im Abschnitt Zugriff auf das iDRAC API-Handbuch.

Unterstutzte Webbrowser

Eine Liste der unterstitzten Versionen finden Sie in den iDRAC9-Versionshinweisen Ihres Servermodells.

Unterstiitzte Betriebssysteme und Hypervisoren

Eine Liste der unterstitzten Betriebssystem- und Hypervisor-Versionen finden Sie in den iDRAC9-Versionshinweisen lhres Servermodells.

iDRAC-Lizenzen

iDRAC-Funktionen sind je nach Typ der Lizenz verflgbar. Abhéngig vom Systemmodell wird die Lizenz iDRAC Basic oder iDRAC Express

standardméf3ig installiert. Die iDRAC Enterprise- iIDRAC Datacenter- und iDRAC Secure Enterprise Key Manager (SEKM)-Lizenz sind als
Upgrade erhaltlich und kénnen jederzeit erworben werden. In den Schnittstellen stehen nur lizenzierte Funktionen zur Verfligung, mit

denen Sie iIDRAC konfigurieren oder nutzen kénnen. Weitere Informationen finden Sie unter Lizenzierte Funktionen in iDRACO.

Ubersicht iiber den iDRAC
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Lizenztypen

Die Standardlizenzen iDRAC Basic oder iDRAC Express sind standardmaflig auf lhrem System verfugbar. Die iDRAC Enterprise- und
Datacenter-Lizenzen umfassen alle lizenzierten Funktionen und kdnnen jederzeit erworben werden. Die folgenden Upsell-Typen sind
verfugbar:

e 30-Tage-Testlizenz — Testlizenzen gelten flr eine bestimmte Zeit ab dem Moment, in dem das System mit Strom versorgt wird. Diese
Lizenz kann nicht verlangert werden.
e Dauerlizenz — Die Lizenz ist an die Service-Tag-Nummer gebunden und damit dauerhaft.

In der folgenden Tabelle sind die Standardlizenzen aufgefuhrt, die fir die folgenden Systeme verfiigbar sind:

Tabelle 2. Standardlizenzen

iDRAC Basic Lizenz iDRAC Express Lizenz iDRAC Enterprise-Lizenz iDRAC Datacenter-Lizenz
Fur PowerEdge Rack- und e Standardangebot fur die Alle Plattformen, mit Upgrade- | Alle Plattformen, mit Upgrade-
Tower-Server: PowerEdge Serie 600 und Option Option

hoher

e Standardangebot fur die
PowerEdge Serie 100 und

hoher

e PowerEdge Serien XR und
XE

e PowerkEdge MX750C und
MX7650C

e PowerEdge Rack- und
Tower-Server (mit Upgrade-
Option)

@ ANMERKUNG: Die Express for Blades-Lizenz ist die Standardlizenz fir PowerEdge MX75XX und neuere Blades und MX-Gehé&use-
Server.

Methoden zum Erwerb von Lizenzen

Verwenden Sie zum Anfordern von Lizenzen eines der folgenden Verfahren:

e Dell Digital Locker — Mit dem Dell Digital Locker kénnen Sie lhre Produkte, Software und Lizenzinformationen an einem Ort anzeigen
und verwalten. Ein Link zum Dell Digital Locker ist in der DRAC-Webschnittstelle verfligbar, gehen Sie zu Konfiguration > Lizenzen.

®| ANMERKUNG: Weitere Informationen Uber Dell Digital Locker finden Sie in den FAQs auf der Website.

e E-Mail — Die Lizenz ist an eine E-Mail angehéngt, die nach der Anforderung der Lizenz durch das technische Supportcenter versendet
wird.
e Point-of-sale — Die Lizenz wird im Rahmen der Systembestellung angefordert.

®| ANMERKUNG: Um Lizenzen zu verwalten oder neue Lizenzen zu erwerben, gehen Sie zum Dell digitalen Schlief3fach.

Erwerben von Lizenzschlissel vom Dell digitalen Schlief3fach

Zum Abrufen der Lizenzschlissel von lhrem Konto missen Sie zuerst Ihr Produkt unter Verwendung des Registrierungscodes registrieren,
der Ihnen in der Bestéatigungs-E-Mail gesendet wird. Dieser Code muss in der Registerkarte Produktregistrierung nach der Anmeldung
beim Dell digitalen Schlief3fach eingegeben werden.

Klicken Sie im linken Fensterbereich auf die Registerkarte Produkte oder Auftragsverlauf, um die Liste Ihrer Produkte aufzurufen.
Abonnement-basierte Produkte sind unter Abrechnungskonten aufgefuhrt.

So laden Sie den Lizenzschliissel von Ihrem Dell digitalen Schlief3fachkonto herunter:

1. Melden Sie sich bei Inrem Dell digitalen Schlief3fachkonto an.

2. Kilicken Sie im linken Fensterbereich auf Produkte.

3. Kilicken Sie auf das Produkt, das Sie anzeigen mochten.

4. Kilicken Sie auf den Produktnamen.
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5. Klicken Sie auf der Seite Produktmanagement auf Schliissel abrufen.
6. Folgen Sie den Anweisungen auf dem Bildschirm, um den Lizenzschlissel zu erhalten.

®
®

ANMERKUNG: Wenn Sie noch kein Dell digitales Schlief3fachkonto haben, erstellen Sie mit der E-Mail-Adresse ein Konto, mit der Sie
den Einkauf abgeschlossen haben.

ANMERKUNG: Zum Erzeugen mehrerer Lizenzschlisseln fur neue Einkaufe befolgen Sie die Anweisungen unter Tools >
Lizenzaktivierung > Nicht aktivierte Lizenzen

Lizenzvorgange

Bevor Sie die Lizenzverwaltungsschritte ausflhren, stellen Sie sicher, dass Sie die erforderlichen Lizenzen besitzen. Weitere Informationen
finden Sie unter Methoden zum Erwerb von Lizenzen.

®

ANMERKUNG: Sollten Sie ein System erworben haben, auf dem sédmtliche Lizenzen bereits vorinstalliert sind, ist eine
Lizenzverwaltung nicht erforderlich.

@ ANMERKUNG: Um sicherzustellen, dass die IDRAC-Benutzeroberflache Lizenzen anzeigt, die Uber RACADM, Redfish, SCV Factory
oder andere Schnittstellen installiert wurden, melden Sie sich erneut bei der IDRAC-Benutzeroberflache an oder aktualisieren Sie den
Browser.

Sie kdénnen die folgenden Lizenzvorgange Uber iDRAC-UI, RACADM, WSMan, Redfish und Lifecycle-Controller-Remote-Dienste fur eine
1-zu-1-Lizenzverwaltung und Dell License Manager fir eine 1-zu-n-Lizenzverwaltung ausfuhren:

Ansicht — Zeigen Sie die aktuellen Lizenzinformationen an.

Importieren — Nachdem Sie die Lizenz erhalten haben, speichern Sie die Lizenz in einem lokalen Speicher, und importieren Sie sie Uber
eine unterstutzte Schnittstelle nach iDRAC. Die Lizenz wird importiert, wenn Sie die Validierungsprtifungen bestanden hat.

@ ANMERKUNG: Sie kénnen die werkseitig installierte Lizenz zwar exportieren, aber nicht importieren. Um die Lizenz zu
importieren, laden Sie die entsprechende Lizenz vom Digital Locker herunter, oder rufen Sie sie aus der E-Mail ab, die Sie
beim Kauf der Lizenz erhalten haben.

Export — Exportiert die installierte Lizenz. Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.
Loschen — Loscht die Lizenz. Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.

Weitere Informationen — Hier finden Sie weitere Informationen zur installierten Lizenz oder zu den Lizenzen, die fir eine auf dem
Server installierte Komponente verfugbar sind.

@ ANMERKUNG: Damit die Option "Weitere Informationen" die korrekte Seite anzeigt, stellen Sie sicher, dass *.dell.com der Liste
der vertrauenswirdigen Sites in den Sicherheitseinstellungen hinzugefiigt wurde. Weitere Informationen finden Sie in der Internet
Explorer-Hilfe-Dokumentation.

Fur die 1-zu-n-Lizenzbereitstellung konnen Sie Dell License Manager verwenden. Weitere Informationen finden Sie unter Das Dell License
Manager-Benutzerhandbuch ist verflgbar auf der Seite Enterprise Systems Management..
Im Folgenden sind die erforderlichen Nutzerberechtigungen fir verschiedene Lizenzvorgange aufgefihrt:

e Ansicht und Exportieren einer Lizenz: Berechtigung zur Anmeldung
e Importieren und L&schen einer Lizenz: Berechtigung zur Anmeldung, iDRAC-Konfiguration und Serversteuerung

Lizenzen Uber die iIDRAC-Weboberflache managen

Lizenzverwaltung
Um Lizenzen Uber die iDRAC-Webschnittstelle zu verwalten, navigieren Sie zu Konfiguration > Lizenzen.

Die Seite Lizenzierung zeigt die Lizenzen, die mit den Geraten verknlpft sind, oder solche Lizenzen, die zwar installiert sind, fir die
das entsprechende Gerat im System jedoch nicht vorhanden ist. Weitere Informationen zum Importieren, Exportieren oder Léschen einer
Lizenz finden Sie in der iDRAC-Online-Hilfe.

Lizenzen Giiber RACADM managen

Lizenzverwaltung
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1. Um Lizenzen Uber RACADM zu managen, verwenden Sie den Unterbefehl license.

2. Weitere Informationen finden Sie im RACADM CLI-Handbuch fur den Integrated Dell Remote Access Controller 9.

Lizenzierte Funktionen in iDRAC9

In der folgenden Tabelle werden die iDRAC9-Funktionen aufgeflhrt, die gemaf3 der erworbenen Lizenz aktiviert sind:

Tabelle 3. Lizenzierte Funktionen in iDRAC9

Funktion iDRAC9 Basic iDRAC9 Express | iDRAC9 iDRAC9 iDRAC9-Datacenter
Express fiir Enterprise
Blades
Schnittstellen/Standards
iDRAC RESTful-API und Ja Ja Ja Ja Ja
Redfish
IPMI2,0 Ja Ja Ja Ja Ja
DCMI1,5 Ja Ja Ja Ja Ja
Webbasierte GUI Ja Ja Ja Ja Ja
RACADM-Befehlszeile Ja Ja Ja Ja Ja
(lokal/Remote)
SSH Ja Ja Ja Ja Ja
Serielle Umleitung Ja Ja Ja Ja Ja
WSMan Ja Ja Ja Ja Ja
Network Time Protocol Nein Ja Ja Ja Ja
Konnektivitat
Gemeinsam genutzte NIC | Ja Ja k. A. Ja Ja
(LOM)
Dedizierte NIC Ja Ja Ja Ja Ja
VLAN-Tagging Ja Ja Ja Ja Ja
IPv4 Ja Ja Ja Ja Ja
IPv6 Ja Ja Ja Ja Ja
DHCP Ja Ja Ja Ja Ja
DHCP mit Zero-Touch Nein Nein Nein Ja Ja
Dynamisches DNS Ja Ja Ja Ja Ja
BS-Pass-Through Ja Ja Ja Ja Ja
iDRAC Direct (USB- Ja Ja Ja Ja Ja
Frontblende)
Verbindungsanzeige Ja Ja Nein Ja Ja
DPU Nein Nein Nein Ja Ja
Sicherheit
Rollenbasierte Autoritét Ja Ja Ja Ja Ja
Lokale Nutzer Ja Ja Ja Ja Ja
SSL-Verschlusselung Ja Ja Ja Ja Ja
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Tabelle 3. Lizenzierte Funktionen in iDRACSY (fortgesetzt)

Funktion iDRAC9 Basic iDRAC9 Express | iDRAC9 iDRAC9 iDRAC9-Datacenter
Express fiir Enterprise
Blades
Secure-Enterprise-Key- Nein Nein Nein Ja (mit SEKM- Ja (mit SEKM-Lizenz)
Management und iDRAC Lizenz)
Local Key Manager
IP-Blockierung Nein Ja Ja Ja Ja
Verzeichnisdienste (AD, Nein Nein Nein Ja Ja
LDAP)
Zwei-Faktor- Nein Nein Nein Ja Ja
Authentifizierung
(Smartcard)
Einmaliges Anmelden Nein Nein Nein Ja Ja
PK-Authentifizierung (fur Nein Ja Ja Ja Ja
SSH)
OAuth-Integration Nein Nein Nein Nein Ja
in webbasierte
Authentifizierungsservices
Portbasierte Nein Nein Nein Nein Ja
Netzwerkzugriffskontrolle
(IEEE 802.1x)
OpenlD Connect fur Nein Nein Nein Nein Ja
Dell Konsolen
FIPS 140-2 Ja Ja Ja Ja Ja
Secure Boot (UEFI) — Ja Ja Ja Ja Ja
Zertifikatsverwaltung
Sperrmodus Nein Nein Nein Ja Ja
Eindeutiges iDRAC- Ja Ja Ja Ja Ja
Standardkennwort
Nutzerdefinierte Banner Ja Ja Ja Ja Ja
flr Sicherheitsrichtlinie —
Anmeldeseite
Einfache Multifaktor- Nein Nein Nein Ja Ja
Authentifizierung
Automatische Nein Nein Nein Nein Ja
Zertifikatregistrierung
(SSL-Zertifikate)
iDRAC Quick Sync 2 — Ja Ja Ja Ja Ja
optionale Authentifizierung
fUr Lesevorgange
iDRAC Quick Sync 2 — Ja Ja Ja Ja Ja
Nummer des Mobilgerats
zu LCL hinzuflgen
System-Loschvorgang fur | Ja Ja Ja Ja Ja
interne Storage-Geréate
Remote-Prasenz
Betriebsschalter Ja Ja Ja Ja Ja
Boot-Steuerung Ja Ja Ja Ja Ja
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Tabelle 3. Lizenzierte Funktionen in iDRACSY (fortgesetzt)

Funktion iDRAC9 Basic iDRAC9 Express | iDRAC9 iDRAC9 iDRAC9-Datacenter
Express fiir Enterprise
Blades
Seriell-tber-LAN Ja Ja Ja Ja Ja
Virtueller Datentrager Nein Nein Ja Ja Ja
Virtuelle Ordner Nein Nein Nein Ja Ja
Remote-Dateifreigabe Nein Nein Nein Ja Ja
HTMLS-Zugriff auf die Nein Nein Ja Ja Ja
virtuelle Konsole
Virtuelle Konsole Nein Nein Ja Ja Ja
(D|ANMERKU
NG: Virtuelle
Konsole ist
beim
PowerEdge
MX750c und
MX7650c
nicht
verfugbar.
Virtuelle Zwischenablage Nein Nein Nein Ja Ja
VNC-Verbindung zum Nein Nein Nein Ja Ja
Betriebssystem
Qualitdt/Bandbreiten- Nein Nein Nein Ja Ja
Kontrolle
Virtuelle Nein Nein Nein (Nur ein Ja Ja
Konsolenzusammenarbeit Nutzer)
(bis zu sechs Nutzer
gleichzeitig)
Chat Uber virtuelle Konsole | Nein Nein Nein Ja Ja
Virtuelle Flash-Partitionen Nein Nein Nein Ja Ja
@l ANMERKUNG: vFlash ist auf iDRAC fur PowerEdge Rx5xx/Cx5xx nicht verfugbar.
Group Manager Nein Nein Nein Ja Ja
HTTP/HTTPS- Ja Ja Ja Ja Ja
Unterstltzung mit
NFS/CIFS
Strom und thermisch
Echtzeit-Leistungsmesser | Ja Ja Ja Ja Ja
Stromschwellenwerte und | Nein Ja Ja Ja Ja
Warnungen
Echtzeit-Stromdiagramme | Nein Ja Ja Ja Ja
Historische Stromzéahler Nein Ja Ja Ja Ja
Strombegrenzung Nein Nein Nein Ja Ja
Power Center-Integration | Nein Nein Nein Ja Ja
Temperaturiberwachung Ja Ja Ja Ja Ja
Temperatur-Diagramme Nein Ja Ja Ja Ja
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Tabelle 3. Lizenzierte Funktionen in iDRACSY (fortgesetzt)

Funktion iDRAC9 Basic iDRAC9 Express | iDRAC9 iDRAC9 iDRAC9-Datacenter
Express fiir Enterprise
Blades
PCle-Luftstrom-Anpassung | Nein Nein Nein Nein Ja
(LFM)
Nutzerdefinierte Nein Nein Nein Nein Ja
Auslasssteuerung
Nutzerdefinierte Delta-T- Nein Nein Nein Nein Ja
Steuerung
System- Nein Nein Nein Nein Ja
Luftstromverbrauch
Nutzerdefinierte PCle- Nein Nein Nein Nein Ja
Einlasstemperatur
Zustandsiiberwachung
Vollstandig Agent-freies Ja Ja Ja Ja Ja
Monitoring
Vorhergesagte Fehler- Ja Ja Ja Ja Ja
Uberwachung
UnterstUtzung von SNMP | Ja Ja Ja Ja Ja
V1, v2 und v3 (Traps und
Gets)
E-Mail-Warnungen Nein Ja Ja Ja Ja
Konfigurierbare Ja Ja Ja Ja Ja
Schwellenwerte
Uberwachung des Liifters | Ja Ja Ja Ja Ja
Uberwachung der Ja Ja Ja Ja Ja
Stromversorgung
Speichertberwachung Ja Ja Ja Ja Ja
GPU Nein Nein Nein Ja Ja
CPU-Uberwachung Ja Ja Ja Ja Ja
CPU- und GPU- Ja Ja Ja Ja Ja
Leckerkennung
RAID-Uberwachung Ja Ja Ja Ja Ja
NIC-Uberwachung Ja Ja Ja Ja Ja
Optisches Inventar Ja Ja Ja Ja Ja
Optische Statistiken Nein Nein Nein Nein Ja
HD-Uberwachung Ja Ja Ja Ja Ja
(Gehéuse)
Out-of-Band- Nein Nein Nein Ja Ja
Performancemonitoring
Warnungen fur Uberméafige | Ja Ja Ja Ja Ja
SSD-Abnutzung
Anpassbare Einstellungen Ja Ja Ja Ja Ja
fUr Ablufttemperatur (nur
fur 14G)
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Tabelle 3. Lizenzierte Funktionen in iDRACSY (fortgesetzt)

Funktion iDRAC9 Basic iDRAC9 Express | iDRAC9 iDRAC9 iDRAC9-Datacenter
Express fiir Enterprise
Blades
Anpassbare Einstellungen Nein Nein Nein Nein Ja
fUr Ablufttemperatur (fur
15/16G)
Serielle Konsolenprotokolle | Nein Nein Nein Nein Ja
SMART-Protokolle far Ja Ja Ja Ja Ja
Speicherlaufwerke
@l ANMERKUNG: SMART-Protokolle sind auch mithilfe der SupportAssist-Erfassung verfugbar.
Erkennung spannungsloser | Nein Nein Nein Nein Ja
Server
Telemetrie-Streaming Nein Nein Nein Nein Ja

®

ANMERKUNG: Die OpenManage Enterprise Advanced-Lizenz und das PowerManage-Plug-in unterstiitzen Telemetriedaten vom

iDRAC.
Update
Remote-Agent-freies Ja Ja Ja Ja Ja
Update
Integrierte Update-Tools Ja Ja Ja Ja Ja
Update Uber Repository Ja Ja Ja Ja Ja
Update Uber Repository Ja Ja Ja Ja Ja
(automatisches Update)
Verbesserte PSU- Ja Ja Ja Ja Ja
Firmwareupdates
Bereitstellung und Konfiguration
Lokale Konfiguration Uber Ja Ja Ja Ja Ja
F2/F10
Integrierte BS- Ja Ja Ja Ja Ja
Bereitstellungs-Tools
Integrierte Konfigurations- | Ja Ja Ja Ja Ja
Tools
Automatische Ermittlung Nein Ja Ja Ja Ja
Remote BS-Bereitstellung | Nein Ja Ja Ja Ja
Integriertes Treiberpaket Ja Ja Ja Ja Ja
Vollstandige Ja Ja Ja Ja Ja
Konfigurationsbestandsaufn
ahme
Inventar exportieren Ja Ja Ja Ja Ja
Remote-Konfiguration Ja Ja Ja Ja Ja
BerUhrungslose Nein Nein Nein Ja Ja
Konfiguration
System stillegen/ Ja Ja Ja Ja Ja
Neuzuweisung
Serverkonfigurationsprofil | Ja Ja Ja Ja Ja
in der GUI
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Tabelle 3. Lizenzierte Funktionen in iDRACSY (fortgesetzt)

Funktion iDRAC9 Basic iDRAC9 Express | iDRAC9 iDRAC9 iDRAC9-Datacenter
Express fiir Enterprise
Blades

Hinzufugen der BIOS- Ja Ja Ja Ja Ja

Konfiguration zur iDRAC-

GUI

GPU-Eigenschaften Nein Nein Nein Ja Ja

Diagnose, Dienste und Protokolle

Integrierte Diagnosetools Ja Ja Ja Ja Ja

Teilersetzung Nein Ja Ja Ja Ja

@ ANMERKUNG: Nach Austauschen von Komponenten der RAID-Hardware werden nach Abschluss des Austauschs von Firmware
und der Konfiguration in den Lifecycle-Protokollen doppelte Eintradge zum Austausch von Komponenten gemeldet, was das
erwartete Verhalten darstellt.

Einfache Wiederherstellung | Ja Ja Ja Ja Ja
(Systemkonfiguration)

Automatisches Timeout fur | Ja Ja Ja Ja Ja
einfache Wiederherstellung

@l ANMERKUNG: Server-Backup- und -Wiederherstellungsfunktionen sind in iDRAC9 fur PowerEdge Rx5xx/Cx5xx nicht verfugbar.
LED-Anzeigen zum Ja Ja k. A. Ja Ja
Funktionszustand

LCD-Bildschirm (iDRAC9 Ja Ja k. A. Ja Ja
optional erforderlich)

iDRAC Quick Sync 2 Ja Ja Ja Ja Ja
(BLE/Wi-Fi-Hardware)

iDRAC Direkt Ja Ja Ja Ja Ja
(Vordere USB-

Verwaltungsschnittstelle)

iDRAC Service Module Ja Ja Ja Ja Ja
(iISM) integriert

iSM in In-Band- Ja Ja Ja Ja Ja
Warnungsweiterleitung auf

Konsolen

SupportAssist- Ja Ja Ja Ja Ja
Sammlung(integriert)

Absturzbildschirm- Nein Ja Ja Ja Ja
Erfassung

Absturzvideo-Erfassung’ Nein Nein Nein Ja Ja
Agentenlose Absturzvideo- | Nein Nein Nein Nein Ja
Erfassung (nur Windows)

Start-Erfassung Nein Nein Nein Ja Ja
Manuelles Zurticksetzen fur | Ja Ja Ja Ja Ja
iDRAC (LCD-ID-Taste)

Remote-Zurtcksetzung fur | Ja Ja Ja Ja Ja
iDRAC (erfordert iSM)

Virtuelles NMI Ja Ja Ja Ja Ja
BS-Watchdog Ja Ja Ja Ja Ja

Ubersicht iiber den iDRAC

31



Tabelle 3. Lizenzierte Funktionen in iDRACSY (fortgesetzt)

Funktion iDRAC9 Basic iDRAC9 Express | iDRAC9 iDRAC9 iDRAC9-Datacenter
Express fiir Enterprise
Blades
System-Ereignisprotokoll Ja Ja Ja Ja Ja
Lifecycle-Protokoll Ja Ja Ja Ja Ja
Erweiterte Protokollierung | Ja Ja Ja Ja Ja
im Lifecycle Controller-
Protokoall
Arbeitsanmerkungen Ja Ja Ja Ja Ja
Remote-Syslog Nein Nein Nein Ja Ja
Lizenzverwaltung Ja Ja Ja Ja Ja

[1] Erfordert den iISM- oder OMSA-Agenten auf Zielserver.

Schnittstellen und Protokoll fur den Zugriff auf iDRAC

In der folgenden Tabelle werden die Schnittstellen fur den Zugriff auf iDRAC dargestellt.

®| ANMERKUNG: Die gleichzeitige Verwendung von mehr als einer Schnittstelle kann zu unerwarteten Ergebnissen fihren.

Tabelle 4. Schnittstellen und Protokoll fiir den Zugriff auf iDRAC

Schnittstelle oder
Protokoll

Beschreibung

Dienstprogramm fur
iDRAC-Einstellungen (F2)

Verwenden Sie das Dienstprogramm fur die IDRAC-Einstellungen, um Pre-OS-Vorgange durchzufihren.
Dieses Dienstprogramm bietet einige Funktionen, die in der iDRAC-Weboberflache verfigbar sind, sowie
einige weitere Funktionen. Driicken Sie zum Zugreifen auf das Dienstprogramm fir die iDRAC-Einstellungen
wahrend des Startvorgangs <F2> und klicken Sie dann auf iDRAC-Einstellungen auf der Seite System-
Setup-Hauptmenii.

Lifecycle Controller (F10)

Verwenden Sie Lifecycle Controller, um iDRAC-Konfigurationen vorzunehmen. Um auf den Lifecycle
Controller zuzugreifen, driicken Sie wahrend des Starts die Taste <F10> und gehen Sie zu System-Setup
> Erweiterte Hardwarekonfiguration > iDRAC-Einstellungen. Weitere Informationen finden Sie im
Benutzerhandbuch zum Lifecycle Controller unter dell.com/idracmanuals.

iDRAC-Weboberflache

Uber die IDRAC-Weboberflache kénnen Sie iDRAC managen und das verwaltete System (iberwachen.

Der Browser stellt Uber den HTTPS-Port eine Verbindung zum Webserver her. Datenstreams

werden fur Datenschutz und Integritat mit der 128-Bit-SSL-Verschlisselung verschlisselt. Sdmtliche
Verbindungen zum HTTP-Port werden zu HTTPS umgeleitet. Administratoren kdnnen Uber einen SSL-CSR-
Generierungsprozess eigene SSL-Zertifikate hochladen, um den Webserver zu sichern. Die standardmafligen
HTTP- und HTTPS-Ports kénnen geadndert werden. Der Nutzerzugriff basiert auf Nutzerberechtigungen.

Weboberflache
OpenManage Enterprise
(OME) Modular

®| ANMERKUNG: Diese Schnittstelle ist nur fir MX-Plattformen verfugbar.

Neben der Uberwachung und der Verwaltung des Gehauses kénnen Sie die OME-Modular-Weboberflache
flr die folgenden Aktivitaten verwenden:

Status eines Managed System anzeigen

iDRAC-Firmware aktualisieren

iDRAC-Netzwerkeinstellungen konfigurieren

Bei der iDRAC-Weboberflache anmelden

Managed System starten, anhalten oder zuriicksetzen

BIOS, PERC und unterstitzte Netzwerkadapter aktualisieren

Weitere Informationen finden Sie im Das Dell OpenManage Enterprise-Modular fir PowerEdge MX7000-
Gehéuse — Benutzerhandbuch ist verfugbar auf der Seite OpenManage-Handbticher..

CMC-Weboberflache

®| ANMERKUNG: Diese Schnittstelle ist auf MX-Plattformen nicht verfugbar.
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Tabelle 4. Schnittstellen und Protokoll fiir den Zugriff auf iDRAC (fortgesetzt)

Schnittstelle oder Beschreibung
Protokoll

Neben der Uberwachung und der Verwaltung des Gehauses kdnnen Sie die CMC-Weboberflache fir die
folgenden Aktivitaten verwenden:

Status eines Managed System anzeigen

iDRAC-Firmware aktualisieren

iDRAC-Netzwerkeinstellungen konfigurieren

Bei der iDRAC-Weboberflache anmelden

Managed System starten, anhalten oder zurlicksetzen

BIOS, PERC und unterstitzte Netzwerkadapter aktualisieren

Server-LCD-Bedienfeld/ | Verwenden Sie das LCD-Bedienfeld auf der Frontblende des Servers, um die folgenden Aktivitaten
Gehause-LCD-Bedienfeld | auszufthren:

e Warnungen, IP- oder MAC-Adresse flr iDRAC oder nutzerprogrammierbare Zeichenfolgen anzeigen

e DHCP festlegen

e Statische IP-Einstellungen flr iDRAC konfigurieren

Bei Blade-Servern befindet sich das LCD-Bedienfeld auf der Frontblende des Geh&uses und wird von allen
Blades gemeinsam verwendet. Um iDRAC ohne einen Neustart des Servers neu zu starten, halten Sie die

Systemerkennungstaste e 16 Sekunden lang gedriickt.

@ ANMERKUNG: Das LCD-Bedienfeld ist nur bei Rack- oder Tower-Systemen verflgbar, die fir
die Frontverkleidung ausgelegt sind. Bei Blade-Servern befindet sich das LCD-Bedienfeld auf der
Frontblende des Gehauses und wird von allen Blades gemeinsam verwendet.

RACADM Verwenden Sie das Befehlszeilendienstprogramm fur iDRAC- und Serververwaltung. Sie knnen RACADM

lokal und remote verwenden.

e Die lokale RACADM-Befehlszeilenschnittstelle wird auf verwalteten Systemen ausgefuhrt, auf dem
Server Administrator installiert ist. Die lokale RACADM-Schnittstelle kommuniziert Uber die In-Band-
IPMI-Hostschnittstelle mit iDRAC. Da es auf dem lokal verwalteten System installiert ist, missen sich
Nutzer zum Ausflhren dieses Dienstprogramms beim Betriebssystem anmelden. Ein Nutzer muss Gber
umfassende Administratorrechte verfigen oder ein Root-Nutzer sein, um dieses Dienstprogramm zu
verwenden.

e Remote-RACADM ist ein Client-Dienstprogramm, das auf einer Management Station ausgefihrt wird. Es
verwendet die Out-of-Band-Netzwerkschnittstelle, um die RACADM-Befehle auf dem Managed System
auszuflhren, auf3erdem wird der HT TPs-Kanal verwendet. Die Option —=r fiihrt den RACADM-Befehl
Uber ein Netzwerk aus.

e Sie kénnen auf die Firmware-RACADM zugreifen, indem Sie sich Uber SSH bei iDRAC anmelden. Sie
kdnnen die Firmware-RACADM-Befehle ohne Angabe der IP-Adresse, des Nutzernamens oder des
Kennworts fur iDRAC ausfihren.

e Esist nicht erforderlich, die IP-Adresse, den Nutzernamen oder das Kennwort fiir iDRAC anzugeben, um
die Firmware-RACADM-Befehle auszufuhren. Nach der Eingabe an der RACADM-Eingabeaufforderung
kénnen Sie die Befehle ohne das Préfix ,racadm® direkt ausfuhren.

iDRAC RESTful-APl und | Der Redfish Scalable Platforms Management API-Standard wurde von der Distributed Management Task
Redfish Force (DMTF) definiert. Redfish ist ein Verwaltungsschnittstellenstandard fir Systeme der néchsten
Generation, das eine skalierbare, sichere und offene Serververwaltung erméglicht. Es ist eine neue
Schnittstelle, die die RESTful-Schnittstellensemantik fir den Zugriff auf die im Modellformat definierten
Daten fUr die Out-of-Band-Systemverwaltung verwendet. Sie ist fUr zahlreiche Server geeignet, von
eigensténdigen Servern bis hin zu Rack-Server- und Blade-Server-Umgebungen, sowie fir grof3e Cloud-
Umgebungen. Redfish bietet die folgenden Vorteile gegentiber bestehenden Serververwaltungsmethoden:
e Einfachheit und Nutzbarkeit

e Hohe Datensicherheit

e Programmierbare Schnittstelle, fur die problemlos Skripte erstellt werden kénnen

e Entspricht weit verbreiteten Standards

Siehe das iIDRAC-Handbuch zur Redfish-API.

WSMan Der LC-Remote Service basiert auf dem WSMan-Protokoll fir One-to-many-Managementaufgaben. Sie
muUssen einen WSMan-Client verwenden, z. B. den WinRM-Client (Windows) oder den OpenWSMan-Client
(Linux), um die LC-Remote Services-Funktion zu verwenden. Sie kdnnen auf3erdem Power Shell oder
Python verwenden, um auf die WSMan-Schnittstelle zu schreiben. Web Services for Management (WSMan)
ist ein SOAP-basiertes Protokoll (Simple Object Access Protocol), das fur die Systemverwaltung verwendet
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Tabelle 4. Schnittstellen und Protokoll fiir den Zugriff auf iDRAC (fortgesetzt)

Schnittstelle oder
Protokoll

Beschreibung

wird. iIDRAC verwendet WSMan zur Ubertragung der DMTF-CIM-basierten Verwaltungsinformationen
(Distributed Management Task Force Common Information Model). Die CIM-Informationen definieren
die Semantik und Informationstypen, die in einem verwalteten System geédndert werden kdnnen. Die
durch WSMan zur Verfligung gestellten Daten werden durch die iDRAC-Instrumentierungsschnittstelle
bereitgestellt, die den DMTF-Profilen und den Erweiterungsprofilen zugeordnet ist. Weitere Informationen
stehen zur Verflgung unter:
e Das Schnellstart-Benutzerhandbuch fr Lifecycle Controller Remote Services ist verfugbar auf der Seite
iDRAC-Handbtcher..
e MOFs und Profile.
DMTF-Website

SSH

Verwenden Sie SSH, um RACADM-Befehle auszufiihren. Der SSH-Dienst ist standardmafig fur iDRAC
aktiviert. Der SSH-Dienst kann in iDRAC deaktiviert werden. iDRAC unterstitzt nur SSH Version 2 mit dem
RSA-Hostschlussel-Algorithmus. Ein eindeutiger 1024-Bit-RSA-Host-Schlissel wird generiert, wenn iDRAC
zum ersten Mal eingeschaltet wird.

IPMltool

Verwenden Sie IPMITool fur den Zugriff auf Basismanagementfunktionen fir das Remotesystem Uber
iDRAC. Die Schnittstelle umfasst lokale IPMI, IPMI Uber LAN, IPMI Gber Seriell und Seriell Gber LAN.
Weitere Informationen Gber IPMITool finden Sie im Benutzerhandbuch fiir Dienstprogramme des Dell
OpenManage Baseboard Management Controller.

®| ANMERKUNG: IPMI Version 1.5 wird nicht unterstitzt.

NTLM

iDRAC bietet fur NTLM die Authentifizierung, Integritét und Vertraulichkeit fur Nutzer. NT LAN Manager
(NTLM) ist eine Suite von Microsoft-Sicherheitsprotokollen und funktioniert in einem Windows-Netzwerk.

SMB

iDRAC9 untersttzt das SMB-Protokoll (Server Message Block). Dies ist ein Netzwerk-

Dateifreigabeprotokoll. Die unterstitzten SMB-Versionen sind 2.0 bis 3.11. SMBv1 wird nicht mehr

unterstutzt.

@ ANMERKUNG: Die Sicherheitsfunktion fur die SMB3-Freigabeverschllsselung wird unterstitzt,
beginnend mit iDRAC-Firmware 7.00.00.171 fur Dell PowerEdge-Server der 14. Generation und
7.10.50.00 fur Dell PowerEdge-Server der 15. und 16. Generation.

NFS

iDRAC9 unterstutzt das Network File System (NFS). Dies ist ein verteiltes Dateisystemprotokoll, das es
Nutzern erméglicht, Remoteverzeichnisse auf den Servern bereitzustellen.

iDRAC-Schnittstelleninformationen

In der folgenden Tabelle sind die Ports aufgefiihrt, die fir den Fernzugriff auf den iDRAC Uber die Firewall erforderlich sind. Dies sind
die standardmafigen Schnittstellen, auf die iDRAC fur Verbindungen wartet. Optional kdnnen Sie die meisten Schnittstellen andern.
Informationen zum Andern der Ports finden Sie unter Dienste konfigurieren.

Tabelle 5. Schnittstellen, auf die iDRAC fiir Verbindungen wartet

Portnu Konfigurierba| Maximale Verschliisselungsstufe
mmer Typ Funktion re
Schnittstelle
22 TCP SSH Ja 256-Bit SSL
80 TCP HTTP Ja Keine
161 UDP SNMP-Agent Ja Keine
443 TCP o  Web-GUI-Zugriff mit HTTPS Ja 256-Bit SSL
e Virtuelle Konsole und virtueller Datentrager mit
eHTML5-Option
()| ANMERKUNG: Ab Version 6.00.02.00
verwendet der Zugriff auf vConsole und vMedia
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Tabelle 5. Schnittstellen, auf die iDRAC fiir Verbindungen wartet (fortgesetzt)

Portnu Konfigurierba| Maximale Verschliisselungsstufe
mmer Typ Funktion re
Schnittstelle
nur eHTMLD5. Java und ActiveX werden nicht
mehr unterstlitzt.
623 UDP RMCP/RMCP+ Nein 128 Bit SSL
5000 TCP iDRAC zu iSM Nein 256-Bit SSL

@ ANMERKUNG: Maximale VerschlUsselungsstufe ist 256-Bit-SSL, wenn sowohl iSM 3.4 oder héher und iDRAC-Firmware
3.30.30.30 oder hoher installiert sind.

5670 UDP FUr Ermittlung, Onboarding und Vorhandensein der Nein Keine
ZeroMQ@ Realtime Exchange Protocol for iDRAC
Group Manager-Funktion. Dieser Anschluss wird nur
verwendet, wenn Group Manager aktiviert ist.

5901 TCP VNC Ja 128 Bit SSL

@l ANMERKUNG: Port 5901 wird gedffnet, wenn die VNC-Funktion aktiviert ist.

Die folgende Tabelle listet die Schnittstellen auf, die IDRAC als Client verwendet:

Tabelle 6. Schnittstellen, die iDRAC als Client verwendet

Portnumm Typ Funktion Konfigurierbare | Maximale Verschliisselungsstufe
er Schnittstelle
25 TCP SMTP Ja Keine
53 UDP DNS Nein Keine
68 UDP DHCP-zugewiesene IP-Adresse Nein Keine
69 TFTP TFTP Nein Keine
123 UDP Network Time Protocol (NTP) Nein Keine
162 UDP SNMP-Trap Ja Keine
445 TCP Common Internet File System (CIFS) Nein Keine
636 TCP LDAP Uber SSL (LDAPS) Nein 256-Bit SSL
2049 TCP Network File System (NFS) Nein Keine
3269 TCP LDAPS fUr globalen Katalog (GC) Nein 256-Bit SSL
5353 UbP mDNS Nein Keine
@ ANMERKUNG: Wenn die vom Node initiierte Prifung oder Group Manager aktiviert ist, verwendet der iDRAC mDNS fir die
Kommunikation tUber Port 5353. Wenn er jedoch beide Funktionen deaktiviert sind, wird Port 5353 durch die interne Firewall des
iDRAC blockiert und erscheint als offener|gefilterter Port in den Port-Scans.
514 UDP Remote-Syslog Ja Keine

Weitere nutzliche Dokumente

Die iDRAC-UI unterstutzt die integrierte Online-Hilfe, auf die Sie Uber die Registerkarte Hilfe und Feedback zugreifen konnen.
Die Onlinehilfe enthélt ausfihrliche Informationen zu den in der Webschnittstelle verfigbaren Feldern und den dazugehérigen
Beschreibungen. Zusatzlich bieten die folgenden, auf der Dell Supportwebsite (ber dell.com/support verfigbaren Dokumente
zuséatzliche Informationen zum Setup und Betrieb des iDRAC auf Ihrem System.

e Das iDRAC Redfish API-Handbuch enthalt Informationen Uber die Redfish API. Weitere Unterstlitzung beim Zugriff auf das API-

Handbuch finden Sie im Abschnitt Zugriff auf das iDRAC API-Handbuch.
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e Das RACADM-CLI-Handbuch fiir den Integrated Dell Remote Access Controller enthélt Informationen zu den RACADM-
Unterbefehlen, unterstitzten Schnittstellen und iDRAC-Eigenschaftendatenbankgruppen sowie Objektdefinitionen.

e Unter SystemmanagementUibersicht-Handbuch finden Sie zusammengefasste Informationen zu den verschiedenen Software-
Produkten, die flr Systemverwaltungsaufgaben verflgbar sind.

e Das Benutzerhandbuch fiir das Dell Remote Access Configuration Tool enthalt Informationen zur Verwendung des Tools
fur das Ermitteln von iDRAC-IP-Adressen in Ihrem Netzwerk und zum Ausfiihren von 1-zu-n-Firmwareupdates und Active Directory-
Konfigurationen fUr die ermittelten IP-Adressen.

e Die Dell Systems Software Support Matrix bietet Informationen Uber die verschiedenen Dell-Systeme, Uber die von diesen
Systemen unterstUtzten Betriebssysteme und Uber die Dell OpenManage-Komponenten, die auf diesen Systemen installiert werden
kdnnen.

Das iDRAC-Servicemodul Benutzerhandbuch enthalt Informationen zum Installieren des iDRAC-Servicemoduls.
Das Dell OpenManage Server Administrator-Installationshandbuch enthalt Anleitungen zur Installation von Dell OpenManage
Server Administrator.

e Das Dell OpenManage Management Station Software-Installationshandbuch enthalt Anleitungen zur Installation der Dell
OpenManage Management Station-Software, die das Baseboard Management-Dienstprogramm, DRAC Tools und Active Directory
Snap-In enthalt.

e Informationen zur IPMI-Schnittstelle finden Sie im Benutzerhandbuch fiir Verwaltungsdienstprogramme des Dell OpenManage
Baseboard-Verwaltungs-Controllers.

e Die Versionshinweise enthalten aktuelle Anderungen am System oder der Dokumentation oder technischen Referenzmaterialen, die
fur erfahrene Nutzerlnnen oder Technikerlnnen gedacht sind.

e Die Integrated Dell Remote Access Controller 9-Attributregistrierung enthalt die Details zu den Gruppen und Objekten in der
iDRAC-Eigenschaftsdatenbank.

e Die IDRAC9-Whitepapers enthalten konkrete Anwendungsbeispiele und Ldsungen, die iDRACS bietet.

Die folgenden Systemdokumente sind erhéltlich, um weitere Informationen zur Verfliigung zu stellen:

e In den mit dem System gelieferten Sicherheitshinweisen finden Sie wichtige Informationen zur Sicherheit und zu den
Betriebsbestimmungen. Weitere Betriebsbestimmungen finden Sie auf der Website zur Einhaltung gesetzlicher Vorschriften unter
www.dell.com/regulatory_compliance. Gewahrleistungsinformationen kdnnen moglicherweise als separates Dokument beigelegt
sein.

e In der zusammen mit der Rack-Ldsung gelieferten Anweisungen fiir die Rack-Montage wird beschrieben, wie das System in einem
Rack installiert wird.

e Unter Handbuch zum Einstieg finden Sie eine Ubersicht tber die Systemfunktionen, das Einrichten des Systems und die technischen
Spezifikationen.

e Unter Installations- und Service-Handbuch finden Sie Informationen Uber Systemfunktionen, zur Fehlerbehebung am System und zur
Installation oder zum Austausch von Systemkomponenten.

Kontaktaufnahme mit Dell

Dell bietet mehrere Online- und auf Telefon basierende Support- und Service-Optionen an. Die Verflgbarkeit ist abhangig von Land und
Produkt und einige Dienste sind in Inrem Gebiet moglicherweise nicht verflgbar. Kontaktdaten fir den Vertrieb, technischen Support und
Customer Service von Dell finden Sie auf Kontaktaufnahme mit Dell.

@ ANMERKUNG: Wenn Sie nicht mit dem Internet verbunden sind, finden Sie weitere Informationen auf Ihrer Bestellung, auf dem

Lieferschein, auf der Rechnung oder im Dell Produktkatalog.

Zugriff auf Dokumente auf der Dell Supportwebsite

Klicken Sie auf die folgenden Links, um auf die Dokumente auf der Dell Supportwebsite zuzugreifen:

Dokumente zu Enterprise Systems Management und OpenManage Connections
OpenManage-Dokumente

Dokumente zu iDRAC und Lifecycle Controller

Dokumente zu Serviceability Tools

Dokumente zu Client Command Suite Systems Management

Zugriff auf Dokumente Uber das Produkt suchen

1. Rufen Sie die Website Dell Support auf.
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o

Geben Sie in das Suchfeld Geben Sie ein Service-Tag, eine Seriennummer... ein den Produktnamen ein. Zum Beispiel
PowerEdge oder iDRAC. Eine Liste von NAS-Clustern wird angezeigt.

Wahlen Sie |lhr Produkt und klicken Sie auf das Suchsymbol oder driicken Sie die Eingabetaste.
Klicken Sie auf Dokumentation.
Klicken Sie auf Handbiicher und Dokumente.

Zugriff auf Dokumente Uber Produktwahler

Sie kdnnen auch Dokumente zugreifen indem Sie Ihr Produkt aus.

1.

2.
3.
4

Rufen Sie die Seite Dell Support auf.

Klicken Sie auf Alle Produkte durchsuchen.

Klicken Sie auf die gewiinschte Produktkategorie, z. B. Server, Software, Storage usw.

Klicken Sie auf das gewlnschte Produkt und anschlief3end auf die gewtinschte Version, falls zutreffend.

®|ANMERKUNG: Fur einige Produkte missen Sie eventuell durch die Unterkategorien navigieren.

Klicken Sie auf Dokumentation.
Klicken Sie auf Handbiicher und Dokumente.

Zugriff auf Redfish API-Handbuch

Das Redfish API-Handbuch ist auf dem Dell API Marketplace verflgbar. So greifen Sie auf das Redfish API-Handbuch zu:

1.

2.
3.

Gehen Sie zu developer.dell.com.
Klicken Sie auf APls durchsuchen und suchen Sie nach iDRAC9 Redfish API oder wahlen Sie Server in den Filtern aus.
Klicken Sie auf iDRAC9 Redfish API.
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Anmelden bei iDRAC

Sie kdnnen sich beim iDRAC als iDRAC-Nutzer, als Microsoft Active Directory-Nutzer oder als Lightweight Directory Access Protocol-
Nutzer (LDAP-Nutzer) anmelden. Sie kdnnen sich auch mit OpenlD Connect und Single Sign-On oder Smartcard anmelden.

Fur hohere Sicherheit wird jedes System mit einem eindeutigen Kennwort fur iDRAC ausgeliefert, das auf dem Tag mit Systemangaben
verflgbar ist. Dieses eindeutige Kennwort sorgt fur mehr Sicherheit fur iDRAC und lhren Server. Die Standardeinstellung fur den
Nutzernamen lautet root.

Bei der Bestellung des Systems kénnen Sie das Legacy-Kennwort ,calvin“ als Standardkennwort festlegen. Wenn Sie das Legacy-
Kennwort gewahlt haben, ist das Kennwort nicht auf dem Tag mit Systemangaben verflgbar.

In dieser Version ist DHCP standardméfig aktiviert und die iDRAC-IP-Adresse wird dynamisch zugewiesen.
@ ANMERKUNG:

e Sie mUssen Uber Berechtigungen zum Anmelden bei iDRAC verfligen, um sich bei iDRAC anzumelden.

e iDRAC-GUI unterstitzt keine Browser Schaltflachen wie z. B. Zuriick, Vorwarts oder Aktualisieren.

@ ANMERKUNG: Informationen zu empfohlenen Zeichen fiir Nutzernamen und Kennwaorter finden Sie unter Empfohlene Zeichen in
Nutzernamen und Kennwortern.

Informationen zum Andern des Standardkennworts finden Sie unter Andern des standardméfigen Anmeldekennworts.

Nutzerdefinierbare Sicherheitsbanner

Sie kdnnen den Sicherheitshinweis, der auf der Anmeldeseite angezeigt wird, anpassen. Sie kdnnen SSH, RACADM, Redfish oder WSMan
zum Anpassen des Hinweises verwenden. Je nach die Sprache kann der Hinweis entweder 1024 oder 512 UTF-8-Zeichen lang sein.

OpenlD verbinden

@lANMERKUNG: Diese Funktion ist nur auf MX-Plattformen verfugbar.

Sie kdnnen sich bei IDRAC mit Zugangsdaten anderer Webkonsolen wie Dell OpenManage Enterprise (OME) — Modular anmelden. Wenn
diese Funktion aktiviert ist, startet die Konsole die Verwaltung der Nutzerberechtigungen auf dem iDRAC. iDRAC stellt der Nutzersitzung
alle Berechtigungen zur Verfiigung, die von der Konsole festgelegt werden.

®

Sie kénnen nun auf detaillierte Hilfe zugreifen, ohne sich bei IDRAC anzumelden. Verwenden Sie die Links auf der iDRAC-Anmeldungsseite,
um Hilfe und Versionsinformationen, Treiber und Downloads, Handblcher und TechCenter aufzurufen.

ANMERKUNG: Wenn der Sperrmodus aktiviert ist, werden OpenlD Connect-Anmeldeoptionen nicht auf der iDRAC-Anmeldeseite
angezeigt.

Themen:

*  Kennwortanderung erzwingen (FCP)

e Anmeldung bei iIDRAC mit OpenID Connect

¢ Anmelden als lokaler Nutzer, Active Directory-Nutzer oder LDAP-Nutzer bei iDRAC
*  BeiiDRAC Uber eine Smartcard als lokaler Nutzer anmelden
*  BeiiDRAC uber die einmalige Anmeldung anmelden

+  Uber Remote-RACADM auf iDRAC zugreifen

»  Uber lokalen RACADM auf iDRAC zugreifen

+  Uber Firmware-RACADM auf iDRAC zugreifen

. Einfache Zwei-Faktor-Authentifizierung (einfache 2FA)

*  RSA SecurlD 2FA

e Systemzustand anzeigen
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e Anmeldung beim iDRAC mit Authentifizierung mit 6ffentlichem Schlissel

¢ Mehrere iIDRAC-Sitzungen

»  Standardkennwort sichern

»  Andern des standardmaBigen Anmeldekennworts

*  Aktivieren oder Deaktivieren der standardmafiigen Kennwortwarnungsmeldung

. Policy zur Kennwortsicherheit

*  |P-Blockierung

e Aktivieren und Deaktivieren eines Betriebssystems fur iDRAC-Passthrough unter Verwendung der Weboberflache
*  Warnungen Uber RACADM aktivieren oder deaktivieren

Kennwortanderung erzwingen (FCP)

Die Funktion ,Kennwortanderung erzwingen® fordert Sie auf, das werkseitige Standardkennwort fir das Gerat zu &ndern. Die Funktion
kann im Rahmen der werksseitigen Konfiguration aktiviert werden.

Der FCP-Bildschirm wird nach erfolgreicher Benutzerauthentifizierung angezeigt und kann nicht Ubersprungen werden. Erst nachdem der
Nutzer ein Passwort eingegeben hat, ist der normale Zugriff und Betrieb zulassig. Der Status dieses Attributs wird durch den Vorgang
,Konfiguration auf Standardeinstellungen zurlicksetzen® nicht beeinflusst.

@ ANMERKUNG: Um das FCP-Attribut einzustellen oder zuriickzusetzen, mussen Sie Uber die Berechtigung zur Anmeldung und
Benutzerkonfiguration verflgen.

@ ANMERKUNG: Wenn FCP aktiviert ist, wird die Einstellung fir die standardmafige Kennwortwarnung nach dem Andern des
Standard-Benutzerkennwortes deaktiviert.

@ ANMERKUNG: Wenn der Root-Nutzer sich Uber die Authentifizierung mit &ffentlichem SchlUssel (PKA) anmeldet, wird FCP
umgangen.

Wenn FCP aktiviert ist, werden folgende Aktionen nicht zugelassen:

o Melden Sie sich beim iDRAC Uber eine beliebige Benutzeroberflache auf3er die IPMIpover-LAN-Schnittstelle an, die CLI mit
Benutzeranmeldedaten verwendet.

Anmelden bei iDRAC Uber die OMM-App Uber Quick Sync-2
e Hinzuflgen eines Mitglieds-iDRAC in Group Manager.

Anmeldung bei iDRAC mit OpenID Connect

@lANMERKUNG: Diese Funktion ist nur auf MX-Plattformen verflgbar.

So melden Sie sich mit OpenlD Connect bei iDRAC an:
1. Geben Sie in einem unterstitzten Webbrowser https://[iDRAC-IP-address] ein und dricken Sie die Eingabetaste.
Die Seite fur die Anmeldung wird angezeigt.

2. Wahlen Sie im Ment Anmelden mit:OME Modular aus.
Die Konsolen-Anmeldeseite wird angezeigt.

3. Geben Sie Benutzernamen und Kennwort fir die Konsole ein.

4. Kilicken Sie auf Anmelden.
Sie werden mit den Konsolen-Benutzerberechtigungen am iDRAC angemeldet.

@ ANMERKUNG: Wenn der Sperrmodus aktiviert ist, wird die OpenlD Connect-Anmeldeoption nicht auf der iDRAC-Anmeldeseite
angezeigt.

Anmelden als lokaler Nutzer, Active Directory-Nutzer
oder LDAP-Nutzer bei iDRAC

Stellen Sie vor der Anmeldung beim iDRAC Uber die Weboberflache sicher, dass Sie einen unterstitzten Webbrowser konfiguriert haben
und dass das Nutzerkonto mit den erforderlichen Berechtigungen erstellt wurde.
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Sie kdnnen den Nutzernamen, das Kennwort und die Zugriffsberechtigungen fur neue oder vorhandene iDRAC-Nutzerlnnen mithilfe der
Option Nutzer hinzufiigen/bearbeiten in der iDRAC-Benutzeroberflache konfigurieren.

Um Nutzerlnnen zu konfigurieren, verwenden Sie einen eindeutigen Nutzernamen. Dieser sollte 16 Zeichen lang sein, einschliefllich
Leerstellen. Die folgenden Zeichen sind zulassig:

0-9

A-Z

a-z

Sonderzeichen: + % ) > $[ |1 &=*.,-{]#(?<;_}IA

Wird der Nutzername geéndert, erscheint der neue Name erst nach der nachsten Nutzeranmeldung auf der Weboberflache.

®| ANMERKUNG: Geben Sie vor und nach dem Nutzernamen keine Leerstelle ein.

Das Kennwortfeld kann bis zu 127 Zeichen lang sein. Die Zeichen sind maskiert. Die folgenden Zeichen sind zuléssig:

0-9

A-Z

a-z

Sonderzeichen: + & ? > -} .1 (', _["@#)*:$]/ %=<:{I\"

ANMERKUNG: Zur Erhéhung der Sicherheit wird empfohlen, komplexe Kennwérter zu verwenden, die 8 oder mehr Zeichen sowie

@....

Kleinbuchstaben, Grof3buchstaben, Zahlen und Sonderzeichen enthalten. Es wird auf3erdem empfohlen, die Kennworter regelmafig
zu 8ndern (sofern moglich).

ANMERKUNG: Der Nutzername unterscheidet nicht zwischen Grof3- und Kleinschreibung fur einen Active Directory-Nutzer. Beim
Kennwort wird fUr alle Nutzer zwischen Grof3- und Kleinschreibung unterschieden.

ANMERKUNG: Neben Active Directory openL.DAP, openDS, Novell eDir werden auch die auf Fedora basierenden Verzeichnisdienste
unterstutzt.

ANMERKUNG: Die LDAP-Authentifizierung mit OpenDS wird unterstitzt. Der DH-Schllssel muss gréf3er als 768 bit sein.

©0_0_0

ANMERKUNG: Die RSA-Funktion kann fur LDAP-Nutzer konfiguriert und aktiviert werden, aber RSA bietet keine Unterstitzung,
wenn LDAP im Microsoft Active Directory konfiguriert ist. Daher schlagt die LDAP-Nutzeranmeldung fehl. RSA wird nur fur
OpenLDAP unterstutzt.

So melden Sie sich als lokaler Nutzer, Active Directory-Nutzer oder LDAP-Nutzer bei iDRAC an:

Offnen Sie einen unterstitzten Webbrowser.

N o~

Geben Sie in das Feld Adresse die folgende URL ein und driicken Sie die Eingabetaste: https://[iDRAC-IP-address].

@ ANMERKUNG: Wenn die standardméflige HT TPS-Portnummer (Port 443) gedndert wird, geben Sie Folgendes ein: https://
[iDRAC-IP-address] : [port-number] wobei [iDRAC-IP-address] die IDRAC-IPv4- oder -IPv6-Adresse und [port-
number] die HTTPS-Portnummer ist.

Die Seite fur die Anmeldung wird angezeigt.

3. Bei einem lokalen Nutzer:
e Geben Sie in die Felder Nutzername und Kennwort lhre Daten fir den iDRAC-Nutzernamen und das Kennwort ein.
e \Wahlen Sie aus dem Drop-Down-MenlU Domaéne die Option Dieser iDRAC aus.

4, Geben Sie fur einen Active Directory-Nutzer in den Feldern Nutzername und Kennwort den Active Directory-Nutzernamen und
das -Kennwort ein. Wenn Sie den Domanennamen als Teil des Nutzernamens festgelegt haben, wahlen Sie Dieser iDRAC aus dem
Drop-down-Menu aus. Das Format des Nutzernamens kann wie folgt lauten: <domain>\<username>, <domain>/<username> oder
<user>@<domain>.

Beispiele: dell.com\Markus_Bauer oder Markus_Bauer@dell.com.
Die Active Directory-Domain aus dem Drop-down-Ment Domain zeigt die zuletzt verwendete Domain an.

B. Geben Sie fir einen LDAP-Nutzer in die Felder Nutzername und Kennwort den LDAP-Nutzernamen und das -Kennwort ein. Der
Doméanenname ist fur die LDAP-Anmeldung nicht erforderlich. Standardméfig ist Dieser iDRAC im Drop-down-MenU ausgewahlt.

6. Klicken Sie auf Senden. Sie werden mit den erforderlichen Nutzerberechtigungen beim iDRAC angemeldet.

Wenn Sie sich mit Berechtigungen ,Nutzer konfigurieren” und den standardmafligen Kontenanmeldeinformationen anmelden und die
standardméflige Kennwortwarnungsfunktion aktiviert ist, wird Ihnen die Seite Standardmaflige Kennwortwarnung angezeigt, die es
lhnen erméglicht, das Kennwort auf einfache Art und Weise zu andern.
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Bei iDRAC uber eine Smartcard als lokaler Nutzer
anmelden

Bevor Sie sich als lokaler Nutzer unter Verwendung einer Smartcard anmelden kénnen, mussen Sie die folgenden Schritte ausfihren:
e Nutzer-Smartcard-Zertifikat und vertrauenswurdiges Zertifikat der Zertifizierungsstelle in iDRAC hochladen.
e Smartcard-Anmeldung aktivieren

Die iDRAC-Weboberflache zeigt die Smartcard-Anmeldeseite fur alle Nutzer an, die fir die Verwendung der Smartcard konfiguriert
wurden.

So melden Sie sich bei iDRAC als lokaler Nutzer mit einer Smartcard an:
1. Rufen Sie die IDRAC-Weboberflache Uber den Link https://[IP address] auf.
Die iDRAC-Anmeldeseite wird eingeblendet und fordert Sie zum Einlegen der Smartcard auf.

@ ANMERKUNG: Wenn die standardméflige HTTPS-Portnummer (Port 443) geédndert wird, geben Sie Folgendes ein:
https://[IP address]:[port number] ,wobei [IP address] die IP-Adresse fur den iDRAC und [port number]

die HTTPS-Portnummer ist.

2. Legen Sie die Smartcard in das Laufwerk ein und klicken Sie auf Anmeldung.
Sie werden daraufhin aufgefordert, die PIN fur die Smartcard einzugeben. Ein Kennwort ist nicht erforderlich.

8. Geben Sie die PIN der Smartcard fur lokale Smartcard-Nutzer ein.

Sie werden am iDRAC angemeldet.

@ ANMERKUNG: Wenn Sie ein lokaler Nutzer sind, fir den CRL-Priifung fiir Smartcard-Anmeldung aktivieren aktiviert
ist, versucht iDRAC, die Zertifikatswiderrufsliste (CRL) herunterzuladen, und Uberprift die CRL fur das Nutzerzertifikat. Die

Anmeldung schlégt fehl, wenn das Zertifikat in der CRL als widerrufen aufgefihrt wird oder wenn die CRL aus irgendeinem Grund
nicht heruntergeladen werden kann.

@ ANMERKUNG: Wenn Sie sich bei iDRAC mit Smartcard anmelden, wahrend RSA aktiviert ist, wird das RSA-Token umgangen
und Sie kdnnen sich direkt anmelden.

Bei iDRAC uber eine Smartcard als Active Directory-Nutzer anmelden

Bevor Sie sich Uber eine Smartcard als Active Directory-Nutzerln anmelden, missen Sie folgendes sicherstellen:

e Laden Sie ein vertrauenswurdiges Zertifikat einer Zertifizierungsstelle (ein von einer Zertifizierungsstelle signiertes Active Directory-
Zertifikat) nach iDRAC hoch.

e Konfigurieren Sie den DNS-Server.

e Aktivieren Sie die Active Directory-Anmeldung.

e Smartcard-Anmeldung aktivieren

So melden Sie sich Uber eine Smartcard als Active Directory-Nutzer bei iDRAC an:

1. Melden Sie sich beim iDRAC Uber den Link https://[IP address] an.

Die iDRAC-Anmeldeseite wird eingeblendet und fordert Sie zum Einlegen der Smartcard auf.
@ ANMERKUNG: Wenn die standardméflige HT TPS-Portnummer (Port 443) gedndert wird, geben Sie Folgendes ein:
https://[IP address]:[port number], wobei [IP address] die IDRAC-IP-Adresse und [port number] die

HTTPS-Portnummer ist.

2. Legen Sie die Smartcard ein und klicken Sie auf Anmeldung.
Sie werden daraufhin aufgefordert, die PIN fir die Smartcard einzugeben.

3. Geben Sie die PIN ein und klicken Sie auf Senden.
Sie sind Uber Ihre Active Directory-Anmeldedaten bei iIDRAC angemeldet.
®| ANMERKUNG: Wenn der Smartcard-Nutzer in Active Directory vorhanden ist, wird kein Active Directory-Kennwort bendétigt.
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ANMERKUNG: Bei Client-Workstations, die Teil der Active-Directory-Domain sind, beschrankt die Smartcard-Nutzung die
Zertifikatskettentiefe auf 10. Die Verwendung von Smartcards auf Client-Workstations ohne Domain beschréankt jedoch nicht die
Tiefe der Clientzertifikatketten.

Bei iDRAC uber die einmalige Anmeldung anmelden

Wenn die einmalige Anmeldung (SSO) aktiviert ist, kdnnen Sie sich ohne die Eingabe Ihrer Anmeldeinformationen fiir die Domanen-
Nutzerauthentifizierung (also Nutzername und Kennwort) bei iDRAC anmelden.

@ ANMERKUNG: Wenn ein AD-Nutzer SSO konfiguriert, wahrend RSA aktiviert ist, wird das RSA-Token umgangen und der Nutzer
wird direkt angemeldet.

Bei IDRAC SSO uber die iDRAC-Weboberflache anmelden

Bevor Sie sich beim iDRAC Uber Single Sign-On anmelden, stellen Sie Folgendes sicher:
e Sie haben sich Uber ein giiltiges Active Directory-Benutzerkonto bei Inrem System angemeldet.
e Die Option fur die einmalige Anmeldung ist wahrend der Active Directory-Konfiguration aktiviert.

So melden Sie sich Uber die Webschnittstelle bei iDRAC an:

1. Melden Sie sich unter Verwendung eines gultigen Active Directory-Kontos an der Verwaltungsstation an.
2. Geben Sie in einem Webbrowser https://[FQDN address] ein.

ANMERKUNG: Wenn die standardméflige HT TPS-Portnummer (Port 443) geéndert wurde, geben Sie Folgendes ein:
https://[FQDN address]: [port number], wobei [FQDN address] der iDRAC-FQDN (iDRACdnsname.domain.

name) und [port number] die HTTPS-Portnummer ist.

®| ANMERKUNG: Wenn Sie die IP-Adresse statt des FQDN verwenden, schlagt die SSO fehl.

iDRAC meldet Sie mit den entsprechenden Microsoft Active Directory-Berechtigungen an und verwendet dabei die
Anmeldeinformationen, die durch das Betriebssystem erfasst wurden, wahrend Sie sich Uber ein gultiges Active Directory-Konto
angemeldet haben.

Bei iIDRAC SSO liber die CMC-Weboberflache anmelden

Mithilfe der SSO-Funktion kénnen Nutzerlnnen mit CMC-Nutzerberechtigung die iDRAC-Webschnittstelle Gber die CMC-Webschnittstelle
starten. Wenn das Benutzerkonto in CMC vorhanden ist, jedoch nicht in iDRAC, kann der Nutzer iDRAC dennoch tber CMC starten.

®| ANMERKUNG: Diese Funktion ist auf MX-Plattformen nicht verflgbar.

Wenn iDRAC-Netzwerk-LAN deaktiviert ist (LAN aktiviert = Nein), ist die SSO (Einzelanmeldung) nicht verfugbar.

Wenn der Server aus dem Gehé&use entfernt oder die iDRAC-IP-Adresse gedndert wird, oder wenn ein Problem bei der iDRAC-
Netzwerkverbindung vorliegt, wird die Option zum Starten von iDRAC in der CMC-Web-Schnittstelle ausgegraut dargestellt.

Weitere Informationen finden Sie im Das Benutzerhandbuch fiir den Chassis Management Controller finden Sie auf der Seite CMC-
Handbucher..

Uber Remote-RACADM auf iDRAC zugreifen

Sie kdnnen Remote-RACADM fur den Zugriff auf iDRAC Uber das RACADM-Dienstprogramm verwenden.
Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Wenn die Managementstation das iDRAC-SSL-Zertifikat nicht in ihrem Standard-Zertifikatspeicher gespeichert hat, wird eine
Warnmeldung angezeigt, wenn Sie den RACADM-Befehl ausfiihren. Der Befehl wird jedoch erfolgreich ausgefuhrt.

@ ANMERKUNG: Bei dem iDRAC-Zertifikat handelt es sich um das Zertifikat, das iDRAC an den RACADM-Client sendet, um die
sichere Sitzung aufzubauen. Dieses Zertifikat wird entweder von einer Zertifikatzertifizierungsstelle oder selbst signiert ausgegeben.
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Wenn die Management Station die Zertifikatzertifizierungsstelle oder die signierende Stelle nicht erkennt, wird in beiden Fallen eine
Warnung angezeigt.

Zertifizierungsstellenzertifikat fur die Verwendung von Remote-
RACADM auf Linux validieren

Bevor Sie Remote-RACADM-Befehle ausfihren, validieren Sie zunachst das Zertifizierungsstellenzertifikat, das fur die sichere
Kommunikation verwendet wird.

So validieren Sie das Zertifikat fur die Verwendung von Remote-RACADM:
1. Konvertieren Sie das Zertifikat vom DER-Format in das PEM-Format (verwenden Sie dazu das Befehlszeilen-Tool ,,openss|®):

openssl x509 -inform pem -in [yourdownloadedderformatcert.crt] -outform pem -out
[outcertfileinpemformat.pem] -text

2. Suchen Sie den Speicherort des standardméfligen CA-Zertifikatpakets auf der Managementstation. Fiir RHELS 64-Bit ist dies z.
B. 7etc/pki/tls/cert.pem.

3. Hangen Sie das PEM-formatierte CA-Zertifikat an das CA-Zertifikat der Management Station an.
Verwenden Sie beispielsweise cat command: cat testcacert.pem >> cert.pem

4. Generieren Sie das Server-Zertifikat, und laden Sie es auf iDRAC hoch.

Uber lokalen RACADM auf iDRAC zugreifen

Weitere Informationen zum Zugriff auf iDRAC unter Verwendung des lokalen RACADM finden Sie unter RACADM-CLI-Handbuch fur
Integrated Dell Remote Access Controller.

Uber Firmware-RACADM auf iDRAC zugreifen

Sie kdnnen die SSH-Schnittstelle fur den Zugriff auf iDRAC und zum Ausfthren der Firmware-RACADM-Befehle verwenden. Weitere
Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Einfache Zwei-Faktor-Authentifizierung (einfache 2FA)

Der iDRAC bietet eine einfache Zwei-Faktor-Authentifizierungsoption zur Verbesserung der Sicherheit fur lokale Nutzer bei der
Anmeldung. Wenn Sie sich Uber eine Quell-IP-Adresse anmelden, die sich von der letzten Anmeldung unterscheidet, werden Sie
aufgefordert, die Authentifizierungsdetails fir den zweiten Faktor einzugeben.

Zu jedem Zeitpunkt wird unabhangig vom Zeitintervall nur eine Quell-IP-Adresse fir die Anmeldung gespeichert.
Die einfache Zwei-Faktor-Authentifizierung umfasst zwei Authentifizierungsschritte:

e DRAC-Nutzername und -Kennwort
e FEin einfacher sechsstelliger Code, der per E-Mail an den Nutzer gesendet wird. Der Nutzer muss diesen sechsstelligen Code eingeben,
wenn er auf bei der Anmeldung dazu aufgefordert wird.

Ab Version 6.00.02.00 kann ein Timeout festgelegt werden, sodass sich 2FA-Nutzerlnnen unabhangig von der IP-Anderung regelméfig

authentifizieren mussen. Die Nutzerinnen kénnen den Timeout-Bereich festlegen.

@ ANMERKUNG:

e Um den sechsstelligen Code zu erhalten, ist es zwingend erforderlich, die Option ,Nutzerdefinierte Absenderadresse” zu
konfigurieren und eine guiltige SMTP-Konfiguration zu haben.

e Der 2FA-Code Iauft nach dem konfigurierten Zeitintervall ab oder wird unguiltig, wenn er bereits vor Ablauf verwendet wurde.

e Wenn ein Nutzer versucht, sich von einem anderen Speicherort mit einer anderen IP-Adresse anzumelden, wahrend
eine ausstehende 2FA-Aufforderung fur die urspringliche IP-Adresse noch ausstehend ist, wird derselbe Token fur den
Anmeldeversuch von der neuen IP-Adresse gesendet.
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e FUr diese Funktion ist eine iDRAC Enterprise oder Datacenter Lizenz erforderlich.

Wenn 2FA aktiviert ist, werden folgende Aktionen nicht zugelassen:

e Anmelden beim iDRAC Uber eine beliebige Nutzeroberflache an, die CLI mit Nutzerzugangsdaten verwendet.

e Anmelden bei iDRAC Uber die OMM-App Uber Quick Sync-2

e Hinzufligen eines Mitglieds-iDRAC in Group Manager.
ANMERKUNG: RACADM, Redfish, WSMAN, IPMI-LAN, seriell und CLI von einer Quell-IP-Adresse funktionieren nur nach
erfolgreicher Anmeldung von unterstiitzten Schnittstellen wie der iDRAC-GUI und SSH.

RSA SecurlD 2FA

iDRAC kann fur die Authentifizierung mit jeweils einem einzelnen RSA AM-Server konfiguriert werden. Die globalen Einstellungen auf dem
RSA AM-Server gelten fir alle lokalen iDRAC-Nutzer sowie AD- und LDAP-Nutzer.

®| ANMERKUNG: Die RSA SecurlD 2FA-Funktion ist nur mit einer Datacenter-Lizenz verflgbar.

Nachfolgend sind die Voraussetzungen aufgeftihrt, die vor der Konfiguration von iDRAC zur Aktivierung von RSA SecurlD erfullt werden
muUssen:

Konfigurieren Sie den Microsoft Active Directory-Server.

Wenn Sie versuchen, RSA SecurlD fur alle AD-Nutzer zu aktivieren, fiigen Sie den AD-Server zum RSA AM-Server als Identitétsquelle
hinzu.

Stellen Sie sicher, dass Sie Uber einen generischen LDAP-Server verfligen.
Fur alle LDAP-Nutzer muss die Identitétsquelle fir den LDAP-Server dem RSA AM-Server hinzugefugt werden.

Um RSA SecurlD auf iDRAC zu aktivieren, sind die folgenden Attribute vom RSA AM-Server erforderlich:

1. RSA-Authentifizierungs-API-URL: Die URL-Syntax lautet https://<rsa-am-server-hostname>:<port>/mfa/vl 1 und
der Port ist standardmafig 5555.
2. RSA-Client-ID: Standardmafig ist die RSA-Client-ID identisch mit dem RSA-AM-Server-Hostnamen. Die RSA Client-ID ist auf der
Konfigurationsseite des Authentifizierungs-Agenten fiir den RSA AM-Server zu finden.
3. RSA Zugriffsschliissel: Der Zugriffsschlissel kann auf dem RSA AM-Server abgerufen werden, indem Sie zum Abschnitt
Setup > Systemeinstellungen > RSA SecurlD > Authentifizierungs-API navigieren und wird in der Regel als
198cv5x195fdi86ud3jw0g069byt0x37uml fwxc2gnpdsOxkllve2lffumds8302 angezeigt. So konfigurieren Sie die
Einstellungen Uber die iIDRAC-GUI:
e Gehen Sie zu iDRAC-Einstellungen Nutzer.
Wahlen Sie im Bereich Lokale Nutzer einen vorhandenen lokalen Nutzer aus und klicken Sie auf Bearbeiten.
Scrollen Sie bis zum Ende der Konfigurationsseite.
Klicken Sie im Abschnitt RSA SecurlD auf den Link RSA SecurlD-Konfiguration, um die Einstellungen anzuzeigen oder zu
bearbeiten.
Sie kénnen die Einstellungen auch wie folgt konfigurieren:
e Gehen Sie zu iDRAC-Einstellungen Nutzer.
e Wahlen Sie im Abschnitt Verzeichnisdienste Microsoft Active Service oder Generischer LDAP-Verzeichnisdienst aus und
klicken Sie auf Bearbeiten.
e Klicken Sie im Abschnitt RSA SecurlD auf den Link RSA SecurlD-Konfiguration, um die Einstellungen anzuzeigen oder zu
bearbeiten.
4. RSA AM-Server-Zertifikat (Kette)

Sie kénnen sich bei iDRAC Uber die IDRAC-GUI und SSH mit dem RSA SecurlD-Token anmelden.

RSA SecurlD-Token-App

Sie mussen die RSA SecurlD-Token-App auf Ihrem System oder Smartphone installieren. Wenn Sie versuchen, sich bei iDRAC
anzumelden, werden Sie aufgefordert, den in der App angezeigten Passcode einzugeben.

Wenn ein falscher Passcode eingegeben wird, fordert der RSA AM-Server den Nutzer auf, das ndchste Token einzugeben. Dies kann auch
der Fall sein, obwohl der Nutzer méglicherweise den korrekten Passcode eingegeben hat. Dieser Eintrag weist darauf hin, dass der Nutzer
das richtige Token besitzt, das den richtigen Passcode erzeugt.

Sie kdnnen das Nachste Token aus der RSA SecurlD-Token-App durch Klicken auf Optionen abrufen. Wahlen Sie das Nachste Token
aus und der nachste Passcode ist verflgbar. In diesem Schritt kommt es auf die Zeit an. Andernfalls kann die Verifizierung des néchsten
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Tokens auf dem iDRAC fehlschlagen. Wenn bei der iDRAC-Nutzeranmeldesitzung ein Timeout auftritt, muss ein weiterer Anmeldeversuch
durchgefiihrt werden.

Wenn ein falscher Passcode eingegeben wird, fordert der RSA AM-Server den Nutzer auf, das nachste Token einzugeben. Dies kann auch
der Fall sein, obwohl der Nutzer méglicherweise spéater den korrekten Passcode eingegeben hat. Dieser Eintrag weist darauf hin, dass der
Nutzer das richtige Token besitzt, das den richtigen Passcode erzeugt.

Um das nachste Token in der RSA SecurlD-Token-App abzurufen, klicken Sie auf Optionen und wahlen Sie Nachstes Token aus.
Daraufhin wird ein neues Token generiert. In diesem Schritt kommt es auf die Zeit an. Andernfalls kann die Verifizierung des ndchsten
Tokens auf dem iDRAC fehlschlagen. Wenn bei der iDRAC-Nutzeranmeldesitzung ein Timeout auftritt, muss ein weiterer Anmeldeversuch
durchgefiihrt werden.

Systemzustand anzeigen

Bevor Sie eine Aufgabe ausflhren oder ein Ereignis auslésen, kdnnen Sie Uber RACADM Uberprifen, ob sich das System in einem

geeigneten Zustand befindet. Verwenden Sie den Befehl getremoteservicesstatus, um den Remote-Servicestatus Uber RACADM

anzuzeigen.

@ ANMERKUNG: Der Echtzeitstatus wird als Nicht zutreffend angezeigt, wenn auf dem System keine Echtzeit-fahigen Controller
vorhanden sind.

Tabelle 7. Mogliche Werte fiir den Systemstatus

Hostsystem Lifecycle-Controller (LC) Echtzeitstatus Allgemeiner Status
e Ausgeschaltet e Bereit e Bereit e Bereit
e InPOST e Nicht initialisiert e Nicht bereit e Nicht bereit
o Aufderhalb von POST e Erneutes Laden von Daten e Nicht anwendbar
e FErfassen der e [Deaktiviert
Systembestandaufnahme e Wird wiederhergestellt
o Automatisierte Task- e InVerwendung

Ausfihrung

e Lifecycle Controller Unified
Server Configurator

e Server wurde
bei fehlerhafter F1/F2-
Aufforderung aufgrund eines
POST-Fehlers angehalten

e Der Server wurde
bei der F1/F2/
F11-Eingabeaufforderung
angehalten, da keine
startfahigen Geréte
verflgbar sind.

e Server hat das F2-Setup-
MenU aufgerufen

e Server hat das F11-Start-
Manager-Menu aufgerufen

Lesen/Schreiben: Schreibgeschitzt

Nutzerberechtigung: Nutzer anmelden

Lizenz erforderlich: iDRAC Express oder iDRAC Enterprise
Abhéngigkeit: Keine

AN

Anmeldung beim iDRAC mit Authentifizierung mit
offentlichem Schlussel

Sie kdnnen sich tber SSH beim iDRAC anmelden, ohne ein Kennwort einzugeben. Sie kénnen auch einen einzelnen RACADM-Befehl als
Befehlszeilenargument an die SSH-Anwendung senden. Die Befehlszeilenoptionen verhalten sich wie bei Remote-RACADM, da die Sitzung
beendet wird, nachdem der Befehl abgeschlossen ist.
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Beispiel:

Anmeldung:

ssh username@<domain>
oder

ssh username@<IP_address>

wobei IP_address die IP-Adresse des iDRAC ist.
Senden von RACADM-Befehlen:

ssh username@<domain> racadm getversion

ssh username@<domain> racadm getsel

Mehrere iDRAC-Sitzungen

Aus der folgenden Tabelle kdnnen Sie die Anzahl der iDRAC-Sitzungen entnehmen, die durch die Verwendung der diversen Schnittstellen
maoglich sind.

Tabelle 8. Mehrere iDRAC-Sitzungen

Schnittstelle Anzahl der Sitzungen
iDRAC-Weboberflache 8

Remote-RACADM 4

Firmware RACADM SSH — 4, seriell - 1

iDRAC erlaubt mehrere Sitzungen flr denselben Nutzer. Nachdem ein Nutzer die maximale Anzahl zuléssiger Sitzungen erstellt hat,
konnen sich andere Nutzer nicht bei IDRAC anmelden. Dies kann einen Denial-of-Service fur einen legitimen Administratornutzer zur
Folge haben.

Im Falle, dass alle Sitzungen aufgebraucht sind, fihren Sie die folgenden Maf3nahmen durch:

e \Wenn Webserver-basierte Sitzungen aufgebraucht sind, kdnnen Sie sich weiterhin tber SSH oder lokales RACADM anmelden.
e Ein Administrator kann dann vorhandene Sitzungen mithilfe von RACADM-Befehlen (racadm getssninfo; racadm closessn
-1 <index>) beenden.

Standardkennwort sichern

Alle unterstutzten Systeme werden mit einem eindeutigen Standardkennwort flr iDRAC ausgeliefert, es sei denn, Sie mochten calvin bei
der Bestellung des Systems als Kennwort festlegen. Das eindeutige Kennwort sorgt fur mehr Sicherheit fur iDRAC und lhren Server. Um
die Sicherheit weiter zu verbessern, wird empfohlen, das Standardkennwort zu &ndern.

Das eindeutige Kennwort fUr Ihr System ist auf dem Systeminformations-Tag verfiigbar. Die Position des Tag finden Sie in der
Dokumentation zum Server unter Dell Supportseite.

®| ANMERKUNG: Fur PowerEdge C6420, M640 und FC640 lautet das Standardkennwort calvin.

®

ANMERKUNG: Durch das Zurlcksetzen des iDRAC auf die werkseitigen Standardeinstellungen wird das Standardkennwort auf das
Kennwort zurlickgesetzt, mit dem der Server ausgeliefert wurde.

Wenn Sie das Kennwort vergessen haben und keinen Zugriff auf das Systeminformations-Tag haben, gibt es einige Methoden, um das
Kennwort lokal oder remote zurlickzusetzen.
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Lokales Zuriicksetzen des standardmafligen iDRAC-Kennworts

Wenn Sie physischen Zugriff auf das System haben, kénnen Sie das Kennwort wie folgt zuriicksetzen:

Dienstprogramm fur die IDRAC-Einstellungen (System-Setup)
Lokaler RACADM

OpenManage Mobile

USB-Servermanagementanschluss

USB-NIC

Zuricksetzen des Standardkennworts mithilfe des Dienstprogramms fiir die
iDRAC-Einstellungen

Sie kdnnen auf das iIDRAC-Einstellungsdienstprogramm tber das System-Setup lhres Servers zugreifen. Mit dem iDRAC-Reset kdnnen Sie
alle iDRAC-Anmeldedaten auf die Standardwerte zuriicksetzen.

A WARNUNG: Wenn Sie den iDRAC auf den Standardwert all zuriicksetzen, wird der iDRAC auf die Werkseinstellungen
zuriickgesetzt.

So setzen Sie iDRAC Uber das Dienstprogramm fiir die iDRAC-Einstellungen zurlick:

Starten Sie den Server neu und dricken Sie <F2>.

Klicken Sie auf der Seite System-Setup auf iDRAC-Einstellungen.

Klicken Sie auf iDRAC-Konfigurationen auf Standardeinstellungen zuriicksetzen.
Klicken Sie auf Ja, um zu bestatigen, und klicken Sie dann auf Zuriick.

Klicken Sie auf Fertigstellen.

S IF NSRS

Der Server wird neu gestartet, sobald alle iDRAC-Einstellungen auf die Standardeinstellungen zurtickgesetzt wurden.

Zuriucksetzen des standardmafligen Kennworts iiber lokales RACADM

1. Melden Sie sich beim Host-Betriebssystem an, das auf dem System installiert ist.
2. Greifen Sie auf das lokale RACADM-Bedienelement zu.

3. Folgen Sie den Anweisungen in Andern des in den Standardeinstellungen festgelegten Anmeldungskennworts unter Verwendung von
RACADM.

Standardmafliges Kennwort unter Verwendung von OpenManage Mobile
wiederherstellen

Sie kdénnen sich mit OpenManage Mobile (OMM) anmelden und das Standardkennwort &ndern. Um sich mit OMM bei iDRAC anzumelden,
scannen Sie den QR-Code auf dem Systeminformations-Tag. Weitere Informationen zur Verwendung von OMM finden Sie in der OMM-
Dokumentation unter Das Dell OpenManage Enterprise-Modular fir PowerEdge MX7000-Gehduse — Benutzerhandbuch ist verfligbar auf
der Seite OpenManage-Handbtcher..
ANMERKUNG: Beim Scannen des QR-Codes werden Sie nur bei iIDRAC angemeldet, wenn die Standardanmeldedaten
Standardwerte sind. Wenn Sie die Anmeldedaten von den Standardwerten abweichend geéndert haben, geben Sie die aktualisierten

Daten ein.

Zuriicksetzen des Standardkennworts iiber den USB-
Servermanagementanschluss

@lANMERKUNG: Fur diese Schritte muss der USB-Managementanschluss aktiviert und konfiguriert sein.
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Verwenden der Serverkonfigurationsprofil-Datei

Erstellen Sie eine Serverkonfigurationsprofil-Datei (SCP) mit einem neuen Kennwort fir das Standardkonto, speichern Sie sie auf einem
Speicherstick und verwenden Sie den USB-Servermanagementanschluss auf dem Server, um die SCP-Datei hochzuladen. Weitere
Informationen zum Erstellen der Datei finden Sie in Verwendung der USB-Schnittstelle fur das Server-Management.

Zugriff auf iDRAC Uber einen Laptop

Verbinden Sie einen Laptop mit dem USB-Servermanagementanschluss und greifen Sie auf iDRAC zu, um das Kennwort zu &ndern.
Weitere Informationen finden Sie unter Zugriff auf die IDRAC-Schnittstelle Uber eine direkte USB-Verbindung.

Andern des standardmifiigen Kennworts iiber USB-NIC

Wenn Sie Zugriff auf eine Tastatur, eine Maus und ein Anzeigegerat haben, stellen Sie Uber die USB-NIC eine Verbindung zum Server her,
um auf die iDRAC-Oberflache zuzugreifen und das Standardkennwort zu andern.

1. Schlief3en Sie die Gerate an das System an.
2. Verwenden Sie einen unterstitzten Browser, um Uber die iDRAC-IP-Adresse auf die iDRAC-Oberflache zuzugreifen.
3. Folgen Sie den Anweisungen in Andern des standardméfigen Anmeldekennworts Uber die Weboberflache.

Remote-Zuriicksetzen des standardmaf3igen iDRAC-Kennworts

Wenn Sie keinen physischen Zugriff auf das System haben, kdnnen Sie das Standardkennwort per Remotezugriff zuriicksetzen.

Remote - Bereitgestelltes System

Wenn ein Betriebssystem auf dem System installiert ist, verwenden Sie einen Remotedesktop-Client, um sich beim Server anzumelden.
Nachdem Sie sich beim Server angemeldet haben, verwenden Sie eine der lokalen Schnittstellen wie RACADM oder die Weboberflache,
um das Kennwort zu andern.

Remote - Nicht bereitgestelltes System

Wenn kein Betriebssystem auf dem Server installiert ist und Sie Uber ein PXE-Setup verfigen, verwenden Sie PXE und dann RACADM,
um das Kennwort zurlickzusetzen.

Andern des standardmifligen Anmeldekennworts

Die Warnmeldung, mithilfe der Sie das standardméfiige Anmeldungskennwort &ndern kénnen, wird angezeigt, wenn:

e Melden Sie sich bei IDRAC mit der Berechtigung ,Nutzer konfigurieren” an.
e Die Warnungsfunktion des standardmafigen Kennworts ist aktiviert.
e Der standardmafige iDRAC-Nutzername und das Standard-iDRAC-Kennwort werden auf der Systemkennzeichnung bereitgestellt.

Es wird auch eine Warnmeldung angezeigt, wenn Sie sich Uber SSH, Remote-RACADM oder die Weboberflache bei iDRAC anmelden. Fur
die Weboberflache und SSH wird flr jede Sitzung eine einzige Warnmeldung angezeigt. Fir Remote-RACADM wird die Warnmeldung fiir
jeden Befehl angezeigt.

@ ANMERKUNG: Informationen zu empfohlenen Zeichen fir Nutzernamen und Kennwérter finden Sie unter Empfohlene Zeichen in
Nutzernamen und Kennwaortern.

Andern des standardmiBligen Anmeldekennworts iiber die
Weboberflache

Wenn Sie sich bei der iDRAC-Webschnittstelle anmelden und die Seite Standardkennwort — Warnung angezeigt wird, kdnnen Sie das
Kennwort &ndern. Fihren Sie dazu folgende Schritte durch:
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1. Wahlen Sie die Option Standardméafliges Kennwort @ndern.
2. Geben Sie im Feld Neues Kennwort das neue Kennwort ein.

®

ANMERKUNG: Informationen zu empfohlenen Zeichen fir Nutzernamen und Kennwérter finden Sie unter Empfohlene Zeichen
in Nutzernamen und Kennwdrtern.

3. Geben Sie in dem Feld Kennwort bestétigen das Kennwort erneut ein.
4. Kiicken Sie auf Weiter.
Das neue Kennwort wird konfiguriert und Sie werden beim iDRAC angemeldet.

®

Weitere Informationen zu den anderen Feldern finden Sie in der iDRAC-Online-Hilfe.

ANMERKUNG: Das Feld Fortfahren ist nur aktiviert, wenn die Felder Neues Kennwort und Kennwort bestatigen
Ubereinstimmen.

Andern des in den Standardeinstellungen festgelegten
Anmeldungskennworts unter Verwendung von RACADM

So &ndern Sie ein Kennwort mithilfe der Ausfihrung des folgenden RACADM-Befehls:
racadm set 1DRAC.Users.<index>.Password <Password>

wobei <index> ein Wert zwischen 1und 16 ist (und fur das Benutzerkonto steht) und <password> das neue nutzerdefinierte Kennwort
ist.
@lANMERKUNG: Der Index fur das Standardkonto ist 2.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

®

ANMERKUNG: Informationen zu empfohlenen Zeichen fir Nutzernamen und Kennwérter finden Sie unter Empfohlene Zeichen in
Nutzernamen und Kennwdrtern.

Andern des standardmifligen Anmeldekennworts iiber das
Dienstprogramm fiir die iDRAC-Einstellungen

So &ndern Sie das standardméafiige Anmeldekennwort Uber das Dienstprogramm fur die iDRAC-Einstellungen:

1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Benutzerkonfiguration.
Daraufhin wird die Seite iDRAC-Einstellungen - Benutzerkonfiguration angezeigt.

2. Geben Sie im Feld Kennwort dndern das neue Kennwort ein.

@ ANMERKUNG: Informationen zu empfohlenen Zeichen fir Nutzernamen und Kennwérter finden Sie unter Empfohlene Zeichen
in Nutzernamen und Kennwortern.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Die Details werden gespeichert.

Aktivieren oder Deaktivieren der standardmafigen
Kennwortwarnungsmeldung

Sie kdnnen die Anzeige der standardmafligen Kennwortwarnmeldung aktivieren oder deaktivieren. Hierfiir missen Sie Uber die
Berechtigung zum Konfigurieren von Nutzerinnen verfiigen.
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Policy zur Kennwortsicherheit

Uber die iDRAC-Schnittstelle kénnen Sie die Policy zur Kennwortsicherheit tiberpriifen und Fehler Uberpriifen, wenn die Policy nicht
erfullt ist. Die Kennwort-Policy kann nicht auf zuvor gespeicherte Kennworter, Serverkonfigurationsprofile (SCP), die von anderen Servern
kopiert wurden, und eingebettete Kennworter im Profil angewendet werden.

In iDRAC9-Versionen 4.40.00.00 und hoher bietet iDRAC zwei Optionen fir Kennwort-Policy:

e Simple Policy - Die einfache Policy basiert auf ,LUDS", d. h. Klein- und Grof3buchstaben, Ziffern und Symbolen.
e Regularer Ausdruck — Die Durchsetzung der Kennwort-Policy fur regulére Ausdricke basiert auf der POSIX-Definition.

Um auf die Kennworteinstellungen zuzugreifen, gehen Sie zu iDRAC-Einstellungen > Benutzer > Kennworteinstellungen.
Die folgenden Felder sind in diesem Abschnitt verflgbar:

e Mindestwert — Gibt den Policy-Mindestwert fUr die Kennwortstérke an. Werte flr dieses Feld sind:
o 0O - kein Schutz
o 1 - schwacher Schutz
o 2 — mittlerer Schutz
o 3 - starker Schutz
Die Bewertung basiert auf dem Entropiewert von zxcvbn und wird den folgenden Werten zugeordnet:
o 0 - Kein Schutz; zu leicht zu erraten: riskantes Kennwort
o 1 - Schwacher Schutz; sehr leicht zu erraten: Schutz vor gedrosselten Onlineangriffen
o 2 — mittlerer Schutz; einigermaflen leicht zu erraten: Schutz vor nicht gedrosselten Onlineangriffen
o 3 — starker Schutz; sicher bis sehr schwer zu erraten: mittlerer Schutz vor Offline-Slow-Hash-Szenario
e Einfache Policy — Gibt die erforderlichen Zeichen fur ein sicheres Kennwort an. Die folgenden Optionen stehen zur Verfigung:
o Grof3buchstaben
o Zahlen
o  Symbole
o Mindestlange
e Regularer Ausdruck — Der regulére Ausdruck wird zusammen mit dem Mindestwert fur die Kennworteinhaltung verwendet.

IP-Blockierung

Mit der IP-Blockierung kdnnen Sie dynamisch feststellen, wenn von einer IP-Adresse aus Ubermaflige Anmeldefehlversuche auftreten

und die Adresse eine bestimmte Zeit lang blockieren bzw. daran hindern, eine Anmeldung am iDRACS durchzufthren. Die IP-Blockierung

umfasst:

e Die Anzahl von zulassigen Anmeldungsfehlern.

e Der Zeitrahmen in Sekunden, zu dem diese Fehler auftreten missen.

e Der Zeitraum in Sekunden, in dem die IP-Adresse daran gehindert wird, eine Sitzung zu erstellen, nachdem die insgesamt zulassige
Anzahl von Fehlern tberschritten wurde.

Wenn sich aufeinanderfolgende Anmeldefehler von einer spezifischen IP-Adresse aus ansammeln, werden sie durch einen internen
Zahler erfasst. Wenn sich der Nutzer erfolgreich anmeldet, wird die Aufzeichnung der Fehlversuche geldscht und der interne Zahler
zurtickgesetzt.

@ ANMERKUNG: Wenn Anmeldeversuche von der Client-IP-Adresse abgelehnt werden, kdnnen einige SSH-Clients die Meldung
anzeigen:

ssh exchange identification: Connection closed by remote host

@ ANMERKUNG: Die IP-Blockierungsfunktion unterstutzt bis zu 5 IP-Bereiche. Sie kénnen diese nur Uber RACADM sehen/einstellen.
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Tabelle 9. Einschrankungseigenschaften fiir erneute Anmeldeversuche

Eigenschaft Definition

iDRAC.IPBlocking.BlockEnable

Aktiviert die IP-Sperrfunktion. Bei aufeinanderfolgenden Fehlern
iDRAC.IPBlocking.FailCount

von einer einzigen IP-Adresse innerhalb eines bestimmten Zeitraums
iDRAC.IPBlocking.FailWindow

Werden alle weiteren Versuche, eine Sitzung von dieser Adresse
herzustellen, fUr eine bestimmte Zeitspanne abgelehnt.

iDRAC.IPBlocking.PenaltyTime

iDRAC.IPBlocking.FailCount

Legt die Anzahl der fehlgeschlagenen Anmeldeversuche fest, die
von einer |P-Adresse mdglich sind, bevor die Anmeldeversuche von
dieser Adresse abgelehnt werden.

iDRAC.IPBlocking.FailWindow

Der Zeitraum in Sekunden, in dem die fehlgeschlagenen Versuche
gezahlt werden. Wenn die Fehler Gber diesen Zeitraum hinaus
auftreten, wird der Zahler zurlickgesetzt.

iDRAC.IPBlocking.PenaltyTime

Definiert den Zeitraum (in Sekunden), innerhalb dessen alle
Anmeldeversuche von einer IP-Adresse mit exzessiven Fehlern
abgelehnt werden.

Aktivieren und Deaktivieren eines Betriebssystems
fur iDRAC-Passthrough unter Verwendung der
Weboberflache

So aktivieren Sie das Betriebssystem fur iDRAC-Passthrough mithilfe der Web-Schnittstelle:

1.

Gehen Sie zu iDRAC-Einstellungen > Verbindungen > Netzwerk > Betriebssystem zu iDRAC-Passthrough.

Die

®

®
®

Seite Betriebssystem zu iDRAC-Passthrough wird angezeigt.

Andern Sie den Status auf Aktiviert.
Wahlen Sie eine der folgenden Optionen flr den Pass-Through-Modus aus:

LOM: Der Link zwischen dem iDRAC und dem Hostbetriebssystem fiir Betriebssystem-zu-iDRAC-PassThrough wird tber das
LOM oder die NDC hergestellt.

USB-NIC: Der Link zwischen dem iDRAC und dem Hostbetriebssystem fur Betriebssystem-zu-iDRAC-PassThrough wird Uber den
internen USB hergestellt.

ANMERKUNG: Wenn Sie den Pass-Through-Modus auf LOM einstellen, stellen Sie Folgendes sicher:
e Das Betriebssystem und der iDRAC befinden sich im selben Subnetz.

e Die NIC-Auswahl in den Netzwerkeinstellungen ist auf ein LOM eingestellt.

Wenn der Server im freigegebenen LOM-Modus verbunden ist, ist das Feld Betriebssystem-IP-Adresse deaktiviert.

ANMERKUNG: Wenn VLAN auf dem iDRAC aktiviert ist, funktioniert der LOM-Passthrough nur im freigegebenen LOM-Modus
und wenn VLAN-Tagging auf dem Host konfiguriert ist.
ANMERKUNG:

e Wenn der Pass-Through-Modus auf LOM eingestellt ist, ist es nicht mdglich, den iDRAC vom Hostbetriebssystem nach dem
Kaltstart zu starten.

e Der LOM-Passthrough wird unter Verwendung der Funktion ,dedizierter Modus*“ entfernt.

Wenn Sie USB-NIC als PassThrough-Konfiguration auswéahlen, geben Sie die IP-Adresse der USB-NIC ein.

Anmelden bei iDRAC 51




Der Standardwert ist 169.254.1.1. Es wird empfohlen, die Standard-IP-Adresse zu verwenden. Wenn jedoch ein Konflikt dieser
IP-Adresse mit anderen Schnittstellen des Host-Systems oder des lokalen Netzwerks vorliegt, mussen Sie sie &ndern.

Geben Sie nicht die IP-Adressen 169.254.0.3 und 169.254.0.4 ein. Diese IP-Adressen sind fiir den USB-NIC-Anschluss an der
Vorderseite, wenn ein A/A-Kabel verwendet wird, reserviert.

@ ANMERKUNG: Wenn IPv6 bevorzugt wird, ist die Standardadresse fdel1:53ba:e9a0:de1::1. Falls erforderlich, kann diese Adresse
in der Einstellung idrac.0S-BMC.UsbNicULA geéndert werden. Wenn IPv6 auf dem USB-NIC nicht erwinscht ist, kann es
deaktiviert werden, indem die Adresse in "::" gedndert wird.

@ ANMERKUNG: Wenn Sie die statische IP-Adresse der USB-NIC &ndern, wird der DHCP-Adressbereich automatisch an die
neue statische IP angepasst. Wenn Sie beispielsweise die statische IP-Adresse auf 169.250.1.1 festlegen, wird die DHCP-Adresse
auf 169.250.1.2 aktualisiert. Diese Anderung ist kompatibel mit dem Netzwerkmanager Wicked, der die neue DHCP-Adresse
akzeptiert.

@ ANMERKUNG: Wenn die USB-NIC aktiviert ist, kann Uber das Windows- oder Linux-Betriebssystem mit den Namen idrac.local
auf iDRAC zugegriffen werden. Damit iDRAC local funktioniert, mussen unter Linux die avahi-, nss-mdns- und abhangigen Pakete
installiert sein.

6. Klicken Sie auf Anwenden.

7. Kiicken Sie auf Netzwerkkonfiguration testen, um zu Uberprifen ob die IP zugreifbar ist und die Verbindung zwischen dem iDRAC
und dem Hostbetriebssystem hergestellt ist.

Warnungen uber RACADM aktivieren oder deaktivieren

Geben Sie folgenden Befehl ein:
racadm set iDRAC.IPMILan.AlertEnable <n>

n=0 — Deaktiviert

n=1— Aktiviert
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Managed System einrichten

Wenn Sie das lokale RACADM ausfuhren oder die Erfassung von ,Bildschirm Letzter Absturz* aktivieren méchten, installieren Sie die
folgenden Komponenten von der Dell Systems Management Tools and Documentation-DVD:

e | okaler RACADM
e Server Administrator

Weitere Informationen zu Server Administrator finden Sie unter OpenManage Server Administrator Benutzerhandbuch verfugbar auf der
Seite OpenManage Handbtcher .

@ ANMERKUNG: Fr alle Aktualisierungen, die iDRAC zurlicksetzen/neu starten mussen, oder flr den Fall, dass iDRAC neu gestartet
wird, wird empfohlen, zu Uberprifen, ob der iIDRAC vollstandig bereit ist. Warten Sie hierfir einige Sekunden im Intervall mit einer
maximalen Zeitlberschreitung von 5 Minuten, bevor Sie einen anderen Befehl verwenden.

Themen:

¢ iDRAC-IP-Adresse einrichten

*  Einstellungen fur lokales Administratorkonto &ndern

. Standort fur das Managed System einrichten

. Systemleistung und Stromverbrauch optimieren

*  Management Station einrichten

*  Konfigurieren von unterstitzten Webbrowsern

*  Firmware-Aktualisierungen

¢ Anzeigen und Managen von gestuften Aktualisierungen

*  Rollback der Gerate-Firmware durchfuhren

. Easy Restore (Einfache Wiederherstellung)

. iDRAC Uber andere Systemverwaltungs-Tools Uberwachen
. Unterstltzung des Serverkonfigurationsprofils — Import und Export
*  Secure Boot-Konfiguration Uber BIOS-Einstellungen oder F2
. BIOS recovery

iDRAC-IP-Adresse einrichten

Sie mussen die anfénglichen Netzwerkeinstellungen auf der Basis Ihrer Netzwerkinfrastruktur konfigurieren, um die bilaterale
Kommunikation mit iDRAC zu aktivieren. Sie konnen die iDRAC-IP-Adresse Uber eine der folgenden Schnittstellen einrichten:

Dienstprogramm fur die iDRAC-Einstellungen
Lifecycle Controller (Siehe Benutzerhandbuch ftr Dell Lifecycle Controller)
LCD-Bedienfeld auf der Geh&use- oder Server-Frontblende (siehe Installations- und Service-Handbuch fir das System)

@ ANMERKUNG: Auf Blade-Servern kdnnen Sie die Netzwerkeinstellungen tUber das Gehause-LCD-Bedienfeld nur bei der
Erstkonfiguration von CMC konfigurieren. Sie konnen keine Neukonfiguration von iDRAC Uber das Gehause-LCD-Bedienfeld
durchfihren, nachdem das Gehause bereitgestellt wurde.

o CMC-Weboberflache (gilt nicht fiir MX-Plattformen) (siehe Chassis Management Controller Benutzerhandbuch)

Bei Rack- und Tower-Servern kénnen Sie die IP-Adresse einrichten oder die iDRAC-Standard-IP-Adresse 192.168.0.120 fur die
Erstkonfiguration der Netzwerkeinstellungen verwenden. Im Rahmen dieser Konfiguration kénnen Sie auch DHCP oder die statische
IP-Adresse fur iDRAC einrichten.

Bei Blade-Servern wird standardméfiig die iDRAC-Netzwerkschnittstelle angezeigt.
Nach der Konfiguration der iDRAC-IP-Adresse:

e Stellen Sie sicher, dass Sie Standard-Nutzername und -Kennwort andern.
e Greifen Sie Uber die folgenden Schnittstellen auf iDRAC zu:
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o IDRAC Weboberflache unter Verwendung eines unterstitzten Browsers (Internet Explorer, Firefox, Chrome oder Safari)
Secure Shell (SSH) — Erfordert einen Client, wie z. B. PuTTY unter Windows. SSH ist standardmafig auf den meisten Linux-
Systemen verflgbar, sodass kein Client benotigt wird.

o IPMITool (verwendet den IPMI-Befehl) oder Shell-Befehlseingabe (erfordert ein von Dell angepasstes Installationsprogramm
unter Windows oder Linux, das von der Systems Management Documentation and Tools-DVD oder unter Dell Supportseite
abgerufen werden kann)

IDRAC-IP-Adresse uiber das Dienstprogramm fir die iDRAC-
Einstellungen einrichten

So richten Sie die iIDRAC-IP-Adresse ein:

1.
2.
3.

Schalten Sie das verwaltete System ein.

Dricken Sie wahrend des Einschaltselbsttests (POST) die Taste <F2>.
Klicken Sie auf der Seite System-Setup-Hauptmenii auf iDRAC-Einstellungen.
Die Seite iDRAC-Einstellungen wird angezeigt.

Klicken Sie auf Netzwerk.

Die Seite Netzwerk wird angezeigt.

Legen Sie die folgenden Einstellungen fest:

Netzwerkeinstellungen

Allgemeine Einstellungen

IPv4-Einstellungen

IPv6-Einstellungen

IPMI-Einstellungen

VLAN-Einstellungen

Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Die Netzwerkinformationen werden gespeichert, und das System wird neu gestartet.

Konfigurieren der Netzwerkeinstellungen

So konfigurieren Sie die Netzwerkeinstellungen:

®
®

1.
2.
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ANMERKUNG: Weitere Informationen zu den verfligbaren Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die
iDRAC-Einstellungen.

ANMERKUNG: Beim Konfigurieren von Netzwerkeinstellungen sind die Optionen DHCP zum Abrufen von DNS-Serveradressen
verwenden, DHCPv6 zum Abrufen von DNS-Serveradressen verwenden und Doméanenname automatisch konfigurieren
standardmaéig aktiviert, nachdem iDRAC auf Version 6.00.00.00 aktualisiert wurde. Der DNS-Doméanenname ruft auch den DHCP-
Domanennamen ab und der &ltere statische Domanenname wird nach der Aktualisierung auf Version 6.00.00.00 ignoriert.

Wahlen Sie unter NIC aktivieren die Option Aktiviert aus.
Wahlen Sie aus dem Drop-Down-Meni NIC-Auswahl auf der Basis der Netzwerkanforderung eine der folgenden Schnittstellen aus:

®|ANMERKUNG: Diese Option ist auf MX-Plattformen nicht verflgbar.

o Dediziert — Aktiviert das Remote-Zugriffsgerat, um die auf dem Remote Access Controller (RAC) verflgbare dedizierte
Netzwerkschnittstelle zu verwenden. Diese Schnittstelle wird nicht an das Hostbetriebssystem freigegeben und leitet den
Managementverkehr auf ein separates physisches Netzwerk um, wodurch eine Trennung vom Anwendungsdatenverkehr erfolgt.

@ ANMERKUNG: Diese Option impliziert, dass die dedizierte iDRAC-Netzwerkschnittstelle den Datenverkehr getrennt von den
LLOM- oder NIC-Schnittstellen des Servers weiterleitet. Mit der Dedicated-Option kann iDRAC eine IP-Adresse aus demselben
Subnetz oder einem anderen Subnetz zugewiesen werden, im Vergleich zu den IP-Adressen, die dem Host-LOM oder den
NICs zur Verwaltung des Netzwerkverkehrs zugewiesen wurden.

@ ANMERKUNG: Bei Blade-Servern wird die Option "Dediziert" als Gehause (Dediziert) angezeigt.

LOM1
LOM2
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e LOM3

e LOMA

@ ANMERKUNG: Bei Rack- und Tower-Servern sind zwei LOM-Optionen (LOM1 und LOM2) oder alle vier LOM-Optionen
verflgbar. Maf3geblich dafir ist das jeweilige Server-Modell. Bei Blade-Servern mit zwei NDC-Ports sind zwei LOM-Optionen
(LOM1 und LOM2) verfugbar und auf Servern mit vier NDC-Ports stehen alle vier LOM-Optionen zur Verfiigung.

ANMERKUNG: Shared LOM wird jedoch auf Intel 2P X520-k bNDC 10 G nicht unterstitzt, wenn sie in einem Server mit
voller Hdhe und zwei NDCs verwendet werden, weil sie keine Hardware-Arbitrierung unterstitzen.

Wahlen Sie im Dropdown-MenU NIC-Auswahl den Port aus, von dem aus Sie auf das System zugreifen méchten. Folgende Optionen
sind verflgbar:

®|ANMERKUNG: Diese Funktion ist auf MX-Plattformen nicht verfugbar.

e Gehduse (dezidiert): Aktiviert das Remote-Zugriffsgerat, um die auf dem Remote-Access-Controller (RAC) verflgbare
dedizierte Netzwerkschnittstelle zu verwenden. Diese Schnittstelle wird nicht an das Hostbetriebssystem freigegeben und leitet
den Managementverkehr auf ein separates physisches Netzwerk um, wodurch eine Trennung vom Anwendungsdatenverkehr
erfolgt.

ANMERKUNG: Sie kénnen entweder die dedizierte Netzwerkschnittstellenkarte oder aus einer Liste von LOMs auswahlen, die
im Quad-Port oder Dual-Port Mezzanine-Karten verflgbar sind.

ANMERKUNG: Diese Option impliziert, dass die dedizierte IDRAC-Netzwerkschnittstelle den Datenverkehr getrennt von den
LOM- oder NIC-Schnittstellen des Servers weiterleitet. Mit der Dedicated-Option kann iDRAC eine IP-Adresse aus demselben
Subnetz oder einem anderen Subnetz zugewiesen werden, im Vergleich zu den IP-Adressen, die dem Host-LOM oder den
NICs zur Verwaltung des Netzwerkverkehrs zugewiesen wurden.

e Fiir Quad-Core-Karten - LOM1-LOM16
e Fiir Dual-Port-Karten - LOM1, LOM2, LOM5, LOM6, LOM9, LOM10, LOM13, LOM14

aus der Liste Failover-Netzwerk eines der verbleibenden LOMs aus. Wenn ein Netzwerk ausfallt, wird der Datenverkehr Uber das
Failover-Netzwerk umgeleitet.

Wenn beispielsweise der iDRAC-Netzwerkverkehr tber LOM2 umgeleitet werden soll, wenn LOM1 ausgefallen ist, wéhlen Sie LOM1
unter NIC-Auswahl und LOM2 unter Failover-Netzwerk aus.

®| ANMERKUNG: Diese Option wird deaktiviert, wenn die NIC-Auswahl auf Dediziert festgelegt ist.

®

ANMERKUNG: Bei Verwendung der Failover-Netzwerkeinstellungen wird empfohlen, dass alle LOM-Ports an dasselbe Netzwerk
angeschlossen werden.

Weitere Informationen finden Sie im Abschnitt Netzwerkeinstellungen Uber die Weboberflache &ndernaus.

. Wahlen Sie unter Automatische Verhandlung die Option Ein, wenn iDRAC den Duplexmodus und die Netzwerkgeschwindigkeit
automatisch festlegen muss.

Diese Option steht nur im dedizierten Modus zur Verfligung. Wenn sie aktiviert ist, legt iDRAC die Netzwerkgeschwindigkeit auf der
Basis der Netzwerkgeschwindigkeit auf 10, 100 oder 1.000 MB/s fest.

. Wahlen Sie unter Netzwerkgeschwindigkeit entweder 10 oder 100 Mbit/s aus.

@ ANMERKUNG: Sie kdnnen die Netzwerkgeschwindigkeit nicht manuell auf 1000 MB/s setzen. Diese Option ist nur dann
verflgbar, wenn Automatische Verhandlung aktiviert ist.

Waéhlen Sie unter Duplexmodus die Option Halbduplex oder Vollduplex aus.

@ ANMERKUNG: Diese Option ist nicht verfugbar, wenn die Auto-Verhandlung aktiviert ist.

@ ANMERKUNG: Wenn Netzwerk-Teaming fUr das Hostbetriebssystem mit demselben Netzwerkadapter wie NIC Selection
konfiguriert ist, sollte auch das Failover-Netzwerk konfiguriert werden. NIC-Auswahl und Failover-Netzwerk sollten die Ports
verwenden, die als Teil des Netzwerkteams konfiguriert sind. Wenn mehr als zwei Ports als Teil des Netzwerkteams verwendet
werden, sollte die Auswahl fur Failover-Netzwerk Alle lauten .

Geben Sie unter NIC MTU die Grof3e fr die Maximum Transmission Unit (MTU) auf dem NIC ein.
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@ ANMERKUNG: Die Standard- und Hochstgrenze fur MTU auf NIC betragt 1.500, der Mindestwert 576. Ein MTU Wert von 1280
oder hoher ist erforderlich, wenn IPv6 aktiviert ist.

Allgemeine Einstellungen

Wenn die Netzwerkinfrastruktur Uber einen DNS-Server verfugt, registrieren Sie iDRAC auf dem DNS. Hierbei handelt es sich um die
erforderlichen Anfangseinstellungen fur erweiterte Funktionen wie z. B. Verzeichnisdienste — Active Directory oder LDAP, Single Sign-On
und Smartcard.

So registrieren Sie iDRAC:

1. DRAC auf DNS registrieren aktivieren.
2. Geben Sie den DNS-DRAC-Namen ein.

8. Wahlen Sie Dom@nennamen automatisch konfigurieren, um den Domanennamen automatisch von DHCP abzurufen. Geben Sie
andernfalls den DNS-Doméanennamen an.

Im Feld DNS-IDRAC-Name ist das Standardnamensformat idrac-Service_Tag, wobei Service_Tag die Service-Tag-Nummer des
Servers ist. Die maximale Lange betragt 63 Zeichen und die folgenden Zeichen werden unterstitzt:

o A-Z

® a3z
e 0-9

e Bindestrich (-)

Konfigurieren der IPv4-Einstellungen

So konfigurieren Sie die IPv4-Einstellungen:
1. Wahlen Sie die Option Aktiviert unter IPv4 aktivieren aus.

®| ANMERKUNG: In der 14. Generation der PowerEdge-Server ist DHCP standardméfig aktiviert.

2. Wahlen Sie die Option Aktiviert unter DHCP aktivieren aus, so dass DHCP die IP-Adresse, das Gateway und die Subnetzmaske
automatisch iDRAC zuweisen kann. Wahlen Sie andernfalls Deaktiviert aus und geben Sie die Werte fir Folgendes ein:

e Statische IP-Adresse
e Statisches Gateway
e Statische Subnetzmaske

3. Die Optionen DHCP zum Abrufen von DNS-Serveradressen verwenden, DHCPv6 zum Abrufen von DNS-Serveradressen
verwenden und Domé@nenname automatisch konfigurieren sind standardméf3ig aktiviert, nachdem iDRAC auf Version 6.00.00.00
aktualisiert wurde. Der DNS-Domanenname ruft auch den DHCP-Domé&nennamen ab und der &ltere statische Domanenname wird
nach der Aktualisierung auf Version 6.00.00.00 ignoriert.

Konfigurieren der IPv6-Einstellungen

Sie kdnnen auf der Basis der Einrichtung der Infrastruktur das IPv6-Adressprotokoll verwenden.
So konfigurieren Sie die IPv6-Einstellungen:
ANMERKUNG: Wenn IPv6 auf statisch eingestellt ist, stellen Sie sicher, dass Sie den IPv6-Gateway manuell konfigurieren, was im

Falle von dynamischem IPv6 nicht nétig ist. Wenn bei statischem IPv6 keine manuelle Konfiguration vorgenommen wird, fuhrt dies
zum Verlust der Kommunikation.

1. Wahlen Sie die Option Aktiviert unter IPv6 aktivieren aus.

2. Damit der DHCPv6-Server dem iDRAC automatisch IP-Adresse und Préfixldnge zuweist, aktivieren Sie die Option Aktiviert unter
Automatische Konfiguration aktivieren.

®| ANMERKUNG: Sie kénnen gleichzeitig statische IP-Adressen und DHCP-IP-Adressen konfigurieren.

3. Geben Sie in das Feld Statische IP-Adresse 1 die statische IPv6-Adresse ein.
4. Geben Sie in das Feld Statische Prafixlange einen Wert zwischen 1und 128 ein.
5. Geben Sie in das Feld Statisches Gateway die Gateway-Adresse ein.
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@ ANMERKUNG: Wenn Sie statische IP konfigurieren, zeigt die aktuelle IP-Adresse 1 statische IP und die IP-Adresse 2 dynamische
IP an. Wenn Sie die statischen IP-Einstellungen I6schen, zeigt die aktuelle IP-Adresse 1 die dynamische IP an.

6. Die Optionen DHCP zum Abrufen von DNS-Serveradressen verwenden, DHCPv6 zum Abrufen von DNS-Serveradressen
verwenden und Domé@nenname automatisch konfigurieren sind standardméfiig aktiviert, nachdem iDRAC auf Version 6.00.00.00
aktualisiert wurde. Der DNS-Doméanenname ruft auch den DHCP-Domé&nennamen ab und der &ltere statische Domanenname wird
nach der Aktualisierung auf Version 6.00.00.00 ignoriert. Sie kdnnen bei Bedarf die folgenden Einstellungen konfigurieren:

e (Geben Sie in das Feld Statischer bevorzugter DNS-Server die statische DNS-Server-IPv6-Adresse ein.
e Geben Sie in das Feld Statischer alternativer DNS-Server den statischen alternativen DNS-Server ein.

7. Wenn DNS-Informationen weder durch DHCPv6 noch durch eine statische Konfiguration ermittelt werden kdnnen, kdnnen Sie
RFC 8106 ,IPv6 Router-Ankindigungsoptionen” fur die DNS-Konfiguration verwenden. Dies wird vom IPv6-Router identifiziert. Die
Verwendung der RA-DNS-Konfiguration hat keine Auswirkungen auf vorhandene DNS-Konfigurationen (DHCPV6 oder statisch).

e Der iDRAC kann DNS-Namensserver- und DNS-Suchdomaininformationen aus IPv6-Router-Ankindigungsmeldungen abrufen.
Bitte lesen Sie RFC 8106 und das Benutzerhandbuch lhres IPv6-Routers, um zu erfahren, wie Sie den Router fur die Ankiindigung
dieser Informationen konfigurieren.

e \Wenn DNS-Informationen sowohl vom DHCPv6-Server als auch von der IPv6-Router-Ankindigung verflgbar sind, verwendet der
iDRAC beides. Im Falle eines Konflikts haben die DNS-Informationen des DHCPv6-Servers In den Einstellungen /etc/resolv.conf
des iDRAC Vorrang.

@ ANMERKUNG: Damit iDRAC RA-DNS-Informationen verwenden kann, mussen IPv6.Enable und IPv6.Autoconfig aktiviert sein.

Wenn die automatische Konfiguration deaktiviert ist, verarbeitet der iDRAC keine IPv6-RA-Meldungen, sondern verwendet nur
statische DNS-Einstellungen entsprechend der Konfiguration.

Konfigurieren der IPMI-Einstellungen

So aktivieren Sie die IPMI-Einstellungen:
1. Wahlen Sie unter IPMI-liber-LAN aktivieren Aktiviert aus.
2. Wahlen Sie unter Berechtigungsbeschrankung des Kanals Administrator, Operator oder Nutzer aus.

3. Geben Sie in das Feld Verschliisselungsschliissel den Verschlisselungsschltssel mit hexadezimalen Zeichen von O bis 40 ohne
Leerzeichen ein. Der Standardwert sind Nullen.

VLAN-Einstellungen

Sie kénnen den iDRAC fur die VLAN-Infrastruktur konfigurieren. FUhren Sie zum Konfigurieren der VLAN-Einstellungen die folgenden
Schritte aus:
@ ANMERKUNG: Auf Blade-Servern, fur die Gehaduse (dezidiert) eingestellt ist, sind die VLAN-Einstellungen schreibgeschiutzt und

kdnnen nur dber den CMC geéndert werden. Wenn der Server im gemeinsamen Modus eingerichtet ist, kdnnen Sie im iDRAC die
VLAN-Einstellungen im gemeinsamen Modus konfigurieren.

1. Wahlen Sie unter VLAN-ID aktivieren die Option Aktiviert aus.
2. Geben Sie im Feld VLAN-ID eine gultige Zahl zwischen 1 und 4.094 ein.
3. Geben Sie in das Feld Prioritat eine Zahl zwischen O und 7 ein, um die Prioritat der VLAN-ID zu definieren.

®| ANMERKUNG: Nach der Aktivierung von VLAN ist die IDRAC-IP-Adresse eine Zeit lang nicht zuganglich.

Portbasierte Netzwerkzugriffskontrolle (IEEE 802.1x)

Ab iDRAC-Version 6.10.00.00 bietet iDRAC portbasierte Netzwerkzugriffskontrolle (IEEE802.1x). Es bietet einen sicheren
Authentifizierungsmechanismus fir Gerate, die mit einem LAN verbunden werden méchten.

Fur diese Funktion wird eine iIDRAC Datacenter-Lizenz bendtigt.

Sie kdnnen Uber die iIDRAC-GUI auf diese Funktion zugreifen, indem Sie zu iDRAC-Einstellungen > Konnektivitat > Netzwerk >
Erweiterte Netzwerkeinstellungen > 802.1x Sicherheit navigieren. Sie kdnnen die Option Uber das Dropdown-MenU aktivieren oder
deaktivieren. Diese Funktion ist standardmafig aktiviert.

®| ANMERKUNG: Die Auswirkung von 802.1x funktioniert nicht im Modus ,Gemeinsames LOM* mit aktiviertem VLAN.
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Die portbasierte Netzwerkzugriffskontrolle bietet drei Moglichkeiten zum Konfigurieren der Authentifizierungszertifikate:

e Standard-IDevID - Dies ist das standardmaflige iDRAC-Zertifikat, das werkseitig installiert wird.

o Nutzerdefinierte Signatur-LDevID - Mit dieser Option kénnen Sie eine Zertifikatsignierungsanforderung (CSR) definieren, die vom
hochgeladenen LDEVID-Signierungszertifikat signiert wird.

e Nutzerdefinierte LDevID — Mit dieser Option kénnen Sie ein nutzerdefiniertes Zertifikat inrer Wahl hochladen.

Es gibt die Mdglichkeit, das Authentifizierungsserverzertifikat zu aktivieren oder zu deaktivieren, um die erforderlichen Informationen
zur Validierung des Zertifikats bereitzustellen. Diese Option ist standardmafig deaktiviert.

@ ANMERKUNG:

e Diese Funktion ist in modularen Servern standardmaflig deaktiviert.

e Alle Anderungen an der 802.1x-Konfiguration, einschlielich Zertifikat-Uploads und Aktivieren/Deaktivieren von Einstellungen,
werden beim nachsten iDRAC-Start wirksam.

e Das Wechseln des iIDRAC-Netzwerks zwischen 802.1x-aktiviertem Switch und Nicht-802.1x-Switch erfordert einen iDRAC-
Neustart.

e Wenn die AnschlUsse auf dem Ethernetswitch, die mit den LOM-Anschliissen des Servers verbunden sind, fir 802.1X-Sicherheit
aktiviert sind, mussen alle Downstream-Gerate auf diesen Anschlissen fur die 8021.X-Sicherheit aktiviert werden. Dies bedeutet,
dass der Host beeintrachtigt ist, wenn er nicht fur 802.1X-Sicherheit aktiviert wurde.

iIDRAC-IP-Adresse tiber die CMC-Webschnittstelle einrichten

So richten Sie die IDRAC-IP-Adresse Uber die Chassis Management Controller-(CMC-)Webschnittstelle ein:

@ ANMERKUNG: Sie mussen Administratorberechtigungen fir die Gehausekonfiguration (Chassis Configuration Administrator)
besitzen, um iDRAC-Netzwerkeinstellungen Uber den CMC vornehmen zu kénnen. Die CMC-Option ist nur fir Blade-Server
anwendbar.

1. Melden Sie sich bei der CMC-Web-Schnittstelle an.

2. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > CMC.
Die Seite iDRAC bereitstellen wird angezeigt.

3. Wahlen Sie unter ibDRAC-Netzwerkeinstellungen die Option LAN aktivieren und ggf. weitere Netzwerkparameter aus. Weitere
Informationen finden Sie in der CMC-Online-Hilfe.

4, Fur Informationen zu Blade-Server-spezifischen Netzwerkeinstellungen gehen Sie zu Server-Ubersicht > <Server-Name>.
Die Seite Serverstatus wird angezeigt.

5. Klicken Sie auf iDRAC starten, und gehen Sie zuiDRAC-EinstellungenKonnektivitat > Netzwerk.

6. Machen Sie auf der Seite Netzwerk Angaben zu den folgenden Aspekten:

Netzwerkeinstellungen

Allgemeine Einstellungen

IPv4-Einstellungen

IPv6-Einstellungen

IPMI-Einstellungen

VLAN-Einstellungen

Erweiterte Netzwerkeinstellungen

@| ANMERKUNG: Weitere Informationen finden Sie in der iDRAC Online-Hilfe.

7. Kilicken Sie zum Speichern der Netzwerkinformationen auf Anwenden.

Weitere Informationen finden Sie im Das Benutzerhandbuch ftir den Chassis Management Controller finden Sie auf der Seite
CMC-Handbticher..

Auto-Ermittlung

Mit der Funktion ,,Automatische Ermittlung” konnen neu installierte Server automatisch die Remote-Verwaltungskonsole ermitteln, die
den Bereitstellungsserver hostet. Der Bereitstellungsserver stellt dem iDRAC nutzerdefinierte Administrator-Anmeldeinformationen
zur Verfligung, damit der nicht bereitgestellte Server durch die Managementkonsole ermittelt und gemanagt werden kann. Weitere
Informationen zur automatischen Ermittlung finden Sie unter Das Schnellstart-Benutzerhandbuch fir Lifecycle Controller Remote
Services ist verfugbar auf der Seite IDRAC-Handbicher..
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Die automatische Ermittlung arbeitet mit einer statischen IP-Adresse. Die automatische Ermittlungsfunktion auf dem iDRAC wird
verwendet, um den Bereitstellungsserver mithilfe von DHCP/Unicast DNS/mDNS zu finden.

e Wenn iDRAC die Konsolenadresse hat, sendet es sein eigenes Service-Tag, IP-Adresse, Redfish-Portnummer, Web-Zertifikat usw.
e Diese Informationen werden periodisch auf Konsolen verdffentlicht.

DHCP, DNS-Server oder der Standard-DNS-Host-Name ermitteln den Bereitstellungsserver. Wenn DNS angegeben ist, wird die IP-
Adresse fur den Bereitstellungsserver aus DNS abgerufen; die DHCP-Einstellungen werden nicht benétigt. Wenn automatische Ermittlung
angegeben ist, wird die Ermittlung Ubersprungen, sodass weder DHCP noch DNS erforderlich sind.

Die automatische Ermittlung kann auf folgende Weise aktiviert werden:

1. Verwenden der iDRAC-Ul: iDRAC-Einstellungen > Konnektivitdt > Automatische iDRAC-Ermittlung
2. RACADM verwenden: racadm set iDRAC.AutoDiscovery.EnableIPChangeAnnounce 1

So aktivieren Sie die automatische Ermittlung Gber das Dienstprogramm fur die iDRAC-Einstellungen:

1. Schalten Sie das verwaltete System ein.

2. Dricken Sie wahrend des POST die Taste F2, und wechseln Sie dann zu iDRAC-Einstellungen > Remote-Aktivierung.
Daraufhin wird die Seite iDRAC-Einstellungen — Remote-Aktivierung angezeigt.

8. Aktivieren Sie die automatische Ermittlung, geben Sie die IP-Adresse fiir den Bereitstellungs-Server ein, und klicken Sie auf Zuriick.

®

ANMERKUNG: Die Angabe der IP-Adresse fUr den Bereitstellungsserver ist optional. Wenn Sie diese Adresse nicht angeben, wird
sie Uber die DHCP- oder DNS-Einstellungen ermittelt (Schritt 7).

4. Kilicken Sie auf Netzwerk.
Die Seite iDRAC-Einstellungen Netzwerk wird angezeigt.

5. NIC aktivieren
6. IPv4 aktivieren

®| ANMERKUNG: IPv6 wird fur automatische Ermittlung nicht unterstitzt.

7. Aktivieren Sie DHCP, und rufen Sie den Domanennamen, die DNS-Server-Adresse und den DNS-Domanennamen von DHCP ab.

®| ANMERKUNG: Schritt 7 ist optional, wenn die IP-Adresse des Bereitstellungs-Servers in Schritt 3 angegeben wurde.

Konfigurieren von Servern und Serverkomponenten mithilfe der
automatischen Konfiguration

Die Funktion Auto Config (automatische Konfiguration) erméglicht Ihnen die Konfiguration und Bereitstellung aller Komponenten in
einem Server in einem einzigen Arbeitsgang. Diese Komponenten umfassen BIOS, iDRAC und PERC. Dies erfolgt durch automatisches
Importieren einer XML- oder JSON-Datei eines Server-Konfigurationsprofils (SCP), die alle konfigurierbaren Parameter enthélt. Der
DHCP-Server, der die IP-Adresse zuweist, stellt gleichfalls die Details fir den Zugriff auf die SCP Datei bereit.

SCP-Dateien werden durch das Konfigurieren eines ,Goldkonfigurations”-Servers erstellt. Diese Konfiguration wird dann in einen
freigegebenen Speicherort (NFS, CIFS, HTTP oder HTTPS) exportiert, auf den Uber den DHCP-Server und den iDRAC des Servers, der
konfiguriert wird, zugegriffen werden kann. Der SCP-Dateiname kann auf der Service-Tag- oder auf der Modellnummer des Zielservers
basieren oder einen allgemeinen Namen erhalten. Der DHCP-Server verwendet eine DHCP-Serveroption, um den SCP-Dateinamen
(optional), den SCP-Dateistandort und die Benutzeranmeldeinformationen zum Zugriff auf das Dateiverzeichnis zu spezifizieren.

Wenn der iDRAC eine IP-Adresse vom DHCP-Server erhélt, der fur Auto Config konfiguriert wird, verwendet iDRAC das SCP, um die
Gerate des Servers zu konfigurieren. Auto Config wird erst dann aufgerufen, wenn iDRAC seine IP-Adresse vom DHCP-Server erhélt. Falls
keine Antwort bzw. keine IP-Adresse vom DHCP-Server eingeht, wird Auto Config nicht aufgerufen.

HTTP- und HTTPS-Dateifreigabeoptionen werden ab iDRAC-Firmware 3.00.00.00 unterstutzt. Es missen Details der HTTP- oder
HTTPS-Adresse angegeben werden. Wenn der Proxy auf dem Server aktiviert ist, muss der Nutzer weitere Proxy-Einstellungen
vornehmen, damit Daten Uber HTTP oder HTTPS Ubertragen werden kdnnen. Die Optionskennzeichnung -s wird wie folgt aktualisiert:

Tabelle 10. Verschiedene Freigabetypen und Ubergabewerte

-s (Freigabetyp) Pass-in
NFS 0 oder nfs
CIFS 2 oder cifs

Managed System einrichten 59



Tabelle 10. Verschiedene Freigabetypen und Ubergabewerte (fortgesetzt)

-s (Freigabetyp) Pass-in
HTTP 5 oder http
HTTPS 6 oder https

@ ANMERKUNG: HTTPS-Zertifikate werden nicht mit automatischer Konfiguration unterstitzt. Die automatische Konfiguration
ignoriert Zertifikatswarnungen.

In der folgenden Liste sind die erforderlichen und optionalen Parameter zur Ubergabe des Zeichenkettenwertes aufgefiihrt:
-f (Filename): Name der exportierten Server-Profil Datei. Dies ist fur iDRAC Firmware-Versionen vor 2.20.20.20 erforderlich.
-n (Sharename): Name der Netzwerkfreigabe. Dies ist fur NFS oder CIFS erforderlich.

-s (ShareType): 0 fir NFS, 2 fur CIFS, 5 fur HTTP oder 6 fur HTTPS eingeben. Dies ist ein Pflichtfeld fur die iDRAC-Firmware-
Version 3.00.00.00.

-1 (IPAddress):|P-Adresse der Netzwerkfreigabe. Dies ist ein Pflichtfeld.
-u (Username): Benutzername, der Zugriff auf die Netzwerkfreigabe hat. Dies ist ein Pflichtfeld fur CIFS.
-p (Password): Benutzerkennwort fir den Zugriff auf die Netzwerkfreigabe. Dies ist ein Pflichtfeld fur CIFS.

-d (ShutdownType): Entweder O fUr ordentliches oder 1 fur erzwungenes Herunterfahren (Standardeinstellung: O). Dieses Feld ist
optional.

-t (Timetowait): Wartezeitdauer auf das Herunterfahren des Hosts (Standardeinstellung: 300). Dieses Feld ist optional.
-e (EndHostPowerState): Entweder O fir AUS oder 1 fir EIN (Standardeinstellung 1). Dieses Feld ist optional.

Die zusatzlichen Options-Kennzeichnungen werden in der iDRAC-Firmware 3.00.00.00 oder héher unterstitzt, um die Konfiguration der
HTTP-Proxy-Parameter zu ermdglichen und die Wiederholungs-Timeout flr den Zugriff auf die Profildatei festzulegen:

—pd (ProxyDefault): Standard-Proxy -Einstellung verwenden. Dieses Feld ist optional.

—pt (ProxyType): Der Nutzer kann http oder socks eingeben (Standardeinstellung http). Dieses Feld ist optional.

—ph (ProxyHost): IP-Adresse des Proxy-Hosts. Dieses Feld ist optional.

—pu (ProxyUserName) : Benutzername, der Zugriff auf den Proxyserver hat. Dies ist flr Proxy-Unterstltzung erforderlich.

—pp (ProxyPassword): Benutzerkennwort fur den Zugriff auf den Proxyserver. Dies ist fur Proxy-Unterstitzung erforderlich.

—po (ProxyPort): Port fir den Proxyserver (Standardeinstellung ist 80). Dieses Feld ist optional.

—to (Timeout): gibt das Wiederholungs-Timeout in Minuten fur das Beziehen der Konfigurationsdatei an (Standard ist 60 Minuten).

Fur iDRAC-Firmware-Version 3.00.00.00 oder héher werden Profildateien im JSON-Format unterstitzt. Die folgenden Dateinamen
werden verwendet, wenn der Dateiname-Parameter nicht vorhanden ist:

<Service-Tag-Nummer>-config.xml, z. B.: CDVH7R1-config.xml
<Modellnummer>-config.xml, z. B.: R640-config.xml

config.xml

<Service-Tag-Nummer>-config.json, z. B.: CDVH7R1-config.json
<Modellnummer>-config.json, z. B.: R630-config.json
config.json

@ ANMERKUNG:

e Die automatische Konfiguration kann nur aktiviert werden, wenn die Optionen DHCPv4 und IPV4 aktivieren aktiviert sind.

e Auto Config und die automatische Erkennung schlief3en sich gegenseitig aus. Sie miUssen die automatische Erkennung
deaktivieren, damit Auto Config ordnungsgeméaf3 funktioniert.

e Die Funktion Auto Config wird deaktiviert, nachdem ein Server einen Autokonfigurationsvorgang durchgefihrt hat.
Wenn alle Dell PowerEdge-Server im DHCP-Serverpool den gleichen Modelltyp und die gleiche Nummer aufweisen, ist eine einzige SCP-

Datei (config.xml) erforderlich. Der Dateiname config.xml wird als Standard-SCP-Dateiname verwendet. Neben der . xm1-Datei
kdnnen auch . j son-Dateien mit 15/16G-Systemen verwendet werden. Die Datei kann config. json heif3en.

Nutzer kdnnen einzelne Server konfigurieren. Hierfur bendtigen sie unterschiedliche Konfigurationsdateien, die Uber einzelne Service-
Tag-Nummern der Server oder Servermodelle zugeordnet werden. In einer Umgebung mit verschiedenen Servern mit spezifischen
Anforderungen kénnen verschiedene SCP-Dateinamen fir die Unterscheidung der einzelnen Server oder Servertypen verwendet werden.
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Wenn beispielsweise zwei Servermodelle konfiguriert werden sollen — ein PowerEdge R740s und ein PowerEdge R540s, verwenden Sie
zwei SCP-Dateien, R740-config.xml und R540-config.xml

@
@

ANMERKUNG: Der iDRAC-Serverkonfigurations-Agent generiert den Konfigurationsdateinamen automatisch unter Verwendung der
Server-Service-Tag-Nummer, der Modellnummer oder des Standarddateinamens — config. xml.

ANMERKUNG: Wenn sich keine dieser Dateien auf der Netzwerkfreigabe befindet, ist der Importauftrag des
Serverkonfigurationsprofils als fehlgeschlagen gekennzeichnet und die Datei kann nicht gefunden werden.

Automatische Konfigurationssequenz

1. Erstellen oder &ndern Sie die SCP-Datei, mit der die Attribute von Dell-Servern konfiguriert werden.

2. Speichern Sie die SCP-Datei an einem freigegebenen Speicherort, der fur DHCP-Server und alle Dell-Server, denen IP-Adressen vom
DHCP-Server zugewiesen werden, verflgbar ist.

3. Geben Sie die SCP-Datei im Feld ,,vendor-option 43* des DHCP-Servers an.
4. Der iDRAC meldet beim Abrufen der IP-Adresse die Anbieterklassen-Kennung. (Option 60)

5. Der DHCP-Server vergleicht die Anbieterklasse mit der Anbieteroption in der Datei dhcpd. conf und sendet den Speicherort und,
falls angegeben, den Namen der SCP-Datei an den iDRAC.

6. Der iDRAC verarbeitet die SCP-Datei und konfiguriert alle in der Datei aufgefihrten Attribute.

DHCP-Optionen

DHCPv4 erméglicht die Ubergabe zahlreicher global definierter Parameter an die DHCP-Clients. Jeder Parameter wird als DHCP-Option
bezeichnet. Jede Option wird durch ein Options-Tag gekennzeichnet, bei dem es sich um einen 1-Byte-Wert handelt. Die Options-Tags
0 und 255 sind fir das Auffillen bzw. das Ende von Optionen reserviert. Alle anderen Werte stehen fir die Definition von Optionen zur
Verflgung.

Die DHCP-Option 43 wird verwendet, um Informationen vom DHCP-Server an den DHCP-Client zu senden. Die Option wird als
Textzeichenfolge definiert. Diese Textzeichenfolge enthalt die Werte fur den SCP-Dateinamen, den Freigabespeicherort und die
Zugangsdaten flr den Zugriff auf den Speicherort. Beispiel:

option myname code 43 = text;
subnet 192.168.0.0 netmask 255.255.255.0 {
# default gateway
option routers 192.168.0.1;
option subnet-mask 255.255.255.0;
option nis-domain "domain.org";
option domain-name "domain.org";
option domain-name-servers 192.168.1.1;
option time-offset -18000; #Eastern Standard Time
option vendor-class-identifier "iDRAC";
set vendor-string = option vendor-class-identifier;
option myname "-f system config.xml -i 192.168.0.130 -u user -p password -n cifs -s 2 -d 0
-t 500";

wobei -i der Speicherort der Remote-Dateifreigabe und -f zusammen mit den Anmeldeinformationen der Dateiname in der Zeichenkette
fur die Remote-Dateifreigabe ist.

Die DHCP-Option 60 identifiziert einen DHCP-Client und ordnet ihn einem bestimmten Anbieter zu. Fur jeden DHCP-Server, der

fr die Ausfihrung von Maf3nahmen basierend auf der Anbieter-ID eines Clients konfiguriert ist, sollten Option 60 und Option 43
konfiguriert werden. Bei Dell PowerEdge-Servern identifiziert sich der iDRAC mit der Anbieter-ID: iDRAC. Daher missen Sie eine
neue ,Anbieterklasse” hinzuflgen und darunter eine ,,Bereichsoption” fiir Code 60 erstellen und die neue Bereichsoption dann fur den
DHCP-Server aktivieren.

Konfigurieren der Option 43 unter Windows

So konfigurieren Sie die Option 43 unter Windows:
1. Gehen Sie auf dem DHCP-Server zu Start > Administrationstools > DHCP, um die DHCP-Serveradministrationstools zu 6ffnen.
2. Gehen Sie auf den Server, und erweitern Sie alle Servereintrage.

3. Kilicken Sie mit der rechten Maustaste auf Bereichsoptionen und wahlen Sie Optionen konfigurieren aus.
Daraufhin wird das Dialogfeld Bereichsoptionen angezeigt.

Managed System einrichten 61



FUhren Sie einen Bildlauf nach unten durch, und wahlen Sie 043 Anbieterspezifische Informationen aus.

Klicken Sie im Feld Dateneintrag auf eine beliebige Stelle im Bereich ASCII und geben Sie die IP-Adresse des Servers mit dem
freigegebenen Speicherort an, an dem sich die SCP-Datei befindet.
Der Wert wird wahrend der Eingabe sowohl unter ASCII angezeigt, als auch im Bindrcode auf der linken Seite.

Klicken Sie auf OK, um die Konfiguration zu speichern.

Konfigurieren der Option 60 unter Windows

So konfigurieren Sie die Option 60 unter Windows:

1.

2.
3.
4

12.
13.

14.
15.

16.
17.
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Gehen Sie auf dem DHCP-Server auf Start > Administrationstools > DHCP, um die DHCP-Serveradministrationstools zu 6ffnen.
Gehen Sie auf den Server, und erweitern Sie die Servereintrage.
Klicken Sie mit der rechten Maustaste auf IPv4, und wahlen Sie Anbieter-Klassen definieren aus.

Klicken Sie auf Hinzufiigen.
Es wird ein Dialogfeld mit den folgenden Feldern angezeigt:

e Anzeigename:
e Beschreibung:
e |D: Binar: ASCII:

Geben Sie im Feld Anzeigename: 1 DRAC ein.

Geben Sie im Feld Beschreibung: Anbieterklasse ein.

Klicken Sie in den Abschnitt ASCII:, und geben Sie 1 DRAC ein.

Klicken Sie auf OK und anschlief3end auf Schlief3en.

Klicken Sie im DHCP-Fenster mit der rechten Maustaste auf IPv4, und wahlen Sie Vordefinierte Optionen festlegen aus.

. Wahlen Sie aus dem Dropdown-MenU Optionsklasse die (in Schritt 4 erstellte) Option iDRAC aus, und klicken Sie auf Hinzufiigen.
. Geben Sie im Dialogfeld Optionstyp die folgenden Informationen ein:

e Name - iDRAC

e Datentyp — Zeichenfolge

e Code - 060

e Beschreibung — Dell Anbieterklassen-Kennung

Klicken Sie auf OK, um zum Fenster DHCP zurtickzukehren.

Erweitern Sie alle Eintrage unter dem Servernamen, klicken Sie mit der rechten Maustaste auf Bereichsoptionen, und wahlen Sie
Optionen konfigurieren aus.

Klicken Sie auf die Registerkarte Erweitert.

Wahlen Sie im Drop-Down-Men( Herstellerklasse die Option iDRAC aus. 060 Idrac wird in der Spalte Verfligbare Optionen
angezeigt.

Wahlen Sie die Option 060 iDRAC aus.

Geben Sie die Zeichenfolge ein, die (zusammen mit einer Standard-DHCP-IP-Adresse) an iDRAC gesendet werden muss. Die
Zeichenfolge erméglicht den Import der richtigen SCP-Datei.

Verwenden Sie fur die Option DATEN-Eintrag, Zeichenfolge-Wert einen Text-Parameter mit den folgenden Buchstaben-Optionen

und Werten:

e Filename (-f) — Gibtden Namen der exportierten Serverkonfigurationsprofil-Datei (SCP) an.

e sSharename (-n) — Gibt den Namen der Netzwerkfreigabe ein.

e sShareType (-s) — Neben der Unterstitzung fir NFS- und CIFS-basierte Dateifreigaben unterstitzt die IDRAC-Firmware
3.00.00.00 und héher auch den Zugriff auf Profildateien dber HTTP und HTTPS. Die Markierung —-s option wird wie folgt
aktualisiert: -s (ShareType): Geben Sie fur NFS nfs oder O, fir CIFS cifs oder 2, fur HTTP http oder 5 und fir HTTPS https
oder 6 ein.

e TIPAddress (-i) — Gibt die IP-Adresse der Dateifreigabe an.

@ ANMERKUNG: sharename (-n), IPAddress (-i) und ShareType (-s) sind erforderliche Attribute, die Ubergeben
werden mussen. -nist fur HTTP oder HTTPS nicht erforderlich.

e Username (-u) — Gibt den Nutzernamen fUr den Zugriff auf die Netzwerkfreigabe an. Diese Informationen sind nur fur CIFS
erforderlich.

e Password (-p) — Gibt das Kennwort flr den Zugriff auf die Netzwerkfreigabe bereit. Diese Informationen sind nur fur CIFS
erforderlich.
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e ShutdownType (-d) — Gibt den Modus fUr das Herunterfahren an. O bedeutet , Ordentliches Herunterfahren® und 1 bedeutet
,Erzwungenes Herunterfahren®.

®| ANMERKUNG: Die Standardeinstellung ist O.

e Timetowait (-t) — Gibt die Zeitspanne an, die das Hostsystem bis zum Herunterfahren wartet. Die Standardeinstellung ist
300.

e EndHostPowerState (-e) — Gibt den aktuellen Stromversorgungszustand des Hosts an. O bedeutet AUS und 1 bedeutet EIN.
Die Standardeinstellung lautet 1.

C>|ANhAERKUNG:ShutdownType (-d), Timetowait (-t)und EndHostPowerState (-e) sind optionale Attribute

NFS: -f system_config.xml -i 192.168.1.101 -n /nfs_share -s 0 -d 1

CIFS: -f system_config.xml -i 192.168.1.101 -n cifs_share -s 2 -u <NUTZERNAME> -p <KENNWORT> -d 1 -t 400
HTTP: -f system_config.json -i 192.168.1.101 -s 5

HTTP: -f http_share/system_config.xml -i 192.168.1.101 -s http

HTTP: -f system_config.xml -i 192.168.1.101 -s http -n http_share

HTTPS: -f system_config.json -i 192.168.1.101 -s https

Konfigurieren der Optionen 43 und 60 auf Linux

Aktualisieren Sie die Datei /etc/dhcpd. conf. Die Schritte zur Konfiguration der Optionen 8hneln den Schritten bei Windows:
1. Reservieren Sie einen Block oder Pool von Adressen, die von diesem DHCP-Server zugewiesen werden kénnen.
2. Stellen Sie die Option 43 ein und verwenden Sie die Anbieterklassenkennung fir Option 60.

option myname code 43 = text;
subnet 192.168.0.0 netmask 255.255.0.0 {
#default gateway

option routers 192.168.0.1;

option subnet-mask 255.255.255.0;

option nis-domain "domain.org";

option domain-name "domain.org";

option domain-name-servers 192.168.1.1;

option time-offset -18000; # Eastern Standard Time

option vendor-class-identifier "iDRAC";

set vendor-string = option vendor-class-identifier;

option myname "-f system_config.xml -i 192.168.0.130 -u user -p password -n cifs -s 2 -d 0 -t 500" ;
range dynamic-bootp 192.168.0.128 192.168.0.254;
default-lease-time 21600;
max—lease-time 43200;

}
}

Im Folgenden sind die erforderlichen und optionalen Parameter angegeben, die in der Zeichenkette der Anbieterklassenkennung
weitergereicht werden mussen:

e Dateiname ( -f) — Zeigt den Namen der exportierten Serverprofildatei an.

®

ANMERKUNG: Weitere Informationen zu Regeln fur die Dateibenennung finden Sie unter Konfigurieren von Servern und
Serverkomponenten mithilfe der automatischen Konfiguration.

e Freigabename (-n) — Gibt den Namen der Netzwerkfreigabe an.
ShareType (Freigabetyp) (-s) — Gibt den Freigabetyp an. 0 steht fur NFS, 2, CIFS, 5 steht fur HTTP und 6 steht fir HTTPS.

@ ANMERKUNG: Beispiel fur die Linux NFS-, CIFS-, HTTP-, HTTPS-Freigabe:
o NFS:-f system config.xml -i 192.168.0.130 -n /nfs -s 0 -d 0 -t 500

@| ANMERKUNG: Stellen Sie sicher, dass Sie NFS2 oder NFS3 fiir die NFS-Netzwerkfreigabe verwenden.

o CIFS: -f system config.xml -i 192.168.0.130 -n sambashare/config files -s 2 -u user -p
password -d 1 -t 400

o HTTP. -f system config.xml -i 192.168.1.101 -s http -n http share
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|O HTTPS: -f system config.json -i 192.168.1.101 -s https
e |PAdresse (-i) — Gibt die IP-Adresse der Dateifreigabe an.

@ ANMERKUNG: Freigabename (-n), FreigabeTyp (-s) und IPAdresse ( -i) sind erforderliche Attribute, die weitergereicht
werden missen. -n ist fur HTTP oder HTTPS nicht erforderlich.

e Username (Benutzername) (-u) — Gibt den fur den Zugriff auf die Netzwerkfreigabe bendtigten Benutzernamen an. Diese
Informationen sind nur fur CIFS erforderlich.

e Password (Kennwort) (-p) — Gibt das flr den Zugriff auf die Netzwerkfreigabe bendtigte Kennwort an. Diese Informationen sind
nur fir CIFS erforderlich.

e ShutdownType (Typ fur das Herunterfahren) (-d) — Gibt den Modus fir das Herunterfahren an. O bedeutet ,Ordentliches
Herunterfahren und 1 bedeutet , Erzwungenes Herunterfahren®.

®| ANMERKUNG: Die Standardeinstellung ist O.

e Timetowait (Wartezeit) (-t) — Gibt die Zeitspanne an, die das Host-System vor dem Herunterfahren wartet. Die
Standardeinstellung ist 300.

e EndHostPowerState (Betriebszustand) (-e) — Zeigt den Betriebszustand des Hosts an. O bedeutet AUS und 1 bedeutet EIN. Die
Standardeinstellung lautet 1.

®

ANMERKUNG: Der Typ fUr das Herunterfahren (-d), die Wartezeit (-t) und der Energiezustand des End-Hosts (-e) sind
optionale Attribute.

Es folgt ein Beispiel fur eine statische DHCP-Reservierung von einer dhcpd.conf-Datei:

host my host {

host my host {

hardware ethernet b8:2a:72:fb:e6:56;

fixed-address 192.168.0.211;

option host-name "my host";

option myname " -f r630 raid.xml -i 192.168.0.1 -n /nfs -s 0 -d 0 -t 300";
}

@ ANMERKUNG: Stellen Sie nach dem Bearbeiten der dhcpd. conf-Datei sicher, dass Sie den dhcpd-Service neu starten, um die
Anderungen zu tlbernehmen.

Voraussetzungen vor dem Aktivieren von Auto Config

Stellen Sie vor der Aktivierung der Funktion Auto Config sicher, dass folgende Voraussetzungen bereits gegeben sind:

e Die unterstutzte Netzwerkfreigabe (NFS, CIFS, HTTP und HTTPS) ist im selben Subnetz wie der iDRAC und DHCP-Server
verflgbar. Testen Sie die Netzwerkfreigabe, um sicherzustellen, dass darauf zugegriffen werden kann und dass die Firewall und
Nutzerberechtigungen korrekt festgelegt sind.

e Das Serverkonfigurationsprofil wurde in die Netzwerkfreigabe exportiert. Stellen Sie auf3erdem sicher, dass an der SCP-Datei die
notwendigen Anderungen vorgenommen wurden, sodass die richtigen Einstellungen angewendet werden, sobald der Vorgang zur
automatischen Konfiguration initiiert wird.

e Der DHCP-Server ist eingerichtet und die DHCP-Konfiguration wird nach Bedarf fiir iDRAC aktualisiert, um den Server aufzurufen und
die Funktion Auto Config zu initiieren.

Aktivieren der Automatischen Konfiguration mithilfe der iDRAC-
Webschnittstelle

Stellen Sie sicher, dass DHCPv4 und die IPv4-Aktivierungsoptionen aktiviert und die automatische Erkennung deaktiviert ist.
So aktivieren Sie Auto Config:

1. Navigieren Sie auf der iIDRAC-Weboberflache zu iDRAC-Einstellungen > Konnektivitdt > Netzwerk > Automatische
Konfiguration.
Die Seite Netzwerk wird angezeigt.
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2. Wahlen Sie im Abschnitt Auto Config eine der folgenden Optionen aus dem Drop-Down-Meni DHCP-Bereitstellung aktivieren
aus:

e Einmal aktivieren — Konfiguriert die Komponente einmalig unter Verwendung der SCP-Datei, auf die der DHCP-Server verweist.
Danach wird die automatische Konfiguration deaktiviert.

e Einmal nach Reset aktivieren — Konfiguriert nach dem iDRAC-Reset die Komponente einmalig unter Verwendung der SCP-
Datei, auf die der DHCP-Server verweist. Danach wird die automatische Konfiguration deaktiviert.

e Deaktivieren — Deaktiviert die Funktion ,Auto Config"“.

3. Klicken Sie auf Anwenden, um die Einstellung zu Gbernehmen.
Die Seite ,,Netzwerk" wird automatisch aktualisiert.

Aktivieren der Automatischen Konfiguration mithilfe von RACADM

Verwenden Sie das Objekt iDRAC.NIC.AutoConfig, um die Funktion des automatischen Konfigurierens unter Verwendung von
RACADM zu aktivieren.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Weitere Informationen Uber die automatische Konfigurationsfunktion finden Sie im Whitepaper Zero-Touch fiir die Bereitstellung des
Bare Metal-Servers unter Verwendung von Dell iDRAC mit Lifecycle Controller Auto Config unter Dell Supportseite.

Verwenden von Hash-Kennwortern fur mehr Sicherheit

Auf Power Edge-Servern mit iDRAC-Version 3.00.00.00 kénnen Sie Benutzerkennworter und BIOS-Kennwaorter unter Verwendung des
Einweg-Hash-Formats einrichten. Der Benutzerauthentifizierungsmechanismus ist nicht betroffen (mit Ausnahme von SNMPv3 und IPMI)
und Sie kdnnen das Kennwort im Klartextformat angeben.

Mit der neuen Kennwort-Hash-Funktion:

e Konnen Sie Ihre eigenen SHA256-Hashes erstellen, um iDRAC-Benutzerkennworter und BIOS-Kennwdrter zu generieren. Damit
kdnnen Sie die SHA256-Werte im Server-Konfigurationsprofil, in RACADM und WSMan hinterlegen. Wenn Sie die Kennwortwerte fur
SHA256 bereitstellen, ist eine Authentifizierung tber SNMPv3 und IPMI nicht mdglich.

@ ANMERKUNG: Remote RACADM oder WSMan oder Redfish kdnnen nicht fur die Konfiguration/den Ersatz von Hash-
Kennwortern fur iDRAC verwendet werden. Fiur die Konfiguration/den Ersatz von Hash-Kennwortern auf Remote RACADM,
WS-Man oder Redfish kénnen Sie SCP verwenden.

e Konnen Sie einen Vorlagenserver einschlieflich aller iDRAC-Benutzerkonten und BIOS-Kennwoérter Gber den aktuellen Nur-Text-
Mechanismus einrichten. Nachdem der Server eingerichtet ist, kdnnen Sie das Server-Konfigurationsprofil mit den Kennwort-Hash-
Werten exportieren. Der Export enthalt die fir die SNMPv3- und IPMI-Authentifizierung erforderlichen Hash-Werte. Nach dem
Import dieses Profils missen Sie das neueste Dell IPMI-Tool verwenden. Wenn Sie ein &lteres Tool verwenden, schlagt die IPMI-
Authentifizierung fur die Nutzer fehl, die die Hash-Passwortwerte festgelegt haben.

e Die anderen Schnittstellen, z. B. die IDRAC-GUI, zeigen die Benutzerkonten als aktiviert an.
Koénnen Sie das Hash-Kennwort mit und ohne Salt tber SHA256 generieren.
Sie mussen Uber eine Berechtigung zur Serversteuerung verflgen, um Hash-Kennworter einschlief3en und exportieren zu kénnen.

Wenn der Zugriff auf alle Konten verloren gegangen ist, verwenden Sie das Dienstprogramm fir die iDRAC-Einstellungen oder den lokalen
RACADM, und setzen Sie iDRAC auf den Standard-Task zurtick.

Wenn das Kennwort fUr das iDRAC-Benutzerkonto nur mit dem SHA256-Kennwort-Hash und keinen anderen Hashes (SHA1TV3Key,
MD5v3Key oder IPMIKey) festgelegt wurde, ist die Authentifizierung iber SNMP v3 nicht verfugbar.

Hash-Kennwort unter Verwendung von RACADM

Um Hash-Kennwérter einzurichten, verwenden Sie die folgenden Objekte mit dem Befehl set:

e iDRAC.Users.SHA256Password

e iDRAC.Users.SHA256PasswordSalt

@ ANMERKUNG: Die Felder sHA256Password und SHA256PasswordSalt sind fir den XML-Import reserviert und werden
nicht mithilfe von Befehlszeilentools eingerichtet. Wenn Sie eines der Felder festlegen, kann der aktuelle Nutzer potenziell fir die
Anmeldung beim iDRAC gesperrt sein. Wenn ein Kennwort mithilfe von SHA256Password importiert wird, wird die Uberpriifung der
Kennwortléange durch den iDRAC nicht erzwungen.
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Verwenden Sie den folgenden Befehl, um das Hash-Kennwort im exportierten Server-Profil einzuschlief3en:

racadm get -f <file name> -1 <NFS / CIFS / HTTP / HTTPS share> -u <username> -p <password>
-t <filetype> --includePH

Sie mussen das Salt-Attribut festlegen, wenn der zugeordnete Hash eingestellt wird.

®| ANMERKUNG: Die Attribute sind nicht fur die INI-Konfigurationsdatei anwendbar.

Hash-Kennwort in Server-Konfigurationsprofil

Die neuen Hash-Kennwérter kénnen optional in das Server-Konfigurationsprofil exportiert werden.

Beim Importieren des Serverkonfigurationsprofils kdnnen Sie die Auskommentierung des vorhandenen Kennwortattributs oder des neuen
Kennwort-Hash-Attributs autheben. Wenn beide nicht auskommentiert sind, wird ein Fehler erzeugt und das Kennwort wird nicht
festgelegt. Ein kommentiertes Attribut wird wahrend eines Imports nicht angewendet.

Hash-Kennwort ohne SNMPv3- und IPMI-Authentifizierung erstellen

Das Hash-Kennwort kann ohne SNMPv3- und IPMI-Authentifizierung und mit oder ohne Salt erzeugt werden. Fir beides ist SHA256
erforderlich.

So erzeugen Sie ein Hash-Kennwort mit Salt:

1. Fur iDRAC-Nutzerkonten mussen Sie das Kennwort mithilfe von Salt Gber SHA256 erzeugen.

e Wenn Sie das Kennwort mit Salt erzeugen, wird eine bindre Zeichenfolge mit 16 Byte angehangt. Die Salt-Zeichenfolge muss 16
Byte lang sein, falls verwendet. Nach dem Anh&ngen wird sie zu einer 32-stelligen Zeichenfolge. Das Format ist ,Kennwort“+,Salt",
z. B

o Kennwort = SOMEPASSWORD
o Salt = ALITTLEBITOFSALT - 16 Zeichen werden angehangt.
2. Offnen Sie eine Linux-Eingabeaufforderung und fiihren Sie den folgenden Befehl aus:

Generate Hash-> echo-n SOMEPASSWORDALITTLEBITOFSALT |sha256sum -><HASH>
Generate Hex Representation of Salt -> echo —-n ALITTLEBITOFSALT | xxd -p —-> <HEX-SALT>
set iDRAC.Users.4.SHA256Password <HASH>

set iDRAC.Users.4.SHA256PasswordSalt <HEX-SALT>

3. Geben Sie den Hash-Wert und die Salt-Zeichenfolge im importierten Serverkonfigurationsprofil, in den RACADM-Befehlen, in Redfish
oder in WSMan an.

@ ANMERKUNG: Wenn Sie ein zuvor mit Salt erstelltes Kennwort I6schen mdchten, stellen Sie sicher, dass die Kennwort-Salt-
Zeichenfolge explizit auf eine leere Zeichenfolge gesetzt wird, d. h.

set iDRAC.Users.4.SHA256Password
ca74e5fe75654735d3b8d04a7bdf5dcdd06flc6c2a215171a24e5a9dcb28e7a2

set iDRAC.Users.4.SHA256PasswordSalt

4. Nach dem Festlegen des Kennworts funktioniert die normale Nur-Text-Kennwortauthentifizierung mit der Ausnahme, dass die SNMP-
v3- und IPMI-Authentifizierung fur iDRAC-Nutzerkonten fehlschldgt, bei denen die Kennworter mit Hash aktualisiert wurden.

Einstellungen fur lokales Administratorkonto andern

Nachdem Sie die IDRAC-IP-Adresse festgelegt haben, kdnnen Sie die Einstellungen fur das lokale Administratorkonto (hier Nutzerin 2)
Uber das Dienstprogramm fiir die iDRAC-Einstellungen dndern. Fuhren Sie dazu folgende Schritte durch:

1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Benutzerkonfiguration.
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Daraufhin wird die Seite iDRAC-Einstellungen - Benutzerkonfiguration angezeigt.

2. Geben Sie die Details fur den Benutzernamen, dic LAN-Benutzerberechtigungen, dic Benutzerberechtigungen fiir die
seriellen Schnittstellen und das Kennwort an.

Weitere Informationen zu den verfiigbaren Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-
Einstellungen.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefdlich auf Ja.
Mit diesem Schritt sind die Einstellungen fur das lokale Administratorkonto konfiguriert.

Standort fiir das Managed System einrichten

Sie kdnnen die Standortdetails des Managed System im Rechenzentrum tber die iDRAC-Webschnittstelle oder das Dienstprogramm fr
die iDRAC-Einstellungen festlegen.

Standort des Managed System uber die Web-Schnittstelle einrichten

So legen Sie die Details fir den Systemstandort fest:

1. Gehen Sie auf der IDRAC-Weboberflache zu System > Details > Systemdetails.
Die Seite Systemdetails wird angezeigt.

2. Geben Sie unter Systemstandort die Standortdetails fur das Managed System im Rechenzentrum ein.
Informationen zu den verflgbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

3. Kilicken Sie auf Anwenden. Daraufhin werden die Details zum Systemstandort im iDRAC gespeichert.

Standort fiir Managed System iiber RACADM einrichten

Um die Details fir den Systemstandort anzugeben, verwenden Sie die Gruppenobjekte System.Location.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Standort fur Managed System liber das Dienstprogramm fir die
IDRAC-Einstellungen einrichten

So legen Sie die Details fur den Systemstandort fest:

1. Gehen Sie im Dienstprogramm fUr die iDRAC-Einstellungen zu Systemstandort.
Daraufhin wird die Seite iDRAC-Einstellungen — Systemstandort angezeigt.

2. Geben Sie die Standortdetails fur das verwaltete System im Rechenzentrum ein. Weitere Informationen zu den verfligbaren Optionen
finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-Einstellungen.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefdlich auf Ja.
Die Details werden gespeichert.

Systemleistung und Stromverbrauch optimieren

Der Strom, der zur Kihlung eines Servers erforderlich ist, kann einen Grof3teil des Gesamtstrombedarfs eines Systems ausmachen. Die
thermische Uberwachung dient zur aktiven Verwaltung der Systemkilhlung durch Anpassung der Liiftergeschwindigkeit und Verwaltung
des Systemstromverbrauchs, um sicherzustellen, dass das System zuverléssig funktioniert, und gleichzeitig den Stromverbrauch, die
Luftzirkulation und die akustische Leistung des Systems auf ein Minimum zu reduzieren. Sie kénnen die Einstellungen fur die thermische
Steuerung anpassen und in Bezug auf die Systemleistung und die Leistung pro Watt optimieren.

Unter Verwendung der iDRAC-Web-Schnittstelle, Gber RACADM oder Uber das Dienstprogramm fiir die iDRAC-Einstellungen kénnen Sie
die folgenden Einstellungen fur die Kihlung &ndern:

Optimierung fur bessere Leistung

Optimierung far minimalen Stromverbrauch

Einstellen der maximalen Luftauslasstemperatur

Erhohen des Luftstroms durch Lifter-Offset, falls erforderlich
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Erhdhen des Luftstroms durch die minimale LUftergeschwindigkeit

Nachfolgend finden Sie eine Liste der Funktionen in der Thermoverwaltung:

Luftstrom-Verbrauch des Systems: zeigt den Echtzeit-Luftstromverbrauch des Systems (in CFM) an, um einen Ausgleich des
Luftstroms auf Rack-und Rechenzentrumsebene zu ermdglichen.

Benutzerdefinierte Delta-T-Steuerung: Begrenzung des Temperaturanstiegs von der Einlassluft zum Auslass, zur richtigen
Dimensionierung lhrer Kihlung auf Infrastrukturebene.

Auslasstemperatur-Steuerung: Angabe des Temperaturgrenzwertes der Luft aus dem Server, um den Anforderungen Ihres
Datacenters zu entsprechen.

Benutzerdefinierte PCle-Einlasstemperatur: Auswahl der richtigen Eingangs-Einlasstemperatur, um die Anforderungen von
Drittanbietergeraten zu erflllen.

PCle-Luftstrom-Einstellungen: bietet eine umfassende PCle-Geratekihlungsansicht des Servers und ermdglicht eine
nutzerdefinierte Kihlung der Karten von Drittanbietern.

Thermische Einstellungen uber die iDRAC-Webschnittstelle andern

So andern Sie die Standardeinstellungen:

1.

Gehen Sie in der IDRAC-Webschnittstelle zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen >
Kiihlungskonfiguration.

2. Geben Sie folgendes an:

68

e Optimierung von thermischem Profil — Wahlen Sie das thermische Profil aus:

o

Standard-Temperatur-Profil-Einstellungen (Minimalstrom) — Bedeutet, dass der Temperaturalgorithmus dieselben
Systemprofileinstellungen verwendet, die unter der Seite System-BIOS > System-BIOS-Einstellungen >
Systemprofileinstellungen definiert sind.

Standardméf3ig ist diese Option auf Standard-Temperatur-Profil-Einstellungen eingestellt. Sie kénnen auch einen
nutzerdefinierten Algorithmus auswahlen, der unabhéngig vom BIOS-Profil ist. Die folgenden Optionen sind verfugbar:

o

Maximale Leistung (Leistung wird optimiert) :

= Geringere Wahrscheinlichkeit von Arbeitsspeicher- oder CPU-Drosselung.

= Hohere Wahrscheinlichkeit der Turbo-Modus-Aktivierung.

= |m Allgemeinen hohere Luftergeschwindigkeiten im Leerlauf und bei Spannungsladungen.
Minimalstrom (optimierte Leistung pro Watt):

= Optimiert fir geringsten Stromverbrauch des Systems basierend auf optimalem Status des LUfters.
= |m Allgemeinen niedrigere LUftergeschwindigkeiten im Leerlauf und bei Spannungsladungen.

Sound-Obergrenze — Die Sound-Obergrenze liefert eine reduzierte akustische Ausgabe von einem Server auf Kosten
der Leistung. Das Aktivieren der Sound-Obergrenze enthélt moglicherweise die temporére Bereitstellung oder Evaluation
eines Servers in einem belegten Speicherplatz, aber es sollte nicht wahrend Benchmarking oder leistungsempfindlichen
Anwendungen verwendet werden.

ANMERKUNG: Die Auswahl von Maximale Leistung oder Minimalstrom setzt die thermischen
Einstellungen im Zusammenhang mit der Systemprofileinstellung auf der Seite System-BIOS > System-BIOS-
Einstellungenen.Systemprofileinstellungen auf3er Kraft.

e Maximaler Ablufttemperatur-Grenzwert — Wahlen Sie im Dropdownment die maximale Ablufttemperatur aus. Die Werte
werden basierend auf dem System angezeigt.

®|ANMERKUNG: Der Standardwert ist Standard, 70 °C (158 °F).

Mit dieser Option kénnen sich die Luftergeschwindigkeiten des Systems so andern, dass die Ablufttemperatur den ausgewahlten
Ablufttemperaturgrenzwert nicht Uberschreitet. Dies kann nicht immer unter allen Systembetriebsbedingungen garantiert werden,

und zwar wegen der Abhangigkeit von der Systemlast und der Systemkihlungskapazitat.

e Liiftergeschwindigkeits-Offset — Die Auswahl dieser Option erméglicht eine zusétzliche Kihlung des Servers. Wenn Hardware
hinzugefugt wird (z. B. neue PCle-Karten), wird evtl. zusatzliche Kuhlung benétigt. Durch Festlegung eines Liifterdrehzahl-Offsets

steigt die Lufterdrehzahl (um den %-Wert des Offsets) tUber die Drehzahl der Baseline an, die mithilfe des Algorithmus fr die
thermische Uberwachung berechnet wurde. Zu den méglichen Werten gehoren:

(e]

[e]
O
[e]

Niedrige Liftergeschwindigkeit — Bewirkt eine moderate LUftergeschwindigkeit.
Mittlere Liftergeschwindigkeit — Bewirkt eine mittelschnelle Luftergeschwindigkeit.
Hohe Liftergeschwindigkeit — Bewirkt eine nahezu maximale LUfterdrehzahl.
Maximale Luftergeschwindigkeit — Bewirkt volle LUftergeschwindigkeit.
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o Aus - Der Offset flr die LUftergeschwindigkeit ist auf ,Aus” gesetzt. Dies ist der Standardwert. Wenn die Option auf "Aus"

®

®

gesetzt ist, wird der Prozentsatz nicht angezeigt. Die Standard-LUftergeschwindigkeit wird ohne Offset angewendet. Im
Gegensatz dazu fuhrt die maximale Einstellung dazu, dass alle Lifter mit maximaler Geschwindigkeit laufen.

ANMERKUNG:

o Der Luftergeschwindigkeits-Offset ist dynamisch und basiert auf dem System. Die Luftergeschwindigkeit wird fUr jeden
Offset neben jeder Option angezeigt.

o Der Luftergeschwindigkeits-Offset erhoht alle Luftergeschwindigkeiten um denselben Prozentsatz. Die
LUftergeschwindigkeiten kdnnen sich Gber die Offset-Geschwindigkeiten hinaus erhéhen, je nach dem Kuhlungsbedarf
der einzelnen Komponenten. Es ist davon auszugehen, dass sich der Gesamtstromverbrauch des Systems erhoht.

o Der Luftergeschwindigkeits-Offset ermdglicht es Ihnen, die Liftergeschwindigkeit des Systems mit vier
Schritten zu erhdhen. Diese Schritte sind gleichméf3ig zwischen der Standard-Baseline-Geschwindigkeit und der
maximalen Geschwindigkeit des Serversystemliifters verteilt. Einige Hardwarekonfigurationen fiihren zu héheren
Baseline-Luftergeschwindigkeiten, was in einem anderen Offset als dem maximalen Offset resultiert, um die
Maximalgeschwindigkeit zu erreichen.

o Das héaufigste Verwendungsszenario ist eine nicht standardmafige PCle-Adapterkihlung. Die Funktion kann jedoch dazu
verwendet werden, die Systemkuihlung fur andere Zwecke zu erhdhen.

ANMERKUNG: Die Einstellung der Lufter-Konfiguration ist in iDRAC verflgbar, selbst wenn das System nicht Uber Lufter
verfugt. Der Grund dafir ist, dass iDRAC die angegebene Konfiguration an den Gehduse-Manager sendet, der die Daten von
iDRAC verarbeitet und die Kiihlungsanforderungen geméf3 Konfiguration an das System sendet.

Grenzwerte

o

Maximale PCle-Einlasstemperaturgrenze — Der Standardwert ist 55 ©C. Wahlen Sie die untere Temperatur von 45 °C fir

PCle-Karten von Drittanbietern aus, die eine geringere Eingangstemperatur erfordern.

Ablufttemperatur-Grenzwerte — Durch das Andern der Werte fiir die folgenden Optionen kénnen Sie die Ablufttemperatur-

Grenzwerte einstellen:

= Maximalen Ablufttemperatur-Grenzwert festlegen

= Lufttemperaturanstieg-Grenzwert festlegen

Mindestliiftergeschwindigkeit in PWM (% vom Hochstwert) — Wahlen Sie diese Option zur Feineinstellung der

Liftergeschwindigkeit aus: Mit dieser Option kénnen Sie eine héhere Basissystemliftergeschwindigkeit festlegen oder die

Geschwindigkeit des Systemliifters erhéhen, wenn andere nutzerdefinierte LUftergeschwindigkeitsoptionen nicht zu den

erforderlichen héheren Liftergeschwindigkeiten fuhren.

= Standardeinstellung — Legt die Mindestliftergeschwindigkeit auf den Standardwert fest, der durch den
Systemkihlungsalgorithmus bestimmt wird.

= Benutzerdefiniert — Geben Sie den Prozentsatz ein, um den Sie die Luftergeschwindigkeit &ndern méchten. Der Bereich
liegt zwischen 9 und 100.

@ ANMERKUNG:

= Der zuldssige Bereich fur den Mindestltftergeschwindigkeits-PWM ist dynamisch und basiert auf der
Systemkonfiguration. Der erste Wert ist die Leerlaufgeschwindigkeit und der zweite Wert ist die Maximalkonfiguration
(je nach Systemkonfiguration kann die maximale Geschwindigkeit bis zu 100 % betragen).

= F(r alle SAS/SATA-Storage-Konfigurationen wird die Liftergeschwindigkeit auf 95 % begrenzt.

= SystemlUfter kdnnen mit einer hdheren Geschwindigkeit als dieser laufen, je nach Temperaturanforderungen des
Systems. Sie kdnnen jedoch nicht die festgelegte Mindestgeschwindigkeit unterschreiten. Zum Beispiel wird bei
einer minimalen Liftergeschwindigkeit von 35 % festgelegt, dass die Luftergeschwindigkeit niemals 35 % PMW
unterschreitet.

= 0 % PWM bedeutet nicht, dass der Lifter ausgeschaltet ist. Dies ist die niedrigste Geschwindigkeit, mit der der Lifter
betrieben werden kann.

Die Einstellungen sind dauerhaft, d. h., sobald diese festgelegt und angewendet wurden, werden sie wéhrend eines Systemneustarts,
beim Aus- und Einschalten oder bei iDRAC- oder BIOS-Aktualisierungen nicht automatisch in die Standardeinstellung geéndert. Die
nutzerdefinierten Kihlungsoptionen werden moglicherweise nicht auf allen Servern untersttitzt. Wenn die Optionen nicht unterstitzt
werden, werden sie nicht angezeigt, oder Sie kdnnen keinen nutzerdefinierten Wert festlegen.

Klicken Sie auf Anwenden, um die Einstellungen zu Ubernehmen.

Die folgende Meldung wird angezeigt:
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It is recommended to reboot the system when a thermal profile change has been made. This is
to ensure all power and thermal settings are activated.

4. Kilicken Sie auf Jetzt neu starten oder Spater neu starten.

®

ANMERKUNG: Die Lufteraktivierung hangt von der entsprechenden thermischen Konfiguration (offene Schleife) ab, die wiederum
von den jeweiligen Hardwarekonfigurationen im Setup abhangt. Beispiel: Die erforderlichen hinteren Festplattenlaufwerke.

®| ANMERKUNG: Fihren Sie einen Neustart des Systems durch, damit die Aktualisierung wirksam wird.

Thermische Einstellungen unter Verwendung von RACADM éandern

Verwenden Sie zum Andern der thermischen Einstellungen die Objekte in der Gruppe system.thermalsettings mit dem untergeordneten
Befehl set, wie in der folgenden Tabelle aufgefuhrt.

Tabelle 11. Temperatureinstellungen

Objekt Beschreibung Verwendung Beispiel
AirExhaustTemp Ermdglicht das Legen Sie die e So prifen Sie die vorhandenen
Festlegen der maximalen Eigenschaft auf einen Einstellungen auf dem System:
Luftauslasstemperaturgrenze. | der folgenden Werte
fest (basierend auf dem racadm get
System): system.thermalsettings.Ai
e 0 -Zeigt40°Can rExhaustTemp
e 1-Zeigt45°Can e Das Ergebnis ist Folgendes:
e 2 —Zeigtb0°Can
e 3 Zeigt55°Can AirExhaustTemp=70
e 4- Zeigt‘60 °Can |4 Diese Ausgabe zeigt an, dass das
e 205 - Zeigt 70 °Can System auf die Luftauslasstemperatur
(Standard) vion 70°C eingestellt ist. So stellen Sie
den Auslasstemperatur-Grenzwert auf
60 °C ein:

racadm set
system.thermalsettings.Ai
rExhaustTemp 4

e Das Ergebnis ist Folgendes:

Object value modified
successfully.

e \Wenn ein System einen
bestimmten Luftauslasstemperatur-
Grenzwert nicht unterstttzt, fihren
Sie den folgenden Befehl aus:

racadm set
system.thermalsettings.Ai
rExhaustTemp 0

e Die folgende Fehlermeldung wird
angezeigt:

ERROR: RAC947: Invalid
object value specified.

e Stellen Sie sicher, dass Sie den
Wert je nach den Objekttyp angeben.
Lesen Sie fur weitere Informationen
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Tabelle 11. Temperatureinstellungen (fortgesetzt)

Objekt

Beschreibung

Verwendung

Beispiel

die RACADM-Hilfe. So legen Sie die
Grenze auf den Standardwert zurick:

racadm set
system.thermalsettings.Ai
rExhaustTemp 255

FanSpeedHighOffsetVal

o Diese Variable liest den
Luftergeschwindigkeit-
Offset-Wert in %PWM
fr die Einstellung
,Offset flr hohe
Luftergeschwindigkeit”.

o Dieser Wert richtet sich
nach dem System.

e \erwenden Sie das Objekt

FanSpeedOffset, um
diesen Wert unter
Verwendung von
Indexwert 1 festzulegen.

Werte zwischen 0 und
100

racadm get
system.thermalsettings
FanSpeedHighOffsetVal

Dies gibt einen numerischen Wert wie
66 zurlck. Das bedeutet, dass, wenn
Sie den folgenden Befehl verwenden,
ein hoher Liftergeschwindigkeits-Offset
(66 % des PWM) (iber der Baseline-
Luftergeschwindigkeit angewendet wird.

racadm set
system.thermalsettings
FanSpeedOffset 1

FanSpeedLowOffsetVal

e Diese Variable liest den
LUftergeschwindigkeit-
Offset-Wert in %PWM
fr die Einstellung
,Offset fur niedrige
LUftergeschwindigkeit®.

e Dieser Wert richtet sich
nach dem System.

e Verwenden Sie das Objekt

FanSpeedOffset, um
diesen Wert unter
Verwendung von

Indexwert O festzulegen.

Werte zwischen O und
100

racadm get
system.thermalsettings
FanSpeedLowOffsetVal

Dies gibt einen numerischen Wert wie
23 zurtick. Das bedeutet, dass, wenn
Sie den folgenden Befehl verwenden, ein
niedriger LUftergeschwindigkeits-Offset
(23 % des PWM) Uber der Baseline-
Luftergeschwindigkeit angewendet wird.

racadm set
system.thermalsettings
FanSpeedOffset 0

FanSpeedMaxOffsetVal

o Diese Variable liest den
Luftergeschwindigkeit-
Offset-Wert in %PWM
fur die Einstellung
,Offset flir maximale
LUftergeschwindigkeit”.

e Dieser Wert richtet sich
nach dem System.

e \erwenden Sie das Objekt

FanSpeedOffset, um
diesen Wert unter
Verwendung von

Indexwert 3 festzulegen.

Werte zwischen 0 und
100

racadm get
system.thermalsettings
FanSpeedMaxOffsetVal

Dies gibt einen numerischen Wert wie
100 zurtick. Das bedeutet, dass, wenn
Sie den folgenden Befehl verwenden, der
maximale Luftergeschwindigkeits-Offset
(100 % des PWM) angewendet wird. In
der Regel fuhrt dieser Offset dazu, dass
die Luftergeschwindigkeit auf die volle
Drehzahl ansteigt.

racadm set
system.thermalsettings
FanSpeedOffset 3

FanSpeedMediumOffsetV
al

e Diese Variable liest den
Luftergeschwindigkeit-
Offset-Wert in %PWM
fr die Einstellung

Werte zwischen 0 und
100

racadm get
system.thermalsettings
FanSpeedMediumOffsetVal
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Tabelle 11. Temperatureinstellungen (fortgesetzt)

erforderlich ist, damit das

Wenn der ,get”-Befehl

Objekt Beschreibung Verwendung Beispiel
,Offset fur mittlere Dies gibt einen numerischen Wert wie
LUftergeschwindigkeit*. 47 zurtick. Das bedeutet, dass, wenn
e Dieser Wert richtet sich Sie den folgenden Befehl verwenden, ein
nach dem System. mittlerer Luftergeschwindigkeits-Offset
e Verwenden Sie das Objekt (47 % des PWM) Gber der Baseline-
FanSpeedOffset, um Luftergeschwindigkeit angewendet wird.
diesen Wert unter I
Xiggagﬁzggggubgen system.thermalsettings
’ FanSpeedOffset 2
FanSpeedOffset e Das Verwenden dieses Mogliche Werte sind: So zeigen Sie die vorhandene Einstellung
Objekts mit dem e 0 — fur niedrige an:
Get-Befehl zeigt Lufterdrehzahl
den vorhandenen e 11— fir hohe racadm get
Lifterdrehzahl-Offset- Liifterdrehzahl system.thermalsettings.FanS
Wert an. . peedOffset
e 2 — fUr mittlere
e Das Verwenden Lufterdrehzahl
g:}rsneéeott—)glefftghrrlt 3 - fir maximale (D|ANMERKUNG: So legen Sie den
ermoglicht die Einstellung Lufterdrehzahl Luftergeschwindigkeits-Offset-Wert
des erforderlichen e 255 - Keine (wie in FanSpeedHighOffsetVal
Lufterdrehzahl-Offset- festgelegt) auf ,Hoch” fest
Werts.
e Der Indexwert entscheidet racadm set
tiber den Offset, der system.thermalsettings.FanS
angewendet wird, und die ieCCtelR R e
Objekte
FanSpeedLowOffsetV
al,
FanSpeedMaxOffsetV
al,
FanSpeedHighOffset
valund
FanSpeedMediumOffs
etVal (zuvor festgelegt)
sind die Werte, die fur den
Offset angewendet
werden.

MFSMaximumLimit Maximalwerte fir MFS lesen | Werte von 1 - 100 So zeigen Sie den hoéchsten Wert an, der
mithilfe der Option MinimumFanSpeed
eingestellt werden kann:

racadm get
system.thermalsettings.MFSM
aximumLimit

MFSMinimumLimit Minimalwerte fur MFS lesen Werte von O bis So zeigen Sie den niedrigsten Wert an, der

MFSMaximumLimit mithilfe der Option MinimumFanSpeed

Standard ist 255 eingestellt werden kann:

(bedeutet ,Keiner”)
racadm get
system.thermalsettings.MFSM
inimumLimit

MinimumFanSpeed e Ermoglicht die Werte von Gehen Sie wie folgt vor,

Konfiguration der Mindest- | MESMinimumLimit bis |um sicherzustellen, dass die
Luftergeschwindigkeit, die | MFSMaximumLimit Systemmindestgeschwindigkeit nicht

unter 45 % des PWM féllt (45 muss ein
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Tabelle 11. Temperatureinstellungen (fortgesetzt)

nse

Uberschreibungen fiir PCI-
Karten von Drittanbietern.
Ermdglicht das
Deaktivieren oder
Aktivieren der
Lifterreaktion des
Standardsystems fir
erkannte PCI-Karten von
Drittanbietern.

Sie kénnen die Existenz
der PCl-Karte von
Drittanbietern durch

das Anzeigen der
Meldungs-ID PCI3018

im Lifecycle Controller-
Protokoll bestéatigen.

Objekt Beschreibung Verwendung Beispiel
System betrieben werden | 255 meldet, bedeutet Wert zwischen MFSMinimumLimit und
kann. dies, dass der MFSMaximumLimit sein):
Sie definiert den benutzerdefinierte Offset
Basiswert fur die nicht angewendet wurde. | racadm set
Liiftergeschwindigkeit und system.thermalsettings.Mini
versetzt Lifter in die mumFanSpeed 45
Lage, diesen Wert fUr die
LUftergeschwindigkeit zu
unterschreiten.
Dieser Wert ist
der PWM-Wert fir
die Liftergeschwindigkeit,
angegeben in Prozent.
ThermalProfile Ermoglicht die Angabe Werte: So zeigen Sie die vorhandene thermische
des thermischen Base- e 0-Auto Profileinstellung an:
Algorithmus. e 1 - Maximale
Ermdglicht das Festlegen Leistung racadm get .
des Systemprofils fur e 2 Minimale system. ‘.chermalsettlngs .Ther
! malProfile
thermisches Verhalten, das Stromversorgung
dem Profil zugeordnet ist.
()| ANMERKUNG: So legen Sie das
thermische Profil auf maximale
Leistung fest:
racadm set
system.thermalsettings.Ther
malProfile 1
ThirdPartyPCIFanRespo Thermische Werte: So deaktivieren Sie jegliche eingestellte

e 1 — Aktiviert

e (O — Deaktiviert

@ ANMERKUNG: Der
Standardwert ist 1.

Standard-Luftergeschwindigkeitsreaktion
fUr eine erkannte PCl-Karte von
Drittanbietern:

racadm set
system.thermalsettings.Thir
dPartyPCIFanResponse 0

Thermische Einstellungen unter Verwendung vom Dienstprogramm
fur die iDRAC-Einstellungen @andern

So &ndern Sie die Standardeinstellungen:

1. Gehen Sie im Dienstprogramm fur die iDRAC -Einstellungen zu Thermisch.
Die Seite iDRAC-Einstellungen Thermisch wird angezeigt.

2. Geben Sie folgendes an:
e Thermisches Profil

e Maximaler Ablufttemperatur-Grenzwert
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e Offset fur LUftergeschwindigkeit
e Minimale LUftergeschwindigkeit

Die Einstellungen sind dauerhaft, d. h., sobald diese festgelegt und angewendet wurden, werden sie wahrend eines Systemneustarts,
beim Aus- und Einschalten oder bei iDRAC- oder BIOS-Aktualisierungen nicht automatisch in die Standardeinstellung geéndert. Einige
Dell Server bieten maglicherweise keine Unterstiitzung fiir einige oder alle dieser nutzerdefinierten Kihlungsoptionen. Wenn die
Optionen nicht unterstitzt werden, werden sie nicht angezeigt, oder Sie kdnnen keinen nutzerdefinierten Wert festlegen.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Die Konfiguration der Temperatureinstellungen ist damit abgeschlossen.

Andern von PCle Airflow-Einstellungen iiber die iDRAC-
Weboberflache

Verwenden Sie die PCle Airflow-Einstellungen, wenn ein hdherer Temperaturspielraum flr nutzerdefinierte Hochleistungs-PCle-Karten
gewUlnscht ist.

@ ANMERKUNG: PCle-Airflow-Einstellungen sind nicht fir M.2-Laufwerke verfiigbar, die Uber direkte Riser oder BOSS verbunden
sind.

So andern Sie die PCle Airflow-Einstellungen:

1. Gehen Sie in der IDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen >
Kiihlungskonfiguration.
Die Seite PCle Airflow-Einstellungen wird im Abschnitt ,LUftereinstellungen” angezeigt.

2. Geben Sie folgendes an:
e LFM-Modus: Wahlen Sie den Modus Benutzerdefiniert aus, um die nutzerdefinierte LFM-Option zu aktivieren.
e Benutzerdefinierte LFM: Geben Sie den LFM-Wert ein.

3. Kilicken Sie auf Anwenden, um die Einstellungen zu Ubernehmen.
Die folgende Meldung wird angezeigt:

It is recommended to reboot the system when a thermal profile change has been made. This is
to ensure all power and thermal settings are activated.

Klicken Sie auf Jetzt neu starten oder Spater neu starten.

®|ANMERKUNG: Starten Sie das System neu, um die Einstellungen anzuwenden.

Management Station einrichten

Eine Management Station ist ein Computer, der fir den Zugriff auf iDRAC-Schnittstellen zur Remote-Uberwachung und -Verwaltung von
PowerEdge-Servern verwendet wird.

So richten Sie die Management Station ein.

1. Installieren Sie ein unterstltztes Betriebssystem. Weitere Informationen finden Sie in den Versionshinweisen.
2. Installieren und konfigurieren Sie einen unterstitzten Webbrowser. Weitere Informationen finden Sie in den Versionshinweisen.

3. |Installieren Sie Remote-RACADM-VMCLI aus dem Ordner SYSMGMT der Dell Systems Management Tools and Documentation-
DVD. Andernfalls fuhren Sie auf der DVD Setup aus, um Remote RACADM standardmafiig sowie weitere OpenManage-Software
zu installieren. Weitere Informationen zu RACADM finden Sie unter RACADM-CLI-Handbuch fur Integrated Dell Remote Access
Controller.

4. Installieren Sie nach Bedarf auch die folgenden Komponenten:

e SSH-Client
e TFTP
e Dell OpenManage Essentials

Per Remote auf iDRAC zugreifen

Fdr den Remote-Zugriff auf die IDRAC-Webschnittstelle Uber eine Management Station missen Sie sicherstellen, dass sich die
Management Station im selben Netzwerk wie iDRAC befindet. Beispiel:
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e Blade-Server — Die Management Station muss sich im selben Netzwerk wie CMC und OME — Modular befinden. Weitere
Informationen zum Isolieren des CMC-Netzwerks vom Netzwerk des verwalteten Systems finden Sie unter Das Benutzerhandbuch
fur den Chassis Management Controller finden Sie auf der Seite CMC-Handblcher..

e Rack- und Tower-Server — Definieren Sie IDRAC NIC-Schnittstelle auf ,,Dediziert” oder LOM1, und stellen Sie sicher, dass sich die
Management Station auf dem gleichen Netzwerk wie iDRAC befindet.

Verwenden Sie fur den Zugriff auf die Managed System-Konsole Uber eine Management Station die virtuelle Konsole Gber die iDRAC-
Webschnittstelle.

Konfigurieren von unterstutzten Webbrowsern

@ ANMERKUNG: Informationen zu den unterstitzten Browsern und deren Versionen finden Sie in Versionshinweisen unter iDRAC-
Handbticher.

Auf die meisten Funktionen der iDRAC-Weboberflache kann mit diesen Browsern mit Standardeinstellungen zugegriffen werden. Damit
bestimmte Funktionen funktionieren, mussen Sie einige Einstellungen &ndern. Diese Einstellungen umfassen das Deaktivieren von Pop-up-
Blockern, das Aktivieren von eHTML5-Plug-In-Support usw.

Wenn Sie von einer Management Station aus, die Uber einen Proxyserver mit dem Internet verbunden ist, eine Verbindung zur iDRAC-
Weboberflache herstellen, konfigurieren Sie den Webbrowser so, dass er Uber diesen Server auf das Internet zugreifen kann.

@ ANMERKUNG: Wenn Sie den Internet Explorer oder Firefox zum Zugriff auf die iDRAC-Weboberflache verwenden, missen
Sie moglicherweise bestimmte Einstellungen, wie in diesem Abschnitt beschrieben, konfigurieren. Sie kdnnen andere unterstitzte
Browser mit ihren Standardeinstellungen verwenden.

®|ANMERKUNG: Leere Proxy-Einstellungen werden wie die Einstellung ,,Kein Proxy” behandelt.

Konfiguration von Mozilla Firefox

Dieser Abschnitt enthalt Details zur Konfiguration von Firefox, um sicherzustellen, dass Sie Zugriff auf alle Funktionen der iDRAC-
Webschnittstelle haben und diese verwenden konnen. Diese Einstellungen umfassen:

e Weif3e Liste-Funktion deaktivieren

e Firefox fur die Aktivierung von Active Directory SSO konfigurieren
®| ANMERKUNG: Der Mozilla Firefox-Browser hat moglicherweise keine Bildlaufleiste fur die iDRAC-Online-Hilfeseite.

Weif3e Liste-Funktion in Firefox deaktivieren

Firefox verfigt Uber eine , Whitelist“-Sicherheitsfunktion, die die Erlaubnis von Nutzerlnnen erfordert, um Plug-ins fir jede einzelne
Website zu installieren, die ein Plug-in hostet. Wenn die Whitelist-Funktion aktiviert ist, missen Sie fur jeden iDRAC, auf den Sie zugreifen,
einen Viewer fUr die virtuelle Konsole installieren, auch wenn die Viewer-Versionen identisch sind.

Fuhren Sie folgende Schritte aus, um die Funktion ,Weif3e Liste” zu deaktivieren und unnétige Plug-in-Installationen zu vermeiden:
1. Offnen Sie ein Internet-Browser-Fenster in Firefox.

2. Geben Sie in das Adressfeld about : config ein und drlicken Sie die <Eingabetaste>.

3. Machen Sie in der Spalte Einstellungsname den Eintrag xpinstall.whitelist.required ausfindig und doppelklicken Sie darauf.

Die Werte fur Einstellungsname, Status, Typ und Wert werden fett formatiert. Der Wert fur Status &ndert sich auf ,Vom Nutzer
festgelegt” und der Wert &ndert sich auf ,false”.

4. Machen Sie in der Spalte Einstellungsname den Eintrag xpinstall.enabled ausfindig.
Stellen Sie sicher, dass fir Wert true festgelegt ist. Wenn nicht, doppelklicken Sie auf xpinstall.enabled, um Wert auf true
festzulegen.

Firefox fur die Aktivierung von Active Directory SSO konfigurieren

So konfigurieren Sie die Browser-Einstellungen fir Firefox:
1. Geben Sie in die Firefox-Adresszeile about : config ein.

2. Geben Sie unter Filter den Wert network.negotiate ein.

Managed System einrichten 75


https://www.dell.com/cmcmanuals
https://www.dell.com/idracmanuals

3. Fugen Sie den Domanen-Namen zu network.negotiate-auth.trusted-uris (kommaseparierte Liste verwenden) hinzu.
4. Fugen Sie den Doménen-Namen zu network.negotiate-auth.delegation-uris (kommaseparierte Liste verwenden) hinzu.

Web-Browser fur die Verwendung der virtuellen Konsole
konfigurieren

@ ANMERKUNG: Ab Version 6.00.02.00 verwendet der Zugriff auf vConsole nur eHTML5. Java und ActiveX werden nicht mehr
unterstdtzt.

So verwenden Sie die virtuelle Konsole auf Ihrer Management Station:

1. Stellen Sie sicher, dass eine unterstitzte Browserversion installiert ist (Internet Explorer/Edge unter Windows oder Mozilla Firefox und
Windows oder Linux, Google Chrome, Safari).

@ ANMERKUNG: Im RHEL-BS mit Mozilla-Browser wurde folgende Beobachtung wahrend des Netzwerkausfalls (Entfernen und
erneutes Einsetzen des Netzwerkkabels) gemacht:
e Die Meldung zum Wiederaufbau der Verbindung wird in vConsole méglicherweise erst angezeigt, wenn das Netzwerk aktiv ist.

e Mdglicherweise wird die Pop-up-Meldung Anmeldung abgelehnt anstelle des Fehlers Wiederherstellung der Verbindung
fehlgeschlagen angezeigt, wenn das Netzwerk langer als 180 Sekunden ausgefallen ist.

@ ANMERKUNG: Bei Verwendung des Safari-Browsers wird empfohlen, die Auswahl der NSURLSession WebSocket-Optionen
aufzuheben, wenn sie ausgewahlt wurden, und dann die vConsole zu 6ffnen. Heben Sie zum Deaktivieren des NSURLSession
WebSocket in Safari die Auswahl von Safari=>Entwickeln=>Optionale Funktionen=>NSURLSession WebSocket auf.

Weitere Informationen zu den unterstitzten Browserversionen finden Sie in den Versionshinweisen auf iDRAC-Handbucher.

@ ANMERKUNG: Es wird als Best Practice empfohlen, die virtuelle Suchfunktion im Edge-Browser zu deaktivieren. Sie ist
standardméf3ig aktiviert. Es besteht mdglicherweise das Risiko, dass Bilder ohne |lhr Wissen durchsucht werden. Daher kénnen Sie
dieses Verhalten deaktivieren, indem Sie die Edge-Browsereinstellungen konfigurieren.

2. Wenn Sie Internet Explorer/Edge verwenden, setzen Sie IE/Edge auf Als Administrator ausfiihren.
3. Konfigurieren Sie den Web-Browser, um das eHTML5-Plug-in zu verwenden.

4, Importieren Sie die Stammzertifikate auf das Managed System, um Pop-up-Fenster zu unterbinden, die Sie zur Uberpriifung der
Zertifikate auffordern.

B. Installieren Sie das verknlpfte Paket compat-libstdc++-33-3.2.3-61.
@ ANMERKUNG: Unter Windows ist das verknUpfte Paket compat-libstdc++-33-3.2.3-61 moglicherweise im .NET
Framework-Paket oder im Betriebssystempaket enthalten.

6. Wenn Sie ein MAC-Betriebssystem nutzen, wahlen Sie die Option Zugriff fir Hilfsgerate aktivieren im Fenster Universeller

Zugriff.
Weitere Informationen finden Sie in der Dokumentation des MAC-Betriebssystems.

Zertifizierungsstellenzertifikate auf die Management Station importieren

Beim Starten der virtuellen Konsole oder virtueller Datentrager werden Eingabeaufforderungen zur Uberpriifung der Zertifikate angezeigt.
Wenn Sie Uber nutzerdefinierte Webserverzertifikate verflgen, kdnnen Sie diese Aufforderungen vermeiden, indem Sie die CA-Zertifikate
in den vertrauenswirdigen Zertifikatspeicher importieren.

Weitere Informationen Uber die automatische Zertifikatregistrierung (ACE) finden Sie im Abschnitt Automatische Zertifikatregistrierung

Zertifizierungsstellenzertifikat in den Storage fiir vertrauenswiirdige Java-Zertifikate
importieren

So importieren Sie das Zertifizierungsstellenzertifikat in den vertrauenswurdigen Java-Storage:
1. Starten Sie das Java-Systemsteuerung.

2. Klicken Sie auf die Registerkarte Sicherheit und dann auf Zertifikate.
Das Dialogfeld Zertifikate wird angezeigt.
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3. Wahlen Sie aus dem Drop-Down-Menu , Zertifikattyp“ die Option Vertrauenswiirdige Zertifikate aus.

4. Kiicken Sie auf Importieren, browsen Sie zum gewinschten Zertifizierungsstellenzertifikat (im in Base64-verschlisselten Format),
wahlen Sie es aus, und klicken Sie dann auf Offnen.
Das ausgewahlte Zertifikat wird in den vertrauenswuirdigen, web-basierten Zertifikatspeicher importiert.

5. Klicken Sie auf Schlief3en und dann auf OK. Das Java-Einstellungen-Fenster wird geschlossen.

Lokalisierte Versionen der Webschnittstelle anzeigen

Die iDRAC-Webschnittstelle wird in den folgenden Sprachen unterstitzt:

Englisch (en-us)

Franzosisch (fr)

Deutsch (de)

Spanisch (es)

Japanisch (ja)

Vereinfachtes Chinesisch (zh-cn)

Die ISO-Kennungen in Klammern geben die unterstitzten Sprachvarianten an. Bei einigen unterstitzten Sprachen muss die Grof3e des
Browserfensters auf 1024 Pixel gedndert werden, um alle Funktionen anzuzeigen.

Die iDRAC-Weboberflache wurde fur die Verwendung mit lokalisierten Tastaturen flr die unterstitzten Sprachvarianten entwickelt. Einige

Funktionen der iDRAC-Weboberflache, wie z. B. die virtuelle Konsole, erfordern méglicherweise zusatzliche Schritte fur den Zugriff auf
bestimmte Funktionen oder Buchstaben. Andere Tastaturen werden nicht unterstitzt und kénnen unerwartete Probleme verursachen.

@ ANMERKUNG: Lesen Sie in der Dokumentation zum Browser nach, wie verschiedene Sprachen konfiguriert und eingerichtet
werden, und lassen Sie sich lokalisierte Versionen der iDRAC-Webschnittstelle anzeigen.

Firmware-Aktualisierungen

Mit iDRAC kénnen Sie den iDRAC selbst, das BIOS und alle Geratefirmware-Komponenten im System aktualisieren. Dies verbessert die
Performance, Sicherheit und Kompatibilitdt mit neuer Software oder Hardware.

Folgende Firmware und Gerate werden fir Updates unterstitzt:

Fibre Channel (FC)-Karten

Diagnose

Treiberpaket des Betriebssystems

Netzwerkschnittstellenkarte (NIC)

RAID-Controller

Netzteil (PSU)

Accelerator (GPU)

NVMe PCle-Geréte

SAS-/SATA-Festplatten

Ruckwandplatinenupdate fUr interne und externe Gehause

@ ANMERKUNG: Wenn Sie die Firmware auf der CX7-Karte aktualisieren, werden die Karten in anderen Steckplatzen innerhalb
desselben Mux auch in einem offenen Kreislaufmodus ausgefihrt.

ANMERKUNG: Beim Upgrade oder Downgrade der Firmware fur Channel-Geréte oder Festplatten finden Sie in der
Produktdokumentation markenspezifische Einschrankungen, einschlieflich Flash-Limits.

Firmware-Image-Dateien und unterstiutzte Tools

Die folgenden Dateierweiterungen von Firmware-Images werden fur iDRAC-Updates unterstitzt:

e .exe: Windows-basiertes Dell Update Package (DUP)
.d10: Enthéalt iDRAC und Lifecycle Controller-Firmware.
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ANMERKUNG: Nur Nutzerinnen mit Administrator- oder Operator-Rollen kénnen diese Image-Dateitypen verwenden. Dies gilt
fur RACADM-Updates, Redfish Simple-Updates und iDRAC-UI-Updates.

Es gibt mehrere Tools und Schnittstellen, die verwendet werden kénnen, um die iDRAC-Firmware zu aktualisieren. Die folgende Tabelle
gilt nur fur die iDRAC-Firmware. In der Tabelle werden die unterstitzten Schnittstellen und Image-Dateitypen aufgelistet und es wird auch
aufgelistet, ob sich der Lifecycle Controller im aktivierten Zustand befinden muss, damit die Firmware aktualisiert werden kann:

Tabelle 12. Firmware-Image-Dateitypen und -Abhdngigkeiten

Betriebssystem-DUP

.D10-Image iDRAC DUP
Schnittstelle Unterstiitzt Erfordert LC aktiviert Unterstitzt Erfordert LC aktiviert
RACADM-Update Ja Ja Ja Ja
(neu)
iDRAC Ul Ja Ja Ja Ja
Bandinternes Nein k. A. Ja Nein

@ ANMERKUNG: Wenn das Update nach dem Durchfiihren eines bandinternen
wird ein Multipart: Rollback-Job erstellt.

DUP-Updates nicht auf

iDRAC bereitgestellt wird,

Redfish Ja k. A. Ja k. A.
Diagnose Nein Nein Nein Nein
Treiberpaket des Nein Nein Nein Nein
Betriebssystems
iDRAC Ja Nein Nein* Ja
BIOS Ja Ja Ja Ja
RAID-Controller Ja Ja Ja Ja
BOSS Ja Ja Ja Ja
NVDIMM Nein Ja Ja Ja
Ruckwandplatinen Ja Ja Ja Ja
@l ANMERKUNG: Fur aktive Ruckwandplatinen (Expander) ist ein Neustart des Systems erforderlich.
Gehéuse Ja Ja Nein Ja
Netzwerkadapter Ja Ja Ja Ja
Stromversorgungseinh | Ja Ja Ja Ja
eit
()| ANMERKUNG: Wenn ein manueller Neustart durchgefuhrt wird oder wenn das Update Uber das Ja
Betriebssystem durchgefiihrt wird, erfordert das Netzetil-Update einen Kaltneustart, damit das
Update gestartet werden kann.
FPGA Nein Ja Ja Ja

®

Updates durchgefihrt wird.
®

angezeigt:

@l ANMERKUNG: Nach Abschluss des FPGA-Firmwareupdate startet iDRAC automatisch neu.

ANMERKUNG: Das Repo-Update wird fir FPGA nicht unterstitzt, wahrend das FPGA-Update allein oder FPGA mit anderen

ANMERKUNG: Wenn ein A/C-Zyklus durchgefiihrt wird, warten Sie, bis der Stromabfluss abgeschlossen ist (ca. 20 Sekunden),
um ein ordnungsgemafes Zurlcksetzen des Systems sicherzustellen. Andernfalls wird méglicherweise in LCL und SEL Folgendes

e SWC9016: FPGA kann aufgrund eines Problems mit einer nicht erfolgreichen kryptografischen Authentifizierung oder der
Integritét nicht authentifiziert werden

e SWC9018: Automatischer FPGA-Recovery-Vorgang kann aufgrund eines internen Fehlers nicht wiederhergestellt werden.
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Tabelle 12. Firmware-Image-Dateitypen und -Abhéangigkeiten (fortgesetzt)

.D10-Image iDRAC DUP
Schnittstelle Unterstiitzt Erfordert LC aktiviert Unterstiitzt Erfordert LC aktiviert
FC-Karten Ja Ja Ja Ja
NVMe-PCle-SSD- Ja Nein Ja Nein
Festplatten
SAS-/SATA- Nein Ja Ja Nein
Festplatten
TPM-Modul Nein Ja Ja Ja
Anwendung fur Nicht- | Nein Nein Nein Nein
SDL-Software und
-Peripheriegerate

Methoden fur Firmwareupdates

Sie kdnnen Firmwareupdates mithilfe der folgenden Methoden ausfuhren:

e Hochladen eines unterstitzten Imagetyps von einem lokalen System oder einer Netzwerkfreigabe

@ ANMERKUNG: Beim Aktualisieren der Geratefirmware mithilfe einer Image-Datei, die auf einem lokalen System oder einer
unterstitzten Netzwerkfreigabe gehostet wird, wird eine Netzwerkgeschwindigkeit von mindestens 5 Mbit/s empfohlen.

e \erbindung zu einer FTP-, TFTP-, HTTP- oder HTTPS-Seite oder zu einem Netzwerk-Repository, das Windows-DUPs und eine
entsprechende Katalogdatei enthélt

@ ANMERKUNG: Mithilfe von Dell Repository Manager kdnnen Sie Nutzerdefinierte Repositories erstellen. Weitere Informationen

finden Sie im Benutzerhandbuch fiir Dell Repository Manager Data Center. iDRAC kann einen Bericht Uber die Unterschiede

oder Datacenter-Lizenz verflgbar.

@ ANMERKUNG: Firmware-Updates Uber FTP schlagen fehl, wenn der verwendete HTTP-Proxy ohne Authentifizierung
konfiguriert ist. Stellen Sie sicher, dass Sie die Proxykonfiguration andern, damit die CONNECT-Methode Nicht-SSL-Ports

SSL_ports*®, die die Verwendung der CONNECT-Methode auf Nicht-SSL-Ports einschrankt.

@ ANMERKUNG: HTTP/HTTPS unterstitzt entweder nur Digest-Authentifizierung oder keine Authentifizierung.

e Planen wiederkehrender, automatischer Firmwareupdates mithilfe der Katalogdatei Nutzerdefiniertes Repository wird ebenfalls
unterstutzt.

Uberlegungen zu PSU-Firmwareupdates

Im Folgenden sind die Uberlegungen zu Firmwareupdates auf einem Netzteil aufgefiihrt:

° VORSICHT: Das Aktualisieren der PSU-Firmware kann einige Minuten dauern. Unterbrechen Sie wahrend des
Updates nicht den Vorgang und schalten Sie das System nicht ein, um Schaden am Netzteil zu vermeiden.

e Stellen Sie sicher, dass alle Server im selben Gehduse vor dem Update ausgeschaltet sind.

Uberlegungen zu iLKM und SEKM

Managed System einrichten

zwischen dem/der auf dem System installierten BIOS und Firmware und den im Repository verfliigbaren Updates liefern. Alle im
Repository enthaltenen verflgbaren Updates werden auf das System angewandt. Diese Funktion ist mit einer iDRAC Enterprise-

verwenden kann. Wenn Sie beispielsweise einen Squid-Proxy verwenden, entfernen Sie die Zeile ,http_access deny CONNECT !
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Im Folgenden sind iLKM- und SEKM-Uberlegungen wahrend Firmwareupdates aufgefuhrt:

e \Wenn der iLKM-Modus auf einem Controller aktiviert ist, schlagt das Zurtckstufen oder Upgrade der iDRAC-Firmware fehl, wenn
versucht wird, von einer iLKM- auf eine nicht-iLKM-iDRAC-Version zu wechseln. iDRAC-Firmwareupgrade oder -downgrade wird
erfolgreich durchgefthrt, wenn es mit den iLKM-Versionen durchgefthrt wird.

e Wenn der SEKM-Modus auf einem Controller aktiviert ist, schlagt das Zurlckstufen oder Upgrade der iDRAC-Firmware fehl,
wenn versucht wird, von einer SEKM- auf eine Nicht-SEKM-iDRAC-Version zu wechseln. Das Upgrade oder Downgrade der iDRAC-
Firmware ist erfolgreich, wenn es mit den SEKM-Versionen durchgefihrt wird.

e Das Downgrade der PERC-Firmware schlagt fehl, wenn SEKM oder iLKM aktiviert ist.

LC-Protokolle wahrend Firmwareupdates

Im Folgenden wird das Verhalten von Lifecycle-Controller-(LC-)Protokollen wahrend Firmwareupdates beschrieben:

e \Wenn versucht wird, ein Firmwareupdate auf einer Hot-Plug-féhigen Festplatte durchzufthren, wird eine Meldung Uber ein PR7-
Duplikat in den LC-Protokollen angezeigt.

e \Wenn der Jobstatus Wird ausgefiihrt ist und kein Status-Update von den Update-Modulen vorhanden ist, wird nach 6 Stunden ein
ZeitUberschreitung fur den Job ausgegeben und er wird als fehlgeschlagen gekennzeichnet.

e Wenn der Jobstatus Wird ausgefiihrt ist, wird der Firmware-Update-Job nach einem iDRAC-Neustart moglicherweise als
fehlgeschlagen gekennzeichnet.

e Nach dem Upgrade der iDRAC-Firmware sehen Sie mdglicherweise einen Unterschied im Zeitstempel, der in den LC-Protokollen
angezeigt wird. Die im LC-Protokoll angezeigte Uhrzeit unterscheidet sich wahrend eines iDRAC-Resets moglicherweise von der
NTP/BIOS-Uhrzeit fur einige Protokolle.

e Nach dem Update der PERC12- oder HBA12-Controller-Firmware unter Verwendung des Hostbetriebssystems gibt iDRAC
moglicherweise die ENC12- und PDR8-Meldungen fur Laufwerke aus, die diesen Controllern zugeordnet sind.

e | C-Protokolle werden angezeigt, wenn die Kommunikation wahrend eines GPU-Firmwareupdates unterbrochen und dann
wiederhergestellt wird.

Unterstitzte Komponenten fur Firmwareupdates in MX-Plattformen

Die folgende Tabelle enthélt Informationen dazu, ob ein Neustart des Systems erforderlich ist, wenn die Firmware flr eine bestimmte
Komponente in einer MX-Plattform aktualisiert wird:
@ ANMERKUNG: Wenn mehrere Firmwareupdates durch Out-of-Band-Methoden angewendet werden, werden die Aktualisierungen in

maoglichst effizienter Weise gereiht, um unndtige Systemneustarts zu vermeiden.

Tabelle 13. Firmwareupdate - unterstiitzte Komponenten fiir MX-Plattformen

Komponentenname Firmware-Rollback Out-of-Band — In-Band — Lifecycle
unterstiitzt? (Ja oder | Systemneustart Systemneustart Controller-Ul -
Nein) erforderlich? erforderlich? Neustart

erforderlich?

Diagnose Nein Nein Nein Nein

Treiberpaket des Nein Nein Nein Nein

Betriebssystems

iDRAC Ja Nein Nein* Ja

BIOS Ja Ja Ja Ja

RAID-Controller Ja Ja Ja Ja

BOSS Ja Ja Ja Ja

NVDIMM Nein Ja Ja Ja

Ruckwandplatinen Ja Ja Ja Ja

Gehause Ja Ja Nein Ja

Netzwerkadapter Ja Ja Ja Ja

Stromversorgungseinheit | Nein Nein Nein Nein

CPLD Nein Ja Ja Ja
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Tabelle 13. Firmwareupdate - unterstiitzte Komponenten fiir MX-Plattformen (fortgesetzt)

Komponentenname Firmware-Rollback Out-of-Band — In-Band — Lifecycle
unterstiitzt? (Ja oder | Systemneustart Systemneustart Controller-Ul -
Nein) erforderlich? erforderlich? Neustart

erforderlich?

FC-Karten Ja Ja Ja Ja

NVMe-PCle-SSD- Ja Nein Nein Nein

Festplatten

SAS-/SATA-Festplatten Nein Ja Ja Nein

* Zeigt an, dass obgleich ein Neustart des Systems nicht erforderlich ist, IDRAC neu gestartet werden muss, um die Aktualisierungen
anzuwenden. iDRAC-Kommunikation und -Uberwachung werden vortbergehend unterbrochen.

Wenn Sie nach Updates suchen, zeigt die als Verfiigbar markierte Version nicht immer an, dass es sich um die aktuellste verfligbare
Version handelt. Bevor Sie das Update installieren, stellen Sie sicher, dass die Version, die Sie installieren mdchten, neuer ist als die aktuell
installierte Version. Wenn Sie steuern méchten, welche Version iDRAC ermittelt, dann erstellen Sie mit Dell Repository Manager (DRM) ein
Nutzerdefiniertes Repository, und konfigurieren Sie iDRAC dafur, dieses Repository fur die Suche nach Aktualisierungen zu verwenden.
@ ANMERKUNG: Fur alle Updates, die iDRAC zurlicksetzen/neu starten mussen, oder fur den Fall, dass iDRAC neu gestartet wird,
wird empfohlen, zu Uberprifen, ob der iIDRAC vollstandig bereit ist. Warten Sie hierflr einige Sekunden im Intervall mit einem
maximalen Timeout von 5 Minuten, bevor Sie einen anderen Befehl verwenden.

@ ANMERKUNG: Nachdem Sie die PERC- oder HBA-Firmware auf Version 12.2 und hoéher aktualisiert haben, fihren Sie anstelle
des Warmstarts einen Kaltstart durch. Der Kaltstartvorgang sorgt dafur, dass der Try-Z&hler zuriickgesetzt wird, um die
Laufwerksicherheit zu entsperren und alle Berechtigunssperren fur In-Band-Updates zu verhindern.

@ ANMERKUNG: Nach dem Update der PERC12- oder HBA12-Controller-Firmware unter Verwendung des Hostbetriebssystems gibt
iDRAC moglicherweise die ENC12- und PDR8-Meldungen fur Laufwerke aus, die diesen Controllern zugeordnet sind.

Aktualisieren der Geratefirmware eines einzelnen Gerates mithilfe der
Webschnittstelle

Verwenden Sie die Firmware-Images vom lokalen System oder von einem Repository auf einer Netzwerkfreigabe (CIFS, NFS, HTTP,
HTTPS oder FTP).

Vor der Aktualisierung der Firmware mithilfe der Einzelgerate-Aktualisierung stellen Sie sicher, dass das Firmware-Abbild an einen
Speicherort auf dem lokalen System heruntergeladen ist.

®| ANMERKUNG: Stellen Sie sicher, dass der Dateiname der Einzelkomponenten-DUPs keine Leerzeichen enthalt.

@ ANMERKUNG: Stellen Sie vor dem Update des Gehdusemanagers sicher, dass die iDRAC-Firmwareversion die entsprechende
Gehdusemanager-Version unterstiitzt. Weitere Informationen zur unterstitzten iDRAC-Version finden Sie in den Versionshinweisen
zur Geh&usemanager-Firmware.

So aktualisieren Sie die Geratefirmware eines einzelnen Gerates mithilfe der iDRAC-Webschnittstelle:

1. Gehen Sie zu Wartung > Systemaktualisierung. Die Seite Firmware-Aktualisierung wird angezeigt.
2. Wahlen Sie auf der Registerkarte Aktualisieren die Option Lokal als Speicherorttyp aus.

ANMERKUNG: Wenn Sie ,Lokal” auswahlen, vergewissern Sie sich, dass Sie das Firmware-Image in einen Speicherort auf dem
lokalen System herunterladen. Wéahlen Sie eine Datei aus, die IDRAC zum Update bereitgestellt werden soll. Sie kdnnen weitere
Dateien (einzeln) fir das Hochladen auf den iDRAC auswahlen. Die Dateien werden in einen temporaren Speicherplatz auf dem
iDRAC hochgeladen. Die maximale Kapazitat des Speicherplatzes betragt ca. 300 MB.

3. Klicken Sie auf Durchsuchen, wahlen Sie die Firmware-Image-Datei fur die gewinschte Komponente aus und klicken Sie dann auf
Hochladen. Die erforderliche Firmware wird auf iDRAC hochgeladen.

4. Nachdem der Hochladevorgang abgeschlossen ist, wird im Abschnitt Aktualisierungsdetails jede auf iDRAC hochgeladene
Firmware-Datei mit ihrem Status angezeigt.
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@ ANMERKUNG: Wenn die Firmware-Imagedatei gultig ist und erfolgreich hochgeladen wurde, zeigt die Inhaltsspalte ein

Pluszeichen [*/ neben dem Dateinamen des Firmware-Image an. Erweitern Sie den Namen, um Informationen zu Geritenamen,
aktuellen und verfiigbaren Firmware-Versionen anzuzeigen.

5. Wahlen Sie die Firmware-Datei aus und nehmen Sie einen der folgenden Schritte vor:

e Fir Firmware-Images, bei denen kein Neustart des Hostsystems erforderlich ist, klicken Sie auf Installieren (einzige verfligbare
Option). Zum Beispiel: IDRAC-Firmwaredatei.

e Fir Firmwareimages, bei denen ein Neustart des Hostsystems erforderlich ist, klicken Sie auf Installieren und Neustart oder
Beim nachsten Systemstart installieren. Aktualisierungen, bei denen ein Neustart des Systems erforderlich ist, werden
stufenweise durchgefihrt und beim ndchsten Systemneustart Ubernommen. Es ist nur ein Systemneustart erforderlich, um alle
Aktualisierungen durchzufihren.

e Um die Aktualisierung der Firmware abzubrechen, klicken Sie auf Abbrechen.

@ ANMERKUNG: Wenn Sie auf Installieren, Installieren und Neustart oder Beim nachsten Neustart installieren klicken,
wird die Meldung Updating Job Queue angezeigt.

6. Um die Seite Job-Warteschlange anzuzeigen, klicken Sie auf Job-Warteschlange. Verwenden Sie diese Seite, um die
bereitgestellten Firmware-Aktualisierungen anzuzeigen und zu managen, oder klicken Sie auf OK, um die aktuelle Seite zu aktualisieren
und den Status der Firmware-Aktualisierung anzuzeigen.

@ ANMERKUNG: Wenn Sie die Seite verlassen, ohne die Aktualisierungen zu speichern, wird eine Fehlermeldung angezeigt und der
gesamte hochgeladene Inhalt geht verloren.

@ ANMERKUNG: Wenn die Sitzung nach dem Hochladen der Firmwaredatei abgelaufen ist, kdnnen Sie nicht fortfahren. Dieses
Problem kann nur tber RACADM reset behoben werden.

@ ANMERKUNG: Nachdem das Firmwareupdate abgeschlossen ist, wird eine Fehlermeldung angezeigt: RAC0508: An
unexpected error occurred. Wait for few minutes and retry the operation. If the problem
persists, contact service provider. Diesist zu erwarten. Sie kbnnen ein wenig warten und den Browser
aktualisieren. Anschlief3end werden Sie auf die Anmeldeseite weitergeleitet.

7. Wenn der Jobstatus Abgeschlossen, virtuelles Ein-/Ausschalten ausstehend ist, schalten Sie den Server physisch bzw. virtuell
aus und ein.

@ ANMERKUNG: Verwenden Sie die Redfish-URI| (Redfish/v1/Chassis/System.Embedded.1/Actions/OEM/
DellOemChassis.ExtendedReset mit ResetType=PowerCycle und FinalState=Ein/Aus (um das System nach abgeschlossenem
VAC einzuschalten oder im ausgeschalteten Zustand zu belassen), um den virtuellen Aus- und Einschaltvorgang durchzufthren.
Wenn eine andere Methode zum Aus- und Einschalten verwendet wird, schlégt der Echtzeitjob moglicherweise fehl. Die
aktualisierte Version spiegelt jedoch weiterhin das Aus- und Einschalten des Netzstroms wider.

Planung automatischer Firmware-Aktualisierungen

Sie kénnen einen wiederkehrenden Zeitplan fur iDRAC angeben, um nach Firmware-Aktualisierungen zu suchen. Zum geplanten Zeitpunkt
verbindet sich der iDRAC mit dem angegebenen Ziel, sucht nach neuen Updates und wendet alle anwendbaren Updates an oder

stellt sie bereit. Auf dem Remote-Server wird eine Protokolldatei erstellt, die Informationen Uber den Serverzugriff und bereitgestellte
Firmware-Updates enthélt.

Es wird empfohlen, ein Repository mit Dell Repository Manager (DRM) zu erstellen und den iDRAC so zu konfigurieren, dass er dieses
Repository verwendet, um nach Firmware-Updates zu suchen und diese durchzuftihren. Die Verwendung eines internen Repositorys
ermadglicht Ihnen, die fur den iDRAC verflgbare Firmware und Versionen zu steuern und unbeabsichtigte Firmware&nderungen zu
vermeiden.

®|ANMERKUNG: Weitere Informationen zu DRM finden Sie unter OpenManage HandbUcher > Repository Manager.
Sie kdnnen automatische Firmware-Aktualisierungen mithilfe der iDRAC-Webschnittstelle oder mit RACADM planen.

®| ANMERKUNG: Die IPv6-Adresse wird bei der Planung automatischer Firmware-Aktualisierungen nicht unterstitzt.
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Planen der automatischen Firmware-Aktualisierung mithilfe der
Webschnittstelle

So erstellen Sie einen Zeitplan fur die automatische Aktualisierung der Firmware mithilfe der Webschnittstelle:

@ ANMERKUNG: Erstellen Sie nicht die ndchste geplante Ausflihrung eines automatischen Aktualisierungsjobs, wenn bereits ein Job
geplant ist. Dadurch wird der aktuell geplante Job Uberschrieben.

1. Klicken Sie auf der iDRAC-Weboberflache auf Wartung > Systemupdate > Automatisches Update.
Die Seite Firmware-Aktualisierung wird angezeigt.

2. Klicken Sie auf die Registerkarte Automatische Aktualisierung.

3. Wahlen Sie die Option Automatische Aktualisierung aktivieren aus.

4. Wahlen Sie eine der folgenden Optionen aus, um anzugeben, ob ein Systemneustart erforderlich ist, nachdem die Aktualisierungen
bereitgestellt wurden:

e Aktualisierungen planen — Stellt die Firmware-Aktualisierungen bereit, fihrt aber keinen Serverneustart aus.
e Aktualisierungen planen und Server neu starten — Initiiert einen Server-Neustart, nachdem die Firmware-Aktualisierungen
bereitgestellt wurden.
5. Wahlen Sie eine der folgenden Optionen, um den Speicherort der Firmware-Abbilder anzugeben:

e Netzwerk — Verwenden Sie die Katalogdatei einer Netzwerkfreigabe (CIFS, NFS, HTTP oder HTTPS, TFTP). Geben Sie die
Details zur Netzwerkfreigabe ein.

@ ANMERKUNG: Beim Angeben der Netzwerkfreigabe wird empfohlen, fir Nutzername und Kennwort Sonderzeichen zu
vermeiden oder Prozent kodieren Sie diese Sonderzeichen.

FTP - Verwenden Sie die Katalogdatei der FTP-Site. Geben Sie die Details zur FTP-Site ein.
HTTP oder HTTPS — Ermdglicht das Streamen von Katalogdateien sowie Dateilibertragungen Gber HTTP und HTTPS.
6. Geben Sie anhand der Auswahl in Schritt 5 die Netzwerkeinstellungen oder die FTP-Einstellungen ein.
Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

7. Geben Sie im Abschnitt Aktualisierungszeitplan die Startzeit fur die Firmware-Aktualisierung und die Haufigkeit der Aktualisierung
(taglich, wochentlich oder monatlich) ein.

Weitere Informationen zu den Feldern finden Sie in der iDRAC-Online-Hilfe.

8. Kiicken Sie auf Aktualisierung planen.

Der néchste geplante Job wird in der Job-Warteschlange erstellt. Finf Minuten, nachdem die erste Instanz des wiederkehrenden Jobs

begonnen hat, wird der Job flr den ndchsten Zeitraum erstellt.

Planen des automatischen Firmwareupdates mithilfe von RACADM

Verwenden Sie zum Erstellen von Zeitplanen fur das automatische Firmwareupdate die folgenden Befehle:
e Fir die Aktivierung des automatischen Firmwareupdates:
racadm set lifecycleController.lcattributes.AutoUpdate.Enable 1

e Zum Anzeigen des Status des automatischen Firmwareupdates:

racadm get lifecycleController.lcattributes.AutoUpdate

e Zum Planen der Startzeit und Haufigkeit des Firmwareupdates:

racadm AutoUpdateScheduler create -u username -p password -1 <location> [-f
catalogfilename -pu <proxyuser> -pp<proxypassword> -po <proxy port> -pt <proxytype>] -time
< hh:mm> [-dom < 1 - 28,L,’*"> -wom <1-4,L,"*’> -dow <sun-sat,’*’>] -rp <1-366> -a
<applyserverReboot (l-enabled | 0O-disabled)>

Beispiel:
o Fir das automatische Update der Firmware mithilfe einer CIFS-Freigabe:

racadm AutoUpdateScheduler create -u admin -p pwd -1 //1.2.3.4/CIFS-share —-f cat.xml
-time 14:30 -wom 1 -dow sun -rp 5 -a 1
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o FUr das automatische Update der Firmware mithilfe von FTP:

racadm AutoUpdateScheduler create -u admin -p pwd -1 ftp.mytest.com -pu puser —-pp puser
-po 8080 -pt http -f cat.xml -time 14:30 -wom 1 -dow sun -rp 5 -a 1

e Zum Anzeigen des aktuellen Zeitplans des Firmwareupdates:

racadm AutoUpdateScheduler view

e Zum Deaktivieren des automatischen Firmwareupdates:

racadm set lifecycleController.lcattributes.AutoUpdate.Enable 0

e Zum Ldschen der Einzelheiten der Zeitplane:

racadm AutoUpdateScheduler clear

Aktualisieren der Geratefirmware uber RACADM

Verwenden Sie zum Update der Geratefirmware mit RACADM den Unterbefehl update. Weitere Informationen finden Sie im
Benutzerhandbuch fiir die Integrated Dell Remote Access Controller-RACADM-CLI, verfigbar auf iDRAC-Handbucher.

Beispiele:
e |aden Sie die Update-Datei von einer Remote-HT TP-Freigabe hoch:
racadm update -f <updatefile> -u admin -p mypass -1 http://1.2.3.4/share

e Laden Sie die Update-Datei von einer Remote-HT TPS-Freigabe hoch:

racadm update -f <updatefile> -u admin -p mypass -1 https://1.2.3.4/share

e 5o erstellen Sie einen Vergleichsreport mit einem Update-Repository:

racadm update -f catalog.xml -1 //192.168.1.1 -u test -p passwd --verifycatalog

e So flhren Sie alle verfigbaren Updates aus dem Update-Repository mit myfile.xml als Katalogdatei sowie einen ordentlichen
Neustart durch:

racadm update -f “myfile.xml” -b “graceful” -1 //192.168.1.1 —-u test -p passwd

e So flhren Sie alle verfligbaren Updates von einem FTP-Update-Repository mit Catalog.xml als Katalogdatei durch:

racadm update —-f “Catalog.xml” -t FTP -e 192.168.1.20/Repository/Catalog

Firmware liber die CMC-Web-Schnittstelle aktualisieren

Sie kénnen die iDRAC-Firmware fir Blade-Server (ber die CMC-Webschnittstelle aktualisieren.
So aktualisieren Sie die iDRAC-Firmware Uber die CMC-Webschnittstelle:

1. Melden Sie sich bei der CMC-Webschnittstelle an.

2. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > CMC.
Die Seite iDRAC bereitstellen wird angezeigt.

3. Kiicken Sie auf iDRAC-Web-Schnittstelle starten, und fihren Sie dann die iDRAC-Firmware-Update aus.

Firmware uber DUP aktualisieren

Bevor Sie die Firmware Uber das Dell Update Package (DUP) aktualisieren, mussen Sie Folgendes sicherstellen:
e |[nstallieren und aktivieren Sie die IPMI und die Treiber des verwalteten Systems.

e Aktivieren und starten Sie den Windows-Verwaltungsinstrumentationsdienst (WMI), wenn Ihr System auf einem Windows-
Betriebssystem lauft.
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@ ANMERKUNG: Wahrend Sie die iDRAC-Firmware Uber das DUP-Dienstprogramm flr Linux aktualisieren und Fehlermeldungen
wie usb 5-2: device descriptor read/64, error -71 aufder Konsole angezeigt werden, kénnen Sie diese
Fehlermeldungen ignorieren.

e \Wenn auf dem System der ESX-Hypervisor installiert ist, mtssen Sie fur das Ausfihren der DUP-Datei sicherstellen, dass der Dienst
Lusbarbitrator” Uber den folgenden Befehl angehalten wird: service usbarbitrator stop

Einige Versionen von DUPs sind so konstruiert, dass sie miteinander in Konflikt stehen. Dies geschieht im Laufe der

Zeit, wenn neue Versionen der Software erstellt werden. Bei einer neueren Software-Version kann die Unterstitzung fur

altere Gerate entfallen. Unterstltzung fir neue Geréate kann hinzugefligt werden. Betrachten Sie zum Beispiel die beiden

DUPs Network_Firmware_NDT09_WN64_21.60.5.EXE und Network_Firmware_8J1P7_WN64_21.60.27.50.EXE. Die von diesen DUPs
unterstitzten Gerate lassen sich in drei Gruppen einteilen.

e Gruppe A sind Altgeréte, die nur vom NDTO9 unterstitzt werden.
e Gruppe B sind Gerate, die sowohl von NDTQ09 als auch von 8J1P7 unterstitzt werden.
e Gruppe C sind neue Gerate, die nur von 8J1P7 unterstltzt werden.

Betrachten Sie einen Server, der Uber ein oder mehrere Geréte aus jeder der Gruppen A, B und C verfugt. Wenn die DUPs einzeln
eingesetzt werden, sollten sie erfolgreich sein. Die Verwendung von NDTO9 allein aktualisiert die Geréate in Gruppe A und Gruppe B. Die
Verwendung von 8J1P7 allein aktualisiert Geréate in Gruppe B und Gruppe C. Wenn Sie jedoch versuchen, beide DUPs gleichzeitig zu
verwenden, kann dies dazu fuhren, dass Sie versuchen, zwei Aktualisierungen fur die Gerate der Gruppe B gleichzeitig zu erstellen. Das
kann mit einem gultigen Fehler fehischlagen: , Auftrag flr dieses Gerat ist bereits vorhanden®. Die Aktualisierungssoftware ist nicht in
der Lage, den Konflikt zweier gultiger DUPs zu lésen, die gleichzeitig zwei giltige Aktualisierungen auf denselben Geréten versuchen.

Gleichzeitig sind beide DUPs verpflichtet, Gerate der Gruppe A und der Gruppe C zu unterstitzen. Der Konflikt erstreckt sich auch auf die

Durchfiihrung von Rollbacks auf den Geréaten. Als bewéahrte Vorgehensweise wird vorgeschlagen, jede DUP einzeln zu verwenden.
So aktualisieren Sie iIDRAC tber DUP:

1. Laden Sie das DUP-Dienstprogramm auf der Basis des installierten Betriebssystems herunter, und fuhren Sie es auf dem Managed
System aus.

2. Fuhren Sie DUP aus.
Die Firmware wurde aktualisiert. Ein Systemneustart ist nicht erforderlich, nachdem die Firmware-Aktualisierung abgeschlossen ist.

Firmware uber Remote-RACADM aktualisieren

1. Laden Sie das Firmware-Image auf den FTP- oder TFTP-Server herunter. Beispiel: C: \downloads\firmimg.d9
2. Fuhren Sie den folgenden RACADM-Befehl aus:

TFTP-Server:

e Verwendung des Befehls fwupdate:
racadm -r <iDRAC IP address> -u <username> -p <password> fwupdate -g -u -a <path>

path
der Speicherort auf dem TFTP-Server, an dem firmimg.d9 gespeichert ist.
e Verwendung des Befehls update:

racadm -r <iDRAC IP address> -u <username> -p <password> update —f <filename>

FTP-Server

e Verwendung des Befehls fwupdate:

racadm -r <iDRAC IP address> -u <username> -p <password> fwupdate -f <ftpserver IP>
<ftpserver username> <ftpserver password> —-d <path>

path
der Speicherort auf dem FTP-Server, an dem firmimg.d9 gespeichert ist.
e Verwendung des Befehls update:

racadm -r <iDRAC IP address> -u <username> -p <password> update —f <filename>

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.
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Firmware uber die Lifecycle Controller-Remote-Dienste aktualisieren

Weitere Informationen zum Aktualisieren der Firmware Uber die Lifecycle Controller-Remote-Dienste finden Sie unter Das Schnellstart-
Benutzerhandbuch fr Lifecycle Controller Remote Services ist verflugbar auf der Seite IDRAC-Handbticher..

Aktualisieren der CMC-Firmware uiber iDRAC

Bei PowerEdge FX2-/FX2s-Geh&usen kénnen Sie die Firmware fiir den Chassis Management Controller und alle Komponenten
aktualisieren, die von CMC aktualisiert und Uber die Server von iDRAC aus freigegeben werden kénnen.

Bevor Sie die Aktualisierung anwenden, stellen Sie Folgendes sicher:

e Server diurfen nicht durch CMC eingeschaltet werden.

e Gehduse mit LCD missen die folgende Meldung anzeigen: ,,Die Aktualisierung von <Name der Komponente> lauft”.
e (Gehause ohne LCD missen den Aktualisierungsvorgang durch Blinken eines LED-Musters anzeigen.

e Wahrend der Aktualisierung sind die Geh&use-Aktionsstrombefehle deaktiviert.

Die Aktualisierungen fur Komponenten wie Programmable System-on-Chip (PSoC) von EAM, die erfordern, dass alle Server im
Ruhezustand sind, werden beim nachsten Aus- und Einschaltvorgang des Gehauses angewandt.

CMC-Einstellungen zum Update der iDRAC-Firmware tiber iDRAC

Fuhren Sie bei PowerEdge FX2-/FX2s-Gehausen vor dem Firmware-Update Gber iDRAC fur CMC und dessen freigegebenen
Komponenten die folgenden Schritte aus:

1. Starten der CMC-Webschnittstelle

2. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > CMC.
Die Seite iDRAC bereitstellen wird angezeigt.

3. Wahlen Sie aus dem Drop-down-Men(i Gehduseverwaltung im Servermodus den Eintrag Managen und Uberwachen aus und
klicken Sie auf Anwenden.

iDRAC-Einstellungen zur Aktualisierung der CMC-Firmware

Nehmen Sie bei FX2-/FX2s-Geh&usen vor der Aktualisierung der Firmware fir CMS und dessen freigegebener Komponenten tber iDRAC
die folgenden Einstellungen in iDRAC vor:
1. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > CMC.
2. Kiicken Sie auf Firmwareupdate fiir Chassis Management Controller.
Daraufhin wird die Seite Firmware-Aktualisierungseinstellungen fiir den Chassis Management Controller angezeigt.
3. Wahlen Sie fur CMC-Aktualisierungen liber das BS und Lifecycle Controller zulassen, und wéhlen Sie Aktiviert aus, um die
CMC-Firmware-Aktualisierung Uber iDRAC zu aktivieren.

4. Stellen Sie unter Aktuelle CMC-Einstellung sicher, dass fir Gehduseverwaltung im Servermodus die Option Managen und
tuiberwachen angezeigt wird. Sie konnen dies in CMC einstellen.

Neustartfreie Updates

Ab iDRAC-Version 6.10.00.00 unterstitzt iDRAC neustartfreie Updates. Mit dieser Funktion kénnen Sie ein Firmwareupdate von iDRAC
aus ohne Neustart des Hostservers durchfihren, um das Update vor dem Laden des BETRIEBSSYSTEMS zu initiieren und durchzufthren.
Um zu ermitteln, ob das DUP Seitenband-Updates unterstitzt, gibt es Tags, mit denen festgestellt werden kann, ob die DUP-Firmware
das direkte Seitenband-Update (PLDM, NVMe-MI usw.) und/oder die UEFI-FMP-Updatemethode und die Art der im DUP vorhandenen
Payload unterstitzt.

Wenn iDRAC die Komponenten inventarisiert, entscheidet es, ob die jeweilige Komponente direkte Seitenband-Updates oder UEFI-FMP-
basierte Legacy-Updates unterstitzt und einen Hostneustart erfordert oder nicht.

®| ANMERKUNG: Einige Gerate wie Netzwerkadapter bendtigen mdglicherweise ein Aus- und Einschalten fir das Firmwareupdate.
Zwei fur PLDM-Firmwareupate-Funktionen spezifische Eigenschaften sind im Softwarebestand aufgefuhrt:

PLDMCapabilitiesDuringUpdate und PLDMFDPCapabilitiesDuringUpdate. Diese Parameter sind nur fur Geréte verfugbar, die
PLDM-Firmwareupdates unterstutzen.
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®| ANMERKUNG: Die PLDM-basierte Updatefunktion wird nur auf Plattformen mit 1 GB iDRAC-Storage unterstiitzt.

Die iDRAC/LC-Updatemodule verarbeiten die Neustart- oder neustartlosen Methoden basierend auf dem Support. Im Folgenden sind die
verschiedenen Updatemethoden aufgefuhrt:

Direktes Seitenband-Update, Neustart zur Laufzeit identifiziert

Direktes Seitenband-Update ohne Neustart

SSM (UEFI FMP-basiert)/SMA-basiertes Update

Redstone FPGA, PDB CPLD-Update von iDRAC

CPLD-Update von iDRAC

ANMERKUNG: Im Falle von Repository-Updates missen die Anwendungsupdates, fur die kein Neustart des Hosts erforderlich ist,
sofort durchgefihrt werden.

ANMERKUNG: Fur direkte Updates (Echtzeit-FW-Updates) von iDRAC gibt es einen LCLOG (SUP200, SUP0518, SUP516) mit
einer Geratebeschreibung (nutzerfreundliche FQDD-Informationen) anstelle der Produktbeschreibung.

ANMERKUNG: Wenn NVMe-Laufwerke hinter PERC (vorne) und direkt in der hinteren Ruckwandplatine oder umgekehrt
angeschlossen sind, funktioniert das Update ohne Neustart der direkt angeschlossenen Laufwerke nicht.

ANMERKUNG: Wenn Sie Firmwareupdates Uber die LC-Benutzeroberflache fur Storage-Komponenten durchfihren, die ohne
Neustart updatefahig sind, schlagen die Updates fehl. Verwenden Sie daher iDRAC-Schnittstellen fur alle Firmwareupdates.

@ @ @ @.....

Anzeigen und Managen von gestuften Aktualisierungen

Sie kdnnen die geplanten Jobs einschlie3lich Konfigurations- und Update-Jobs anzeigen und I6schen. Hierbei handelt es sich um eine
lizenzierte Funktion. Alle Jobs, die wahrend des ndchsten Neustarts ausgefihrt werden sollen, kdnnen geldscht werden.

@ ANMERKUNG: Wahrend der Durchfiihrung von Updates oder anderen Aufgaben und Jobs darf der Host oder der iDRAC auf
keine Weise neu gestartet, heruntergefahren oder aus- und eingeschaltet werden (manuell, mit den Tasten ,Strg+Alt+Entf* oder
auf andere Weise Uber die iIDRAC-Schnittstellen). Das System (Host und iDRAC) sollte immer ordnungsgemaf3 neu gestartet/
heruntergefahren werden, wenn keine Aufgaben oder Jobs in iDRAC oder Host ausgefihrt werden. Ein nicht ordnungsgemafies
Herunterfahren oder Unterbrechen eines Vorgangs kann zu unvorhersehbaren Ergebnissen wie Firmwarebeschadigung, Erzeugung
von Core-Dateien, RSODs, YSODs, Fehlerereignissen in LCL usw. fUhren.

@ ANMERKUNG: Fur alle Updates, die iDRAC zurlicksetzen/neu starten mussen, oder fur den Fall, dass iDRAC neu gestartet wird,
wird empfohlen, zu Uberprifen, ob der iDRAC vollstandig bereit ist. Warten Sie hierfir einige Sekunden im Intervall mit einem
maximalen Timeout von 5 Minuten, bevor Sie einen anderen Befehl verwenden.

Anzeigen und Managen gestufter Aktualisierungen unter Verwendung
der iDRAC-Weboberflache

Um die Liste der geplanten Jobs auf der iDRAC-Weboberflache anzuzeigen, gehen Sie zu Wartung > Jobwarteschlange. Die
Seite Jobwarteschlange zeigt den Status von Jobs in der Lifecycle Controller-Jobwarteschlange an. Weitere Informationen zu den
angezeigten Feldern finden Sie in der iDRAC-Online-Hilfe.

Wahlen Sie zum Léschen von Jobs die jeweiligen Jobs aus und klicken Sie auf Loschen. Die Seite wird aktualisiert, und der ausgewahlte
Job wird aus der Jobwarteschlange des Lifecycle Controller entfernt. Sie kdnnen alle Jobs in der Warteschlange 16schen, die beim
nachsten Neustart ausgefiihrt werden sollten. Sie kdnnen aktive Jobs, d. h. Jobs mit dem Status Wird ausgefiihrt oder Wird
heruntergeladen, nicht |6schen.

Sie brauchen Berechtigungen zur Serversteuerung, um Jobs zu I6schen.

Anzeigen und Managen gestufter Aktualisierungen unter Verwendung
von RACADM

Zur Anzeige der gestuften Updates Uber RACADM verwenden Sie den Unterbefehl jobqueue. Weitere Informationen finden Sie im
RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Managed System einrichten 87


https://www.dell.com/idracmanuals

Rollback der Gerate-Firmware durchfuhren

Sie kdnnen die Firmware fur den iDRAC oder jedes Gerat, das vom Lifecycle Controller unterstitzt wird, zurlicksetzen, auch wenn das
Upgrade zuvor Uber eine andere Schnittstelle durchgefihrt wurde. Beispiel: Wenn das Upgrade Uber die Ul von Lifecycle Controller
durchgefiihrt wurde, kdnnen Sie die Firmware Uber die IDRAC-Weboberflache zurlicksetzen. Sie kdnnen die Firmware fir mehrere Geréte
gleichzeitig im Rahmen eines einzigen Systemneustarts zurlicksetzen.

Die Dell PowerEdge-Server der 14. Generation verfugen Uber eine einzige iDRAC-Firmware. Durch ein Rollback der iDRAC-Firmware wird
auch die Lifecycle Controller-Firmware zurlickgesetzt.

Es wird empfohlen, die Firmware zu aktualisieren, um sicherzustellen, dass Sie Uber die neuesten Funktionen und Sicherheitsupdates
verfligen. Setzen Sie das Update zurlick oder installieren Sie eine frihere Version, wenn nach einem Update Probleme auftreten.
Verwenden Sie fUr die Installation einer friiheren Version den Lifecycle Controller, um nach Updates zu suchen und die Version
auszuwahlen, die Sie installieren mdchten.

Informationen zu den unterstitzten und nicht unterstitzten Komponenten fur ein Firmware-Rollback finden Sie unter Unterstitzte
Komponenten fur Firmwareupdates in MX-Plattformen.

Sie kdénnen die Firmware der folgenden Komponenten zurlicksetzen:

iDRAC mit Lifecycle Controller
BIOS

Netzwerkschnittstellenkarte (NIC)
Netzteil (PSU)

RAID-Controller

Ruckwandplatine

@| ANMERKUNG: Fir das Diagnoseprogramm, Treiberpakete und CPLD kann die Firmware nicht zurlickgesetzt werden.

Stellen Sie vor dem ZurUcksetzen der Firmware Folgendes sicher:

e Sie verflgen Uber Konfigurationsberechtigungen zum Zurticksetzen der iDRAC-Firmware.

e Sie verflgen Uber Serversteuerungsberechtigungen und haben Lifecycle Controller fur das Zurticksetzen der Firmware fir andere
Geréte als den iDRAC aktiviert.

e Andern Sie den NIC-Modus auf Dediziert, wenn der Modus als Gemeinsam genutztes LOM eingestellt wurde.
Sie kdnnen ein Rollback der Firmware auf die zuvor installierte Version Uber eines der folgenden Verfahren ausfuhren:

iDRAC-Weboberflache

CMC-Webschnittstelle (nicht unterstitzt auf MX-Plattformen)
OME-modulare Webschnittstelle (Unterstitzt auf MX-Plattformen)
CMC RACADM CLI (nicht unterstttzt auf MX-Plattformen)

iDRAC RACADM CLI

Lifecycle-Controller-Ul

Lifecycle Controller-Remote-Dienste

Redfish API

Rollback fiir die Firmware uber die iDRAC-Webschnittstelle
durchfuhren

So fUhren Sie einen Rollback der Gerate-Firmware aus:

1. Gehen Sie auf der iDRAC-Weboberfldche zu Wartung > Systemupdate > Rollback.
Auf der Seite Rollback werden die Geréte aufgelistet, fur die Sie ein Rollback der Firmware durchflhren kénnen. Sie konnen
den Gerdtenamen, die zugehorigen Geréte, die derzeit installierte Firmware-Version und die zum Zurticksetzen verfligbare Firmware-
Version einsehen.

2. Wahlen Sie eines oder mehrere Gerate aus, fur die Sie einen Firmware-Rollback ausfiihren méchten.

3. Auf Grundlage der ausgewahlten Geraten klicken Sie auf Installieren und Neustart oder Beim nachsten Neustart installieren.
Wenn nur iDRAC ausgewahlt wurde, klicken Sie auf Installieren.
Wenn Sie auf Installieren und neu starten oder Nachsten Neustart installieren klicken, wird die Meldung ,.Job-Warteschlange
wird aktualisiert” angezeigt.

4. Klicken Sie auf Job-Warteschlange.
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Die Seite Job-Warteschlange wird angezeigt, auf der Sie die bereitgestellten Firmwareaktualisierungen anzeigen und managen
konnen.

@ ANMERKUNG:

e Wenn Sie sich im Rollback-Modus befinden, wird der Rollback-Vorgang auch dann im Hintergrund fortgesetzt, wenn Sie zu
einer anderen Seite wechseln.

In folgenden Féllen wird eine Fehlermeldung angezeigt:

e Sie verflgen nicht Uber die erforderliche Serversteuerungsberechtigung zum Zurticksetzen der Firmware fur andere Geréte als den
iDRAC, oder Sie verfugen nicht Gber die erforderliche Konfigurationsberechtigung zum Zurticksetzen der iDRAC-Firmware.

e Die Firmware wird bereits in einer anderen Sitzung zurlickgesetzt.
e Es wurden Aktualisierungen zur Ausfihrung bereitgestellt oder sie werden bereits ausgefthrt.

Wenn Lifecycle Controller deaktiviert ist oder sich im Wiederherstellungszustand befindet und Sie versuchen, die Firmware flr ein
anderes Gerét als iDRAC zurickzusetzen, wird eine Warnmeldung mit Hinweisen zum Aktivieren von Lifecycle-Controller angezeigt.

Rollback der Firmware tliber die CMC-Web-Schnittstelle durchfiihren

So fuhren Sie ein Rollback Uber die CMC-Web-Schnittstelle durch:
1. Melden Sie sich bei der CMC-Webschnittstelle an.

2. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > CMC.
Die Seite iDRAC bereitstellen wird angezeigt.

3. Klicken Sie auf iDRAC starten und flhren Sie ein Geratefirmware-Rollback durch, wie in Rollback flr die Firmware Uber die
IDRAC-Webschnittstelle durchfluhren beschrieben.

Rollback der Firmware tiber RACADM durchfiihren

1. Uberprifen Sie den Status von Rollback-Vorgang und FQDD mit dem Befehl swinventory:
racadm swinventory

Fur das Gerét, fur das Sie den Firmware-Rollback ausfihren méchten, muss die Rol1lback Version als Available angezeigt
werden. Notieren Sie auf3erdem die FQDD.

2. Fuhren Sie den Rollback der Gerate-Firmware mithilfe des folgenden Befehls aus:

racadm rollback <FQDD>

Weitere Informationen finden Sie unter RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Rollback der Firmware uber Lifecycle Controller durchfiihren

Informationen hierzu finden Sie unter Benutzerhandbuch fiir den Dell Lifecycle Controller ist verfigbar unter iIDRAC-Handbtcher..

Rollback der Firmware uber die Remote-Dienste fur den Lifecycle
Controller durchfihren

Informationen hierzu finden Sie unter Das Schnellstart-Benutzerhandbuch fir Lifecycle Controller Remote Services ist verflgbar auf der
Seite IDRAC-Handbtcher..

iDRAC wiederherstellen

iDRAC unterstutzt zwei Arten von Betriebssystem-Images, um sicherzustellen, dass ein startfahiger iDRAC vorhanden ist. Im Falle eines
unerwarteten schwerwiegenden Fehlers und Verlusts beider Startpfade:
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Der iDRAC-Bootloader erkennt, dass kein startfahiges Image vorhanden ist.

Die LED fur den Systemzustand und die Identifizierung blinkt mit einer Taktrate von ~1/2 Sekunde. (Die LED befindet sich bei Rack-
und Tower-Servern auf der Ruckseite und bei Blade-Servern auf der Vorderseite.)

Der Bootloader fragt den SD-Kartensteckplatz ab.

Formatieren Sie eine SD-Karte mit FAT Uber ein Windows-Betriebssystem oder EXT3 Uber ein Linux-Betriebssystem.
Kopieren Sie das Image firmimg.d9 auf die SD-Karte.

Legen Sie die SD-Karte in den Server ein.

Bootloader erkennt die SD-Karte, schaltet die blinkende LED auf eine dauerhaft gelbe Anzeige, liest das Image , firmimg.d9“,
programmiert iDRAC um und startet iDRAC neu.

Easy Restore (Einfache Wiederherstellung)

Easy Restore verwendet den Easy Restore-Flash-Storage, um die Daten zu sichern. Wenn Sie die Hauptplatine ersetzen und das System
einschalten, fragt das BIOS den iDRAC ab und fordert Sie auf, die gesicherten Daten wiederherzustellen. Der erste BIOS-Bildschirm
fordert Sie auf, die Service-Tag-Nummer, Lizenzen und UEFI-Diagnoseanwendung wiederherzustellen. Der zweite BIOS-Bildschirm
fordert Sie auf, die Systemkonfiguration wiederherzustellen. Wenn Sie die Daten auf dem ersten BIOS-Bildschirm nicht wiederherstellen
und wenn Sie das Service-Tag nicht mit einer anderen Methode festlegen, wird der erste BIOS-Bildschirm wieder angezeigt. Der zweite
BIOS-Bildschirm wird nur einmal angezeigt.

@ ANMERKUNG:
e Die Einstellungen der Systemkonfigurationen werden nur gesichert, wenn CSIOR (Collect System Inventory On Reboot) aktiviert
ist. Stellen Sie sicher, dass der Lifecycle Controller und CSIOR aktiviert sind.

e Easy Restore (Einfache Wiederherstellung) sichert keine anderen Daten (z.B. Firmware-Images, vFlash-Daten oder
Erweiterungskarten-Daten).

@ ANMERKUNG: Beim Austausch der Hauptplatine mussen Sie manuell ,Fltssigkeitsgekhlt” oder ,,Luftgekihlt” auswahlen. Eine
falsche Auswahl dieser Optionen fihrt zu thermischen Problemen auf der Plattform. In diesem Fall wenden Sie sich fur die
Wiederherstellung an den technischen Support von Dell.

Nach dem Austausch der Hauptplatine auf Ihrem Server kdnnen Sie mithilfe von Easy Restore die folgenden Daten automatisch
wiederherstellen:

Service-Tag-Nummer des Systems

Bestands-Tag

Daten zu Lizenzen

UEFI-Diagnoseanwendung

Systemkonfigurationseinstellungen - BIOS, iDRAC und NIC

ANMERKUNG: Bei Servern mit iDRAC-Version 3.00.00.00 und héher wird Easy Restore automatisch nach 5 Minuten fortgesetzt,
wenn keine Benutzerinteraktion erfolgt.

®

Nachfolgend sind die Details zur Dauer einiger Wiederherstellungsaktionen aufgefuhrt:

e Das Wiederherstellen von Systeminhalten wie Diagnose, Systemereignisprotokoll (SEL) und OEM ID-Modul dauert in der Regel
weniger als eine Minute.

e Die Wiederherstellung der Systemkonfigurationsdaten (iDRAC, BIOS, NIC) kann mehrere Minuten in Anspruch nehmen, manchmal ca.
10 Minuten.

@ ANMERKUNG: Wahrend dieser Zeit gibt es keine Anzeige oder Fortschrittsleiste und der Server kann mehrmals neu gestartet

werden, um die Wiederherstellung der Konfiguration abzuschlief3en.

IDRAC uber andere Systemverwaltungs-Tools
uberwachen

Sie kdnnen iIDRAC mithilfe der Dell Management Console oder Dell OpenManage Essentials ermitteln und Gberwachen. Sie kénnen auch
das Dell Remote Access Configuration Tool (DRACT) verwenden, um iDRACs zu ermitteln, Firmware zu aktualisieren und das Active
Directory einzurichten. Weitere Informationen finden Sie im jeweiligen Benutzerhandbuch.
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Unterstutzung des Serverkonfigurationsprofils —
Import und Export

Das Serverkonfigurationsprofil (SCP) erméglicht den Import und Export von Serverkonfigurationsdateien.
®| ANMERKUNG: Sie benttigen Administratorrechte, um die SCP-Aufgabe Export und Import auszufihren.

Sie kdnnen Importe und Exporte Uber eine lokale Management Station oder eine lokale Netzwerkfreigabe tUber CIFS, NFS, HTTP oder
HTTPS durchfuhren. Mithilfe von Serverkonfigurationsprofilen kédnnen Sie ausgewahlte Konfigurationen fir BIOS, NIC und RAID auf

Komponentenebene importieren oder exportieren. Sie kdnnen SCP auf die lokale Management Station importieren und exportieren oder

in eine CIFS-, NFS-, HTTP- oder HTTPS-Netzwerkfreigabe. Sie kdnnen entweder einzelne Profile von iDRAC, BIOS, NIC und RAID
importieren und exportieren oder alle zusammen als eine einzige Datei.

Sie kdnnen eine Vorschau der importierten oder exportierten Serverkonfigurationsprofile anzeigen. Dabei wird die Aufgabe ausgefiihrt und

das Konfigurationsergebnis generiert, es wird jedoch keine Konfiguration angewendet.

Eine Aufgabe wird erstellt, sobald der Export oder Import Uber die GUI initiiert wurde. Der Aufgabenstatus kann auf der Seite ,Job Queue*

(Job-Warteschlange) angezeigt werden.

@ ANMERKUNG:

e Es sind nur der Hostname oder die IP-Adresse als Zieladresse zulassig.

e Sie kdnnen zum Importieren der Serverkonfigurationsdateien zu einem bestimmten Speicherort navigieren. Sie missen die
Serverkonfigurationsdatei auswahlen, die Sie importieren méchten. Zum Beispiel import.xml.

e Je nach Format der exportierten (zuvor ausgewahlten) wird die Erweiterung automatisch hinzugeftgt. Zum Beispiel
export system config.xml.

e Beim Export kann sich der SCP-Dateiname andern. Zum Beispiel kann con.xml zu _con.xml werden.

e SCP wendet die komplette Konfiguration in einem einzigen Job mit minimaler Anzahl von Neustarts an. In einigen wenigen
Systemkonfigurationen andern jedoch einige Attribute die Betriebsart eines Gerates oder kdnnen Untergerate mit neuen
Attributen anlegen. In diesem Fall kann SCP méglicherweise nicht alle Einstellungen wéhrend eines einzelnen Auftrags

Ubernehmen. Uberpriifen Sie die ConfigResult-Eintrége fir den Job, um alle anstehenden Konfigurationseinstellungen aufzulésen.

SCP ermoglicht Ihnen die Durchfihrung der BS-Bereitstellung (OSD) mit einer einzigen XML/JSON-Datei Gber mehrere Systeme hinweg.

Auf3erdem kdnnen Sie vorhandene Vorgange wie Konfigurationen und Repository-Aktualisierungen auf einmal durchfihren.

SCP erméglicht auf3erdem den Export und Import von 6ffentlichen SSH-Schlisseln fur alle iDRAC-Nutzer. Es gibt 4 6ffentliche SSH-
Schlussel fir alle Nutzer.

Im Folgenden finden Sie die Schritte fur die BS-Bereitstellung mit SCP:

Exportieren der SCP-Datei

Die SCP-Datei enthélt alle unterdrtckten Attribute, die fur die BS-Bereitstellung erforderlich sind.
Bearbeiten/aktualisieren Sie die OSD-Attribute und fihren Sie dann den Importvorgang durch.

Diese OSD-Attribute werden dann vom SCP-Orchestrator validiert.

Der SCP-Orchestrator fihrt die in der SCP-Datei angegebenen Konfigurations- und Repository-Aktualisierungen aus.
Nachdem die Konfiguration und die Aktualisierungen abgeschlossen sind, wird das Hostbetriebssystem heruntergefahren.

IS IF NS SRE

®|ANMERKUNG: Nur CIFS- und NFS-Freigaben werden flr das Hosten von BS-Medien unterstitzt.

7. Der SCP-Orchestrator initiiert das OSD durch Anhangen der Treiber fir das ausgewahlte Betriebssystem und initiiert dann einen
Neustart des BS-Datentragers, der in NFS/Share vorhanden ist.

8. LCL zeigt den Fortschritt des Jobs an.
9. Nach dem Starten des BIOS auf dem Betriebssystemmedium wird der SCP-Job als abgeschlossen angezeigt.

10. Der angeschlossene Datentrager und der Betriebssystemdatentrager werden nach 65535 Sekunden oder nach der durch das Attribut

0SD. l#ExposeDuration angegebenen Dauer automatisch getrennt.

Detaillierte Informationen zur Gesamtfunktion zusammen mit dem Bereitstellungsworkflow finden Sie unter Verwenden von
Serverkonfigurationsprofilen zur Bereitstellung von Betriebssystemen auf Dell PowerEdge-Servern.
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Importieren des Serverkonfigurationsprofils mithilfe der iDRAC-
Webschnittstelle

Vor dem Importieren der SCP-Datei wird empfohlen, die Importvorschau durchzufihren. Dieser Vorgang ermittelt mogliche
Formatierungsprobleme oder unguiltige Attributeinstellungen, ohne den Zustand des Servers zu beeintrachtigen.

So importieren Sie das Serverkonfigurationsprofil:

1.

Navigieren Sie zu Konfiguration > Serverkonfigurationsprofil.
Die Seite Serverkonfigurationsprofil wird angezeigt.

Wahlen Sie eine der folgenden Optionen, um den Speicherorttyp anzugeben:
e Lokal zum Importieren der Konfigurationsdatei, die in einem lokalen Laufwerk gespeichert ist.
o Netzwerkfreigabe zum Importieren der Konfigurationsdatei von einer CIFS- oder NFS-Freigabe.

e HTTP oder HTTPS zum Importieren der Konfigurationsdatei aus einer lokalen Datei mittels HTTP- oder HTTPS-
Dateilbertragung.

@ ANMERKUNG: Je nach Speicherorttyp mussen Sie die Netzwerkeinstellungen oder HTTP- oder HTTPS-Einstellungen eingeben.
Wenn Proxy fir HTTP oder HTTPS konfiguriert ist, sind auch die Proxy-Einstellungen erforderlich.

Wahlen Sie die in der Option Komponenten importieren aufgefiihrten Komponenten aus.

Wahlen Sie den Typ fur Herunterfahren aus.

Wahlen Sie die Maximale Wartezeit aus, um die Wartezeit bis zum Herunterfahren des Systems nach Abschluss des Imports
festzulegen.

Klicken Sie auf Importieren.

Exportieren des Server-Konfigurationsprofils mithilfe der iDRAC-
Webschnittstelle

So exportieren Sie das Server-Konfigurationsprofil:

1.

Navigieren Sie zu Konfiguration > Serverkonfigurationsprofil.

Die Seite Serverkonfigurationsprofil wird angezeigt.

Klicken Sie auf Exportieren.

Wahlen Sie eine der folgenden Optionen aus, um den Standorttyp vorzugeben:

e Local zum Speichern der Konfigurationsdatei auf einem lokalen Laufwerk.

o Network Share, um das Sicherungsdatei-Image auf einer CIFS- oder NFS-Freigabe zu speichern.

e HTTP or HTTPS, um das Sicherungsdatei-lmage in einer lokalen Datei mittels HTTP/HTTPS-Dateilibertragung zu speichern.

@ ANMERKUNG: Je nach Standorttyp mussen Sie die Netzwerkeinstellungen oder HTTP/HTTPS-Einstellungen eingeben. Wenn
Proxy fur HTTP/HTTPS konfiguriert ist, sind auch die Proxy-Einstellungen erforderlich.

Wahlen Sie die Komponenten aus, fur die Sie die Konfiguration sichern méchten.
Waéhlen Sie den Exporttyp aus. Die folgenden Optionen sind verfligbar:

e Basic: erstellt einen zerstoérungsfreien Snapshot der Konfiguration.

e Ersatzexport: ersetzt die Servereinstellungen durch neue Einstellungen oder stellt die Servereinstellungen auf eine bekannte
Baseline wieder her.

e Klonexport: klont die Einstellungen von einem Server auf einen anderen Server mit identischer Hardware. Alle Einstellungen auf3er
|/O-Identitét werden aktualisiert. Die Einstellungen in diesem Export sind destruktiv, wenn sie auf ein anderes System hochgeladen
werden.

6. Wahlen Sie ein Export file format aus.
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Waéhlen Sie Additional export items aus.
Klicken Sie auf Exportieren.
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Secure Boot-Konfiguration uber BIOS-Einstellungen
oder F2

UEFI Secure Boot ist eine Technologie, die eine grof3e Sicherheitsliicke beseitigt, die bei einer Ubergabe zwischen der UEFI-Firmware
und dem UEFI-Betriebssystem (Betriebssystem) auftreten kann. Beim sicheren UEFI-Start wird jede Komponente in der Kette validiert
und anhand eines bestimmten Zertifikats autorisiert, bevor sie geladen oder ausgefihrt werden darf. Secure Boot eliminiert die
Bedrohung und bietet eine Software-Identitatspriifung fur jeden Schritt des Startvorgangs — Plattform-Firmware, Erweiterungskarten
und Betriebssystem-Boot-Loader.

Das Unified Extensible Firmware Interface Forum (UEFI) — ein Branchenverband, der Standards fir vor dem Start ausgefihrte Software
entwickelt — definiert Secure Boot in der UEFI-Spezifikation. Anbieter von Computersystemen, Erweiterungskarten und Betriebssystemen
arbeiten an dieser Spezifikation zusammen, um die Interoperabilitdt zu fordern. Als Teil der UEFI-Spezifikation stellt Secure Boot einen
branchenweiten Standard fUr die Sicherheit in der Pre-Boot-Umgebung dar.

Im aktivierten Zustand verhindert UEFI Secure Boot das Laden der unsignierten UEFI-Geratetreiber, zeigt eine Fehlermeldung an und
hindert das Gerat am Arbeiten. Sie missen Secure Boot deaktivieren, um die nicht signierten Geréatetreiber zu laden.

Ab der 14.Generation von Dell PowerEdge-Servern kénnen Sie die Secure Boot-Funktion Uber verschiedene Schnittstellen (RACADM,
WSMAN, REDFISH und LC-UI) aktivieren oder deaktivieren.

/uldssige Dateiformate

Die Secure Boot-Richtlinie enthalt nur einen Schlissel im PK, es kénnen sich jedoch mehrere Schliissel im KEK befinden. Im Idealfall
verwaltet entweder der Hersteller oder Besitzer der Plattform den passenden privaten Schlissel zum PK. Die zu den &ffentlichen
Schlusseln im KEK passenden privaten Schllissel werden von Dritten (z. B. Betriebssystem- und Gerateanbietern) aufbewahrt. Auf diese
Weise kénnen Plattformbesitzer oder Dritte Eintrége in der db oder dbx eines bestimmten Systems hinzufligen oder entfernen.

Die Secure Boot-Richtlinie verwendet db und dbx, um die Ausfuhrung von Abbilddateien vor dem Start zu autorisieren. Damit eine
Abbilddatei ausgefiihrt wird, muss sie einem Schllssel oder Hash-Wert in der DB zugeordnet werden und nicht einem Schltssel oder
Hash-Wert in der DBX. Jeder Versuch, den Inhalt der db oder dbx zu aktualisieren, muss von einem privaten PK oder KEK signiert werden.
Jeder Versuch, den Inhalt des PK oder KEK zu aktualisieren, muss von einem privaten PK signiert werden.

Tabelle 14. Zulassige Dateiformate

Richtlinienkomponente Zulassige Dateiformate Zulassige Max. erlaubte Datensatze
Dateierweiterungen
PK X.509-Zertifikat (nur bindres 1 cer Eins
DER-Format) -
2. .der
3. .crt
KEK X.509-Zertifikat (nur binéres 1 cer Mehr als einer
DER-Format), Storage fur N
offentliche Schltssel
2. .der
3. .crt
4. .pbk
DB und DBX X.509-Zertifikat (nur bindres 1 cer Mehr als einer
DER-Format), EFl-Image N
(System-BIOS berechnet und 5
importiert Image-Digest) oG
3. .crt
4.  .efi

Die Einstellungen fur Secure Boot kénnen in den System-BIOS-Einstellungen durch Klicken auf ,,Systemsicherheit” aufgerufen werden.
Um zu den System-BIOS-Einstellungen zu gelangen, driicken Sie F2, wenn das Firmenlogo wahrend des POST angezeigt wird.
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e Standardmafig ist Secure Boot deaktiviert und die Secure Boot-Richtlinie auf Standard eingestellt. Um die Secure Boot-Richtlinie zu
konfigurieren, mussen Sie Secure Boot aktivieren.

e \Wenn der Secure Boot-Modus auf Standard eingestellt ist, zeigt dies an, dass das System Uber Standard-Zertifikate und Image-
Digests verflgt oder werkseitig ein Hash-Wert geladen wurde. Damit wird die Sicherheit von Standard-Firmware, Treibern, Options-
ROMs und Boot Loadern gewahrleistet.

e Zum Support neuer Treiber oder Firmware auf einem Server muss das entsprechende Zertifikat in die Datenbank des Secure
Boot-Zertifikatsspeichers eingetragen werden. Daher muss die Secure Boot-Policy auf ,Nutzerdefiniert” eingestellt werden.

Ist die Secure Boot-Richtlinie auf Nutzerdefiniert eingestellt, erbt sie die standardmafiig im System geladenen Standardzertifikate und
Image-Digests, die Sie &ndern kénnen. Mit einer als Nutzerdefiniert konfigurierten Secure Boot-Richtlinie kdnnen Sie Aktionen wie
Anzeigen, Exportieren, Importieren, Léschen, Alles I6schen, Zurlicksetzen und Alles zurlicksetzen ausfihren. Mit diesen Operationen
kdnnen Sie die Secure Boot-Richtlinien konfigurieren.

Durch die Konfiguration der Secure Boot-Richtlinie als ,Nutzerdefiniert” kénnen die Optionen zur Verwaltung des Zertifikatsspeichers mit
verschiedenen Aktionen wie Exportieren, Importieren, Ldschen, Alle I6schen, Zurticksetzen und Alles zurticksetzen fur PK, KEK, Datenbank
und DBX verwendet werden. Durch Klicken auf den entsprechenden Link kdnnen Sie die Richtlinie auswahlen (PK/KEK/DB/DBX), an

der Sie die Anderung vornehmen méchten und die entsprechende Aktionen durchfiihren. Jeder Abschnitt verfiigt tiber Links, um Import-,
Export-, Losch- und Zurlicksetzen-Vorgange auszufuhren. Links sind je nach zutreffender Anwendung aktiv, was von der jeweils aktuellen
Konfiguration abhangt. Die Operationen ,Alle I6schen” und , Alle zuriicksetzen* wirken sich auf alle Policies aus. ,Alle ldschen® I6scht alle
Zertifikate und Image-Digests in der nutzerdefinierten Richtlinie und , Alle zurlcksetzen® stellt alle Zertifikate und Image-Digests aus dem
Standard-Zertifikatsspeicher wieder her.

BIOS recovery

Mit der BIOS-Wiederherstellungsfunktion kédnnen Sie das BIOS von einem gespeicherten Image aus manuell wiederherstellen. Das BIOS
wird gepruft, wenn das System eingeschaltet ist. Wenn ein beschadigtes oder gefahrdetes BIOS gefunden wird, wird eine Fehlermeldung
angezeigt. Sie kdnnen dann den BIOS-Wiederherstellungsprozess mit RACADM einleiten. Informationen zum Durchfihren einer manuellen
BIOS-Wiederherstellung finden Sie im Referenzhandbuch fir die iDRAC RACADM-Befehlszeilenschnittstelle unter iDRAC-Handbucher.
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Datenverarbeitungseinheit (Data Processing
Unit, DPU)

Eine Datenverarbeitungseinheit (DPU) ist ein System auf einem Chip, das aus ARM-Cores, einer NIC-ASIC und Beschleunigungs-Engines
besteht. Eine DPU ist programmierbar und kann potenziell ein Betriebssystem ausfiihren. DPU-Support wird ab Version 6.00.30.00 zu
iDRAC hinzugefugt. DPUs kombinieren Netzwerkkonnektivitat mit CPU-Cores, unabhangig vom Hypervisor oder Betriebssystem, sodass
Beschleunigungs- und Offload-Services moglich sind. DPUs unterscheiden sich von herkémmlichen Offload-Engines durch ihre Flexibilitat,
Programmierbarkeit und die Fahigkeit, eine Vielzahl von Services zu hosten.

®| ANMERKUNG: DPUs erfordern eine iDRACS Enterprise- oder Datacenter-Lizenz.

Die Verwendung einer DPU bietet die folgenden Vorteile:

Isoliert Infrastrukturservices vom Hostbetriebssystem und den Anwendungen.
Ermaoglicht einer Umgebung die Bereitstellung neuer Services unabhangig von der Hostanwendungsumgebung.
Ermaoglicht Hardwarebeschleunigung flr datenintensive Vorgange mit Kabelgeschwindigkeit.

Gibt Server-/x86-CPU-Cores fur die Unterstltzung von Edge-Plattformen mit einem Sockel und Small Form Factor fur
Kundenanwendungen frei

Nachdem das DPU-Betriebssystem gestartet wurde, kdnnen zusatzliche PCle-Funktionen initialisiert werden. Die BIOS-PCle-Aufzahlung
(und der Hostbetriebssystem-/Hypervisor-Startprozess) erfolgt erst, nachdem das DPU-Betriebssystem gestartet wurde oder bereit ist.

Mit iDRAC kénnen Sie die Einstellungen fur den Modus ,,DPU OS Ready*” (Startsynchronisation) fir jeden DPU-fahigen Steckplatz
konfigurieren. Zu den moglichen Werten gehdren:

Aktiviert: DPU nimmt an der Durchfthrung der BIOS-PCle-Aufzéhlung und des Hostbetriebssystem-/Hypervisor-Startprozesses teil.

Deaktiviert: DPU nimmt nicht an der Durchfiihrung der BIOS-PCle-Aufzahlung und des Hostbetriebssystem-/Hypervisor-
Startprozesses teil.

Zu berUcksichtigende Punkte zur DPU:

Nur wenige Steckplatze sind DPU-fahig. Mit iDRAC kodnnen Sie die DPU-Startsynchronisation nur fur diese Steckplatze konfigurieren.
Die DPU-Startsynchronisationseinstellungen sind steckplatzbasiert (nicht identitatsbasiert). Wenn das DPU-Gerét also in einen
anderen Steckplatz verschoben wird, verhalt sich das Gerdt gemaf3 der neuen Steckplatzkonfiguration.

Die DPU-Startsynchronisationseinstellungen kénnen auch ohne Vorhandensein eines DPU-Geréts konfiguriert werden.

Wenn nach der Erkennung im Steckplatz kein DPU-Gerét installiert ist, sind die DPU-Startsynchronisationskonfigurationen NICHT
wirksam.

LwIndividual DPU OS Ready“ und ,,Overall DPU OS Ready“ werden in der LCL gemeldet.

Auf einer nicht unterstitzten DPU-Plattform zeigen die DPU-LC-Protokolle wahrend der Durchfiihrung einer Systemldschung die
SYS560-Meldung (some of the DPU devices failed to reset))an. Wenn auf einer unterstitzten DPU-Plattform die
DPU nicht vorhanden ist und eine Systemldschung durchgefihrt wird, zeigen die Protokolle die SYS564-Meldung (unable to
perform system erase of DPU because there is no DPU available in the system)an.

e Wenn die NVIDIA BF3-Karten in der BIOS-Konfiguration deaktiviert sind, wird der Status auf der Seite Netzwerkgerate angezeigt.
(System > Ubersicht > Netzwerkgerite > Zusammenfassung) in der iDRAC-Benutzeroberfliche wird griin angezeigt.

e Wenn die PCle-Steckplatze der NVIDIA BF3 DPU-Karten in der BIOS-Konfiguration (System-BIOS-Einstellungen > Integrierte
Geréate > Steckplatzdeaktivierung) mit Starttreiber deaktiviert sind, werden PR7- und PR8-Protokolle in den iDRAC-LC-
Protokollen angezeigt.

e Der Geratehardwarebestand wird fir die NVIDIA BF3-Karten angezeigt, wenn fir den PCle-Steckplatz in der BIOS-Konfiguration
Startlaufwerk deaktiviert ausgewahlt ist.

e Nachdem Sie den Aus- und Einschaltvorgang durchgefihrt und den Energiesparmodus auf der Nokia Karte aktiviert haben, wird
das BIOS moglicherweise angehalten und die NMI-Meldung (Non-Maskable Interrupt) wird angezeigt. Starten Sie in diesem Fall das
System neu.

e Wenn die Nokia RAN DPU-Karte auf den Energiesparmodus eingestellt ist, werden kritische LC-Protokolle angezeigt.

Folgendes sind die Hauptfunktionen der DPU:

e Sie kdnnen die DPU-Startsynchronisation fur jeden DPU-fahigen Steckplatz konfigurieren.
e Sie kdnnen den Timeout-Wert fur ,DPU OS Ready” in Minuten konfigurieren (von O bis 30).
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e Basierend auf der Nutzerkonfiguration erfolgen die BIOS-PCle-Aufzahlung und der Hostbetriebssystem-/Hypervisor-Startprozess
erst, nachdem jede Startsynchronisierungs-aktivierte DPU gemeldet hat, dass das DPU Betriebssystem bereit ist.

e Andere PCle-Funktionen, die vom DPU Betriebssystem verflgbar gemacht werden, werden vom BIOS aufgelistet und in der iDRAC-
Hardware-Bestandsaufnahme gemeldet.

e Das BIOS zeigt verschiedene DPU-bezogene Meldungen wéhrend des POST an:
o Erkennen von Datenverarbeitungseinheiten .... Beim Erkennen der DPU-Gerate
o Erkennen von Datenverarbeitungseinheiten ... Fertig: Wenn die DPU-Erkennung abgeschlossen ist.

o Initialisieren der Datenverarbeitungseinheit (Starten Sie das System NICHT neu): Wenn die Startsynchronisation zu 0, 10,
20, 30, 40, 50, 60, 70, 80, 90 und 100% abgeschlossen ist

o Initialisieren der Datenverarbeitungseinheit ... Fertig: Wenn die Startsynchronisation zu 100 % abgeschlossen und erfolgreich
ist.

e FEinzelne und allgemeine Meldungen zu ,DPU OS Ready“ werden in LCL gemeldet.

@ ANMERKUNG: Das Flag ,DPU OS Ready” bleibt wahrend der Hostneustarts bestehen, und die Meldung ,,DPU OS Ready* wird
fur jeden Hostneustart protokolliert.
e \Wenn eine LC-SSM-Aufgabe vorhanden ist, Uberspringt das BIOS das Warten auf die DPU-Startsynchronisation.
Bestandsaufnahme und Uberwachung von DPUs

Bei der iDRAC-Systembestandsaufnahme werden die Marke und das Modell der DPU wahrend der Uberwachung des Funktionszustands
der DPU-Cores, Peripheriegerate und des installierten Betriebssystems angezeigt. GET wird verwendet, um Bestandsinformationen
abzurufen. Dadurch wird sichergestellt, dass keine nicht autorisierten Gerate in bdswilliger Absicht installiert werden. Mithilfe des GET-
Vorgangs kénnen Sie die DPU-Integritat regelméfig Uberprifen. Wenn das System fehlerfrei ist, gibt es eine Payload-Antwort und eine
Statusaktualisierung zurlck, um Funktionszustandsaktualisierungen bereitzustellen.

Um bosartige oder versehentliche DPU-Betriebssysteminstallationen zu erkennen, verwenden Sie den GET-Vorgang. Mit dem GET-
Vorgang kénnen Sie den Namen des Betriebssystems, den Herstellernamen, die Version und den Status des DPU Betriebssystems
abrufen.

Sie kdnnen die installierte DPU Uber die iDRAC Ul anzeigen: System > Bestandsaufnahme > Firmware-Bestandsaufnahme.
Redfish

Mithilfe von Redfish kénnen Sie eine einmalige Startkonfiguration festlegen, die verwendet wird, um die DPU nach dem Neustart mit dem
konfigurierten Wert zu starten. Beim nachsten Neustart basiert der DPU-Start auf der konfigurierten Startreihenfolge. Redfish ermoglicht
auch ARM-UEFI- und BMC-Firmware-Aktualisierungen. Weitere Informationen finden Sie unter developer.dell.com.

Serielle Konsole
Um Uber RACADM auf die serielle Steuerung zuzugreifen, melden Sie sich bei iIDRAC SSH an — Racadm> console dpu
Koordiniertes Herunterfahren

Durch das interne Herunterfahren des ESXi-Betriebssystems wird DPU ESXio heruntergefahren, um die ESXio-Datei vor Beschédigung zu
schitzen.

Intel Processing Unit

Beim Austausch von Teilen eines Intel Processing Unit (IPU)-Geréts werden die PR-Meldungen (Part Replacement) nicht in den iDRAC
LC-Protokollen angezeigt.
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Plug-in-Management

Plug-ins sind Softwarekomponenten, die die Funktionalitdt von iDRAC erweitern. Plug-ins werden einzeln in einem DUP verpackt. Plug-ins
werden bei IDRAC-Neustart, -Reset oder -Ausschalt-Zyklen nicht geldscht. Der iDRAC-Bereinigungsvorgang oder LC-Ldschvorgang wird
verwendet, um die Plug-ins zu entfernen. Sie kdnnen Plug-ins aktivieren oder deaktivieren.

Um Plug-ins tber die iDRAC-UI zu managen, navigieren Sie zu iDRAC-Einstellungen > Einstellungen > Plug-ins.

@ ANMERKUNG: Fur Installation, Update und Entfernung der Plug-ins benétigen Sie die Berechtigung zum Anmelden sowie
Steuerungs- und Konfigurationsberechtigungen. Sie kdnnen die installierten Plug-ins mit Anmeldeberechtigung nur anzeigen.

Themen:

. Installieren eines Plug-ins

*  Deinstallieren eines Plug-ins

*  Neustarten eines Plug-ins

»  Aktivieren oder Deaktivieren eines Plug-ins
e Anzeigen der Plug-in-Details

Installieren eines Plug-ins

Installieren Sie ein Plug-in, wenn Sie die Funktionalitdt von iDRAC erweitern méchten. Einige Plug-ins sind ab Werk von Dell fur

PowerEdge-Server der 17. Generation in iDRAC vorinstalliert.

@ ANMERKUNG: Weitere Informationen zum Dell Connectivity Client (DCC)-Plug-in finden Sie im Dokument Dell Connectivity Client
Ubersicht unter dell.com/support.

Wenn eine Non-SDL-Karte (Non-Standard Device List) installiert ist, kann iDRAC kein SDK-Plug-in erkennen. Suchen und installieren

Sie das SDK-Plug-in manuell. Aktualisierung, Downgrade oder Rollback des iDRAC-Firmware-Updates haben keine Auswirkungen auf die
Funktionalitdt von Plug-Ins.

1. Laden Sie das Plug-in von Dell.com herunter.

Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > Plug-ins.

Klicken Sie auf Hinzufligen/Update.

Waéhlen Sie den Speicherorttyp aus, klicken Sie auf Datei auswahlen und wahlen Sie die Plug-in-Datei aus.

oA N

Klicken Sie auf Hochladen.

Wenn ein Plug-in guiltig ist, wird nach der Installation des Plug-ins eine Erfolgsmeldung angezeigt. Wenn die Hardware nicht vorhanden
ist, wird eine LC-Meldung protokolliert, die darauf hinweist, dass das Plug-in nicht gestartet wurde. Wenn das Plug-in ungultig ist, wird
eine Fehlermeldung angezeigt.

Deinstallieren eines Plug-ins

1. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > Plug-ins.

2. Wahlen Sie den/die Nutzerln aus und klicken Sie auf Weiter.
Das Plug-in fr Services wird deinstalliert.

Neustarten eines Plug-ins

Sie kdnnen ein Plug-in neu starten, das in iDRAC installiert ist.
1. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > Plug-ins.
2. Kiicken Sie auf Neustart.
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Aktivieren oder Deaktivieren eines Plug-ins

Sie kdnnen Plug-ins aktivieren oder deaktivieren.
1. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > Plug-ins.
2. Wahlen Sie das Plug-in aus und klicken Sie auf Aktivieren oder Deaktivieren.

Anzeigen der Plug-in-Details

Sie kdnnen die Details der installierten Plug-ins anzeigen.
1. Navigieren Sie zu iDRAC-Einstellungen > Einstellungen > Plug-ins.

2. Wahlen Sie das Plug-in aus und klicken Sie auf Details.
Die Details zum Plug-in werden angezeigt.
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IDRAC konfigurieren

Mit iDRAC kénnen Sie iDRAC-Eigenschaften konfigurieren, Nutzer einrichten und Warnungen fur die Ausfihrung von Remote-
Managementaufgaben einrichten.

Stellen Sie vor der Konfiguration von iDRAC sicher, dass die iDRAC-Netzwerkeinstellungen und ein unterstitzter Browser konfiguriert und
die erforderlichen Lizenzen aktualisiert sind. Weitere Informationen zur lizenzierbaren Funktion im iDRAC finden Sie unter iDRAC-Lizenzen.

Sie kdnnen iDRAC Uber die folgenden Komponenten konfigurieren:

iDRAC-Weboberflache

RACADM

Remote-Dienste (siehe Dell Lifecycle Controller Remote Services-Benutzerhandbuch)

IPMITool (sieche Benutzerhandbuch zu den Dienstprogrammen des Dell OpenManage Baseboard Management Controller)
ANMERKUNG: Wahrend der Durchfiihrung von Aufgaben und Jobs darf der Host oder der iDRAC auf keine Weise neu gestartet,
heruntergefahren oder aus- und eingeschaltet werden (manuell, mit den Tasten , Strg+Alt+Entf* oder auf andere Weise Uber

die IDRAC-Schnittstellen). Das System (Host und iDRAC) sollte immer ordnungsgemaf3 neu gestartet oder heruntergefahren

werden, wenn keine Aufgaben oder Jobs in iDRAC oder Host ausgefuhrt werden. Ein nicht ordnungsgeméfies Herunterfahren

oder Unterbrechen eines Vorgangs kann zu unvorhersehbaren Ergebnissen wie Firmwarebeschéadigung, Erzeugung von Core-Dateien,
RSODs, YSODs, Fehlerereignissen in LCL usw. fuhren.

So konfigurieren Sie iDRAC:

1.

Melden Sie sich bei iDRAC an.

2. Andern der Netzwerkeinstellungen falls erforderlich.
@ ANMERKUNG: Wenn Sie die IDRAC-Netzwerkeinstellungen wahrend der Einrichtung der iDRAC-IP-Adresse Uber das
Dienstprogramm fur die iDRAC-Einstellungen konfiguriert haben, kénnen Sie diesen Schritt Ubergehen.
3. Konfigurieren Sie Schnittstellen fir den Zugriff auf iDRAC.
4. Konfigurieren Sie die Anzeige auf der Frontblende.
5. Konfigurieren Sie ggf. den Systemstandort.
6. Konfigurieren Sie ggf. Zeitzone und Network Time Protocol (NTP).
7. Bauen Sie eine der folgenden alternativen Verfahren fur die Kommunikation mit iDRAC auf:
e Serielle IPMI- oder RAC-Verbindung
e Serielle IPMI-Verbindung Gber LAN
e |PMI Uber LAN
e SSH
8. Erforderliche Zertifikate abrufen.
9. Hinzufugen und Konfiguration von iDRAC-Benutzern mit Berechtigungen.
10. Konfigurieren und aktivieren Sie E-Mail-Warnungen, SNMP-Traps oder IPMI-Warnungen.
1. Einrichten der Strombegrenzungsrichtlinie falls erforderlich.
12. Bildschirm des letzten Systemabsturzes anzeigen
13. Konfigurieren Sie ggf. die virtuelle Konsole und die virtuellen Datentrager.
14. Konfigurieren Sie ggf. die vFlash SD-Karte.
15. Richten Sie ggf. das erste Startlaufwerk ein.
16. Stellen Sie das Betriebssystem ggf. auf iDRAC-Passthrough.
Themen:

iDRAC-Informationen anzeigen
Netzwerkeinstellungen &ndern
Chiffresammlungs-Auswahl
Modus FIPS (Konfiguration)

iDRAC konfigurieren 99



*  Dienste konfigurieren

*  Verwenden des VNC-Client fir die Remote-Server-Verwaltung

*  Anzeige auf der Frontblende konfigurieren

¢ Das Konfigurieren von Zeitzone und NTP

e FErstes Startlaufwerk einstellen

. Aktivieren oder Deaktivieren des Betriebssystems zum iDRAC-Passthrough

»  Zertifikate abrufen

¢ Mehrere IDRACs Uber RACADM konfigurieren

+  Zugriff zum Andern der IDRAC-Konfigurationseinstellungen auf einem Host-System deaktivieren

IDRAC-Informationen anzeigen

Sie kdnnen die iIDRAC-Basiseigenschaften anzeigen.

IDRAC-Informationen liber die Webschnittstelle anzeigen

Gehen Sie auf der iDRAC-Weboberfliche zu iDRAC-Einstellungen > Ubersicht, um die folgenden Informationen im Zusammenhang mit
iDRAC anzuzeigen. Weitere Informationen zu den Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

iDRAC-Informationen

Geratetyp

Hardwareversion
Firmwareversion
Firmwareupdate

RAC-Uhrzeit

IPMI-Version

Anzahl von mdglichen Sitzungen
Anzahl von aktuellen Sitzungen
IPMI-Version

iDRAC Service Module

e Status
Verbindungsanzeige

e Zustand
e Switch-Verbindungs-ID
e Switch-Portverbindungs-ID

Aktuelle Netzwerkeinstellungen

e DRAC MAC-Adresse
e Aktive NIC-Schnittstelle
e DNS-Doméanenname

Aktuelle IPv4-Einstellung

IPv4 aktiviert

DHCP

Aktuelle IP-Adresse

Aktuelle Subnetzmaske

Aktuelles Gateway

DHCP zum Abrufen der DNS-Serveradresse verwenden
Gegenwartig bevorzugter DNS-Server

Gegenwartiger alternativer DNS-Server

Gegenwartige IPv6-Einstellungen

e |Pv6 aktivieren
e Autokonfiguration
o Aktuelle IP-Adresse
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Aktuelles IP-Gateway

Link-Local-Adresse

Verwenden von DHCPv6 zum Abrufen der DNS
Gegenwartig bevorzugter DNS-Server
Gegenwaértiger alternativer DNS-Server

iDRAC-Informationen iiber RACADM anzeigen

Informationen zum Anzeigen von iDRAC-Informationen Uber RACADM finden Sie unter getsysinfo oder get zu den
Unterbefehlsdetails im RACADM-CLI-Handbuch fiir den Integrated Dell Remote Access Controller.

Netzwerkeinstellungen andern

Nach der Konfiguration der iDRAC Netzwerkeinstellungen unter Verwendung des Dienstprogramms ,iDRAC Settings” kdnnen Sie
die Einstellungen auch tber die iDRAC-Webschnittstelle, RACADM, Lifecycle Controller und Server Administrator (nach dem Start
des Betriebssystems) andern. Weitere Informationen zu den Tools und Berechtigungseinstellungen finden Sie in den jeweiligen
Benutzerhandbtichern.

Zum Andern der Netzwerkeinstellungen tber die IDRAC-Web-Schnittstelle oder RACADM miissen Sie (iber Berechtigungen zum
Konfigurieren verfigen.
ANMERKUNG: Durch das Andern der Netzwerkeinstellungen werden maglicherweise die aktuellen Netzwerkverbindungen mit
iDRAC beendet.

Netzwerkeinstellungen luber die Weboberflache andern

So dndern Sie die IDRAC-Netzwerkeinstellungen:

1. Navigieren Sie in der IDRAC-Weboberflache zu iDRAC-Einstellungen > Konnektivitdat > Netzwerk > Netzwerkeinstellungen.
Die Seite Netzwerk wird angezeigt.

2. Geben Sie Netzwerkeinstellungen, allgemeine Einstellungen, IPv4, IPv6, IPMI und/oder VLAN-Einstellungen je nach Bedarf an und
klicken Sie auf Anwenden.

Wenn Sie unter Netzwerkeinstellungen die Option Autom. dedizierter NIC auswahlen, wenn der iDRAC seine NIC-Auswahl als
freigegebenes LOM (1, 2, 3 oder 4) hat und eine Verbindung auf der iDRAC-dedizierten NIC erkannt wird, &ndert der iDRAC seine NIC-
Auswahl, um die dedizierte NIC zu verwenden. Wird kein Link auf der dedizierten NIC erkannt, verwendet iDRAC das freigegebene
LOM. Der Wechsel von freigegebenem zu dediziertem Timeout dauert funf Sekunden und von dediziertem zu freigegebenem 30
Sekunden. Sie kdnnen diesen Timeout-Wert mithilfe von RACADM oder WSMan konfigurieren.

Weitere Informationen zu den verschiedenen Feldern finden Sie in der iDRAC-Online-Hilfe.
@ ANMERKUNG: Wenn iDRAC DHCP verwendet und Uber ein Leasing seiner IP-Adresse verflgt, wird diese fir den DHCP-Server-

Adressenpool freigegeben, wenn NIC, Ipv4 oder DHCP deaktiviert ist.

Netzwerkeinstellungen liber einen lokalen RACADM andern

Um eine Liste verflgbarer Netzwerkeigenschaften zu erstellen, verwenden Sie den Befehl
racadm get 1iDRAC.Nic

Wenn DHCP zum Abrufen einer IP-Adresse verwendet werden soll, kann der folgende Befehl zum Schreiben des Objekts DHCPEnable
und zum Aktivieren dieser Funktion verwendet werden.

racadm set iDRAC.IPv4.DHCPEnable 1
Das folgende Beispiel zeigt, wie der Befehl zur Konfiguration bendtigter LAN-Netzwerkeigenschaften verwendet werden kann:

racadm set iDRAC.Nic.Enable 1

racadm set iDRAC.IPv4.Address 192.168.0.120
racadm set iDRAC.IPv4.Netmask 255.255.255.0
racadm set 1iDRAC.IPv4.Gateway 192.168.0.120
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racadm set iDRAC.IPv4.DHCPEnable 0

racadm set iDRAC.IPv4.DNSFromDHCP 0

racadm set iDRAC.IPv4.DNS1 192.168.0.5
racadm set iDRAC.IPv4.DNS2 192.168.0.6
racadm set 1DRAC.Nic.DNSRegister 1

racadm set iDRAC.Nic.DNSRacName RAC-EK00002
racadm set iDRAC.Nic.DNSDomainFromDHCP 0
racadm set iDRAC.Nic.DNSDomainName MYDOMAIN

®|ANMERKUNG: WenniDRAC.Nic.Enable auf 0 gesetzt ist, wird das iDRAC-LAN selbst dann deaktiviert, wenn DHCP aktiviert ist.

IP-Filterung konfigurieren

Verwenden Sie neben der Benutzerauthentifizierung die folgenden Optionen fur zusatzliche Sicherheit, wéhrend Sie auf iDRAC zugreifen:

e |P-Filterung beschrankt den IP-Adressbereich der Clients, die auf iDRAC zugreifen. Dabei wird die IP-Adresse einer eingehenden
Anmeldung mit dem angegebenen Bereich verglichen, und der Zugang zu iDRAC wird nur Uber eine Management Station genehmigt,
deren IP-Adresse sich innerhalb dieses Bereichs befindet. Alle anderen Anmeldeaufforderungen werden abgewiesen.

e \Wenn fehlgeschlagene Anmeldeversuche von einer bestimmten IP-Adresse wiederholt auftreten, wird die Adresse flUr eine
vorgewahlte Zeitspanne daran gehindert, sich bei IDRAC anzumelden. Nach zwei erfolglosen Anmeldeversuchen kénnen Sie sich
erst nach 30 Sekunden erneut anmelden. Nach mehr als zwei erfolglosen Anmeldeversuchen kénnen Sie sich erst nach 60 Sekunden
erneut anmelden.

@ ANMERKUNG: Diese Funktion unterstitzt bis zu 5 IP-Bereiche. Sie kdnnen diese Funktion mithilfe von RACADM und Redfish

anzeigen/einstellen.

Wenn sich Anmeldefehler von einer spezifischen IP-Adresse aus ansammeln, werden sie durch einen internen Z&hler registriert. Wenn sich
der Nutzer erfolgreich anmeldet, wird die Aufzeichnung der Fehlversuche geldscht und der interne Zéhler zurtickgesetzt.

@ ANMERKUNG: Wenn Anmeldeversuche von der Client-IP-Adresse abgelehnt werden, kdnnen einige SSH-Clients die Meldung

anzeigen: ssh exchange identification: Connection closed by remote host

IP-Filterung liber die iDRAC-Webschnittstelle konfigurieren

Sie mussen Uber Berechtigungen zum Konfigurieren verfigen, um diese Schritte auszufihren.
So konfigurieren Sie die IP-Filterung:

1. Navigieren Sie in der IDRAC-Webschnittstelle zu iDRAC-
EinstellungenKonnektivitaitNetzwerkNetzwerkeinstellungenErweiterte Netzwerkeinstellungen.
Die Seite Netzwerk wird angezeigt.

2. Kiicken Sie auf Advanced Network Settings (Erweiterte Netzwerkeinstellungen).
Die Seite Netzwerksicherheit wird angezeigt.

3. Legen Sie die IP-Filterungseinstellungen mithilfe von IP Range Address (IP-Adressbereich) und IP Range Subnet Mask
(Subnetzmaske fur IP-Bereich) fest.

Weitere Informationen zu den verfugbaren Optionen finden Sie in der iDRAC-Online-Hilfe.
4. Klicken Sie auf Anwenden, um die Einstellungen zu speichern.

Federal Information Processing Standards — FIPS sind von Regierungseinrichtungen in den USA und ihren Vertragslieferanten
verwendete Standards. FIPS-Modus dient dazu, die Anforderungen von FIPS 140-2 Ebene 1 zu erfillen. Weitere Informationen Gber
FIPS finden Sie im Benutzerhandbuch zu FIPS fur iDRAC und CMC fir Nicht-MX-Plattformen.

®| ANMERKUNG: Beim Aktivieren des FIPS Mode (FIPS-Modus) werden die Standardeinstellungen von iDRAC wiederhergestellt.

#IP-Filterung iUber RACADM konfigurieren

Sie mussen Uber Berechtigungen zum Konfigurieren verfligen, um diese Schritte auszufihren.
Verwenden Sie zum Konfigurieren der IP-Filterung die folgenden RACADM-Objekte in der Gruppe 1DRAC.IPBlocking:

e RangeEnable
e RangeAddr
e RangeMask
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Die Eigenschaft RangeMask wird sowohl auf die eingehende IP-Adresse als auch auf die Eigenschaft RangeAddr angewendet. Sind
die Ergebnisse identisch, wird fur die eingehende Anmeldeaufforderung der Zugriff auf den iDRAC zugelassen. Die Anmeldung von
IP-Adressen auf3erhalb dieses Bereichs fuhrt zu einer Fehlermeldung.

®|ANMERKUNG: Das Konfigurieren der IP-Filterung unterstitzt bis zu 5 IP-Bereiche.
Die Anmeldung wird fortgefiihrt, wenn der folgende Ausdruck Null entspricht:

RangeMask & (<incoming-IP-address> ~ RangeAddr)

Bitweise UND der Mengen

Bitweise ausschlieflliche ODER
Beispiele fir die IP-Filterung
Die folgenden RACADM-Befehle blockieren alle IP-Adressen auf3er 192.168.0.57:
racadm set iDRAC.IPBlocking.RangeEnable 1

racadm set 1DRAC.IPBlocking.RangeAddr 192.168.0.57
racadm set 1DRAC.IPBlocking.RangeMask 255.255.255.255

Zur Beschrankung von Anmeldungen auf einen Satz von vier angrenzenden IP-Adressen (z. B. 192.168.0.212 bis 192.168.0.215) wahlen Sie
alle auf3er den niederwertigsten zwei Bits in der Maske aus:

racadm set iDRAC.IPBlocking.RangeEnable 1
racadm set i1iDRAC.IPBlocking.RangeAddr 192.168.0.212
racadm set i1iDRAC.IPBlocking.RangeMask 255.255.255.252
Das letzte Byte der Bereichsmaske ist auf 252 eingestellt, das Dezimalaquivalent von 11111100b.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Chiffresammlungs-Auswahl

Chiffresammlungs-Auswahl kann verwendet werden, um die Verschlisselung in der iDRAC- oder Client-Kommunikation einzuschranken
und zu bestimmen, wie sicher die Verbindung sein wird. Sie bietet eine weitere Stufe der Filterung der effektiven TLS-Chiffresammlung.
Diese Einstellungen kénnen Uber die IDRAC-Webschnittstelle, RACADM und WSMAN-Befehlszeilenschnittstellen konfiguriert werden.

Chiffresammlungs-Auswabhl iiber die iDRAC-Weboberflache
konfigurieren

VORSICHT: Die Verwendung des OpenSSL-Chiffrierbefehls zum Parsen von Zeichenfolgen mit ungiiltiger Syntax kann
zu unerwarteten Fehlern fiihren.

@ ANMERKUNG: Hierbei handelt es sich um eine erweiterte Sicherheitsoption. Bevor Sie diese Option konfigurieren, vergewissern Sie
sich, dass Sie die folgenden Punkte genau kennen:

e Die OpenSSL-Chiffriersyntax und ihre Verwendung.

e Tools und Vorgehensweisen zur Validierung der resultierenden Cipher Suite-Konfiguration, um sicherzustellen, dass die Ergebnisse
mit den Erwartungen und Anforderungen Ubereinstimmen.

@ ANMERKUNG: Bevor Sie die erweiterten Einstellungen fur TLS-Chiffresammlungen konfigurieren, stellen Sie sicher, dass Sie einen
unterstttzten Webbrowser verwenden.

ANMERKUNG: Unabhangig von der in iDRAC konfigurierten TLS-Version ermdglicht der FF-Browser in RHEL-8.4 das Starten der
iDRAC-GUL.

©

@ ANMERKUNG: Um die Liste der Chiffren fUr einen bestimmten Port abzurufen, fihren Sie das Tool ,nmap” aus.
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So fugen Sie nutzerdefinierte Verschlisselungszeichenfolgen (Cipher Strings) hinzu:
1. Gehen Sie in der IDRAC-Weboberflache zu iDRAC-Einstellungen > Dienste > Webserver.

2. Kilicken Sie auf Verschliisselungszeichenfolge festlegen unter der Option Benutzerdefinierte Verschliisselungszeichenfolge.
Die Seite Benutzerdefinierte Verschliisselungszeichenfolge festlegen wird angezeigt.

3. Geben Sie im Feld Benutzerdefinierte Verschliisselungszeichenfolge eine giltige Zeichenfolge ein und klicken Sie auf
Verschliisselungszeichenfolge festlegen.

@ ANMERKUNG:
e Weitere Informationen zu Verschlisselungszeichenfolgen finden Sie auf der Seite OpenSSL.
e TLS 1.3 wird nicht unterstitzt.

4. Kilicken Sie auf Anwenden.
Durch Einstellen der nutzerdefinierten Verschlisselungszeichenfolge wird die aktuelle iDRAC-Sitzung beendet. Warten Sie ein paar
Minuten, bevor Sie eine neue iDRAC-Sitzung 6ffnen.

Chiffresammlungs-Auswahl mithilfe von RACADM konfigurieren

Zum Konfigurieren der Chiffresammlungs-Auswahl mithilfe von RACADM verwenden Sie einen der folgenden Befehle:

® racadm set idraC.webServer.customCipherString ALL:!DHE-RSA-AES256-GCM-SHA384:!DHE-RSA-AES256-
GCM-SHA384

® racadm set idraC.webServer.customCipherString ALL:-DHE-RSA-CAMELLIA256-SHA

® racadm set idraC.webServer.customCipherString ALL:!DHE-RSA-AES256-GCM-SHA384:!DHE-RSA-AES256-
SHA256:+AES256-GCM-SHA384 : -DHE-RSA-CAMELLIA256-SHA

Weitere Informationen zu diesen Objekten finden Sie im RACADM-Referenzhandbuch fiir Befehlszeilenschnittstellen fiir iDRAC
auf der Seite IDRAC-Handbticher.

Modus FIPS (Konfiguration)

FIPS ist ein Computersicherheitsstandard, den US-amerikanische Regierungsbehérden und deren Contractor verwenden mussen. Ab
Version 2.40.40.40 unterstutzt iDRAC die Aktivierung des FIPS-Modus.

iDRAC wird offiziell zertifiziert zur Unterstitzung des FIPS-Modus in der Zukunft.

Unterschied zwischen FIPS-Modus-unterstitzt und FIPS-validiert

Software, die durch das Cryptographic Module Validation Program validiert wurde, wird als FIPS-validiert bezeichnet. Aufgrund des
Zeitaufwands fur die FIPS-Validierung sind nicht alle Versionen von iDRAC validiert. Weitere Informationen zum aktuellen Status der
FIPS-Validierung fur iDRAC finden Sie auf der Seite ,,Cryptographic Module Validation Program® auf der NIST-Website.

FIPS-Modus aktivieren

VORSICHT: Beim Aktivieren des FIPS-Modus werden die Standardeinstellungen von iDRAC wiederhergestellt. Wenn Sie
die Einstellungen wiederherstellen mochten, sichern Sie das Serverkonfigurationsprofil (Server Configuration Profile,
SCP), bevor Sie den FIPS-Modus aktivieren, und stellen Sie das SCP nach dem Neustart des iDRAC wieder her.

@ ANMERKUNG: Wenn Sie Sie iDRAC-Firmware erneut installieren oder aktualisieren, wird der FIPS-Modus deaktiviert. Ab iDRAC-
Version 6.10.00.00 befindet sich der FIPS-Modus auch nach einem iDRAC-Firmwareupdate im aktivierten Zustand.

Aktivieren des FIPS-Modus unter Verwendung des Internets

1. Navigieren Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Konnektivitdt > Netzwerk > Netzwerkeinstellungen >
Erweiterte Netzwerkeinstellungen.

2. Unter FIPS-Modus wahlen Sie Aktiviert und klicken auf Anwenden.
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®| ANMERKUNG: Beim Aktivieren des FIPS Mode (FIPS-Modus) werden die Standardeinstellungen von iDRAC wiederhergestellt.

3. Eine Nachricht wird angezeigt, in der Sie dazu aufgefordert werden, die Anderung zu bestétigen. Klicken Sie auf OK.
iDRAC wird im FIPS-Modus neu gestartet. Warten Sie mindestens 60 Sekunden, bevor Sie die Verbindung zum iDRAC
wiederherstellen.

4. Installieren Sie ein vertrauenswurdiges Zertifikat fir iDRAC.

®|ANMERKUNG: Das Standard-SSL-Zertifikat ist nicht zuldssig im FIPS-Modus.

ANMERKUNG: Einige iIDRAC-Schnittstellen, wie z. B. die standardméfig konformen Implementierungen von IPMI und SNMP
unterstiitzen keine FIPS-Ubereinstimmung.

®

FIPS-Modus iiber RACADM aktivieren

Verwenden Sie die RACADM-CLI, um den folgenden Befehl auszufihren:

racadm set 1DRAC.Security.FIPSMode <Enable>

Deaktivieren des FIPS-Modus

Zum Deaktivieren des FIPS-Modus mussen Sie einen Reset von iDRAC auf die werksseitigen Voreinstellungen durchfiihren.

Dienste konfigurieren

Sie kénnen die folgenden Dienste auf iDRAC konfigurieren und aktivieren:

Lokale Konfiguration Deaktivieren Sie den Zugriff auf die iDRAC-Konfiguration (vom Host-System) tber den lokalen RACADM und

das Dienstprogramm fur iDRAC-Einstellungen.

Webserver Aktivieren Sie den Zugriff auf die IDRAC-Weboberfldche. Wenn Sie die Weboberflache deaktivieren, wird

auch der Remote-RACADM deaktiviert. Verwenden Sie den lokalen RACADM, um den Webserver und den

Remote-RACADM erneut zu aktivieren.

SEKM-Konfiguration Aktiviert die sichere Enterprise-Schlissel-Verwaltungsfunktion auf dem iDRAC mithilfe einer Client-Server-

Architektur.
SSH Greifen Sie Uber die Firmware-RACADM auf iDRAC zu.
Remote-RACADM Greifen Sie remote auf iDRAC zu.
SNMP-Agent Aktiviert UnterstUtzung fur SNMP-Anfragen (GET-, GETNEXT- und GETBULK-Vorgénge) in iDRAC.
Automatisierter Aktivieren Sie den Bildschirm , Letzter Systemabsturz”.
System-
Wiederherstellungsag
ent
Redfish Aktiviert UnterstUtzung fur Redfish RESTful-API.
VNC-Server Aktivieren Sie VNC-Server mit oder ohne SSL-Verschltsselung.

Services unter Verwendung der Weboberflache konfigurieren

Dienste Uber die IDRAC-Weboberflache konfigurieren:

1. Gehen Sie in der IDRAC-Weboberflache zu iDRAC-Einstellungen > Dienste.
Die Seite Dienste wird angezeigt.

2. Geben Sie die erforderlichen Informationen ein und klicken Sie auf Anwenden.
Weitere Informationen zu den verschiedenen Einstellungen finden Sie in der iDRAC-Online-Hilfe.
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ANMERKUNG: Aktivieren Sie nicht das Kontrollkdstchen Verhindern, dass diese Seite zusatzliche Dialoge erstellt. Durch
Auswahl dieser Option wird verhindert, dass Sie Dienste konfigurieren.

Sie kdnnen SEKM auch auf der Seite der iDRAC-Einstellungen konfigurieren. Klicken Sie auf iDRAC-Einstellungen > Dienste >
SEKM-Konfiguration.

®| ANMERKUNG: Detaillierte Schritt-fur-Schritt-Verfahren zum Konfigurieren von SEKM finden Sie in der iDRAC Online-Hilfe.

ANMERKUNG: Wenn der Modus Sicherheit (Verschliisselung) von Keine zu SEKM geandert wird, steht der
Echtzeitberichterstellungsjob nicht zur Verfigung. Er wird jedoch der Liste der bereitgestellten Jobs hinzugefigt. Der Echtzeit-
Job ist jedoch erfolgreich, wenn der Modus von SEKM auf Keine gedndert wird.

Beim Andern des Werts im Feld Nutzername im Clientzertifikat-Abschnitt auf dem KeySecure-Server (z. B.: Anderung des Werts von
Allgemeiner Name zu Nutzer-ID) muss Folgendes sichergestellt werden:
a. Bei Verwendung eines bestehenden Kontos:

e Uberpriifen Sie im iDRAC SSL-Zertifikat, dass anstelle des Felds Allgemeiner Name das Feld Nutzername nun dem auf dem
KMS vorhandenen Nutzernamen entspricht. Wenn dies nicht der Fall ist, mUssen Sie das Nutzername-Feld einrichten und das
SSL-Zertifikat erneut generieren, um es auf dem KMS anzumelden und auf dem iDRAC erneut zu laden.

b. Bei Verwendung eines neues Nutzerkontos:
e Stellen Sie sicher, dass die Zeichenkette Nutzername dem Nutzername-Feld im iDRAC-SSL-Zertifikat entspricht.

e \Wenn sie nicht Ubereinstimmen, mussen Sie den Nutzernamen und das Kennwort der iDRAC KMS-Attribute erneut
konfigurieren.

e Nachdem Uberprift wurde, ob das Zertifikat einen Nutzernamen enthalt, muss nur noch der Schllsselbesitz vom alten Nutzer
auf den neuen Besitzer gedndert werden, damit der neu erstellte KMS-Nutzername Ubereinstimmt.

Wenn Sie Vormetric Data Security Manager als KMS verwenden, vergewissern Sie sich, dass das Feld ,,Common Name” (CN) im
iDRAC SSL-Zertifikat mit dem Hostnamen Ubereinstimmt, der zu Vormetric Data Security Manager hinzugefligt wurde. Andernfalls
wird das Zertifikat moglicherweise nicht erfolgreich importiert.

@ ANMERKUNG:

e Die Option Neueingabe wird deaktiviert, wenn racadm sekm getstatus-Berichte als Fehlgeschlagen angezeigt
werden.

e SEKM unterstutzt nur Allgemeiner Name, Nutzer-1D oder Organisationseinheit im Feld Nutzername des Client-
Zertifikats.

e \Wenn Sie ein Drittanbieter-CA zur Anmeldung des iDRAC-CSR verwenden, mussen Sie sicherstellen, dass dies den Wert UID
fur das Feld Nutzername im Client-Zertifikat unterstitzt. Wird dies nicht unterstitzt, verwenden Sie Allgemeiner Name als
Wert fUr das Feld Nutzername.

e Wenn Sie die Felder ,Nutzername® und ,,Kennwort"“ verwenden, stellen Sie sicher, dass der KMS-Server diese Attribute
unterstutzt.

@ ANMERKUNG: Bei KeySecure-Schlisselverwaltungsservern

e Beim Erstellen einer SSL-Zertifikatanforderung mussen Sie mindestens eine der IP-Adressen oder den DNS-Namen des
Schllsselverwaltungsservers in das Feld Alternativer Name des Inhabers aufnehmen.

e Die IP-Adresse muss das folgende Format aufweisen: IP:xxx.XXX.XXX.XXX.

Dienste iilber RACADM konfigurieren

Um Dienste Uber RACADM zu aktivieren und konfigurieren, verwenden Sie den Befehl set mit den Objekten in den folgenden
Objektgruppen:

iDRAC.LocalSecurity
iDRAC.LocalSecurity
iDRAC.SSH
iDRAC.Webserver
iDRAC.Racadm
iDRAC.SNMP

Weitere Informationen zu diesen Objekten finden Sie unter RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.
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SEKM-Funktionen

Nachfolgend sind die in iDRAC verfligbaren SEKM-Funktionen aufgelistet:

1. SEKM-Richtlinie zum Léschen von Schliisseln: iDRAC enthalt eine Richtlinieneinstellung, mit der Sie iDRAC so konfigurieren
kdnnen, dass alte ungenutzte Schltissel auf dem SchlUsselverwaltungsserver (KMS) geléscht werden, wenn der Vorgang zur
SchlUsselneuerstellung ausgefthrt wird. Sie kdnnen fur iDRAC das Lese-Schreib-Attribut von KMSKeyPurgePolicy auf einen der
folgenden Werte einstellen:

e Alle Schlissel behalten: Dies ist die Standardeinstellung, bei der iDRAC alle Schlissel auf der KMS wahrend der Durchfiihrung der
Schlisselneuerstellung unangetastet lasst.

e N- und N-1-Schltssel aufbewahren: iDRAC I6scht alle Schlussel auf dem KMS auf3er dem aktuellen (N) und dem vorherigen
Schltssel (N-1) wahrend der DurchfUhrung der SchlUsselneuerstellung.

2. Schliisselléschung fiir KMS auf SEKM deaktivieren: Im Rahmen der SEKM-L8sung (Secure Enterprise Key Manager) ermoglicht
iDRAC es, das SEKM auf dem iDRAC zu deaktivieren. Nach der Deaktivierung von SEKM werden die von iDRAC auf dem KMS
generierten Schlissel nicht verwendet und bleiben im KMS. Diese Funktion erméglicht es iDRAC, diese Schlissel zu lIdschen, wenn
SEKM deaktiviert ist. iDRAC bietet eine neue Option ,,-purgeKMSKeys“ zum vorhandenen Legacy-Befehl ,racadm sekm disable”, mit
dem Sie Schltssel auf dem KMS I8schen kdnnen, wenn SEKM auf iDRAC deaktiviert ist.

@ ANMERKUNG: Wenn SEKM bereits deaktiviert ist und Sie alte Schllssel I6schen mdchten, missen Sie SEKM erneut aktivieren
und dann unter Verwendung der Option ,,-purgeKMSKeys* deaktivieren.

3. Schliisselerstellungsrichtlinie: Als Teil dieser Version wurde iDRAC mit einer Schltsselerstellungsrichtlinie vorkonfiguriert. Das
Attribut KeyCreationPolicy ist schreibgeschitzt und wird auf den Wert ,Key per iDRAC* festgelegt.

e Das schreibgeschitzte iDRAC-Attribut iDRAC.SEKM.KeyldentifierN meldet die Schlusselkennung, die vom KMS erstellt wurde.

racadm get 1iDRAC.SEKM.KeyIdentifierN

e Das schreibgeschitzte iDRAC-Attribut iDRAC.SEKM.KeyldentifierNMinusOne meldet die vorherige Schitisselkennung nach
Durchfiihrung einer Schllisselneuerstellung.

racadm get iDRAC.SEKM.KeyIdentifierNMinusOne

4. SEKM-Schliisselneuerstellung: iDRAC bietet die folgenden zwei Optionen in der Benutzeroberflache zur Schlisselneuerstellung fur
lhre SEKM-L6sung, entweder Schlusselneuerstellung Uber iDRAC oder PERC. Es wird empfohlen, iDRAC zur Schitsselneuerstellung zu
verwenden, da dadurch alle SEKM-Secure-fahigen und -aktivierten Gerate neue Schlissel erhalten.

e SEKM iDRAC Schliisselneuerstellung [Schliisselneuerstellung auf iDRAC.Embedded.1 FQDD]: Bei der Durchfiihrung
von racadm sekm rekey iDRAC.Embedded.1 werden alle SEKM-Secure-fahigen/-aktivierten Gerate mit einem
neuen Schlissel von KMS verschlUsselt. Dies ist ein allgemeiner Schlissel fur alle SEKM-aktivierten Geréate. Die iDRAC-
Schlisselneuerstellung kann auch Uber die iDRAC-UI erfolgen: iDRAC-Einstellungen > Services > SEKM-Konfiguration >
Schliisselneuerstellung. Nach der Durchfilhrung dieses Vorgangs kann die Anderung des Schliissels durch Lesen der Attribute
KeyldentifierN und KeyldentifierNMinusOne validiert werden.

e SEKM PERC Schliisselneuerstellung (Schliisselneuerstellung auf Controller [Beispiel RAID.Slot.1-1] F@RDD): Wenn
der Vorgang racadm sekm rekey <controller FQDD> durchgefuhrt wird, wird fir den entsprechenden SEKM-
féhigen Controller mit dem derzeit aktiven, vom KMS erstellten allgemeinen iDRAC-SchlUssel ein neuer Schlissel erstellt. Die
Schllsselneuerstellung fur den Storage-Controller kann auch Uber die IDRAC-UI erfolgen: Speicher > Controller > <Controller
FQDD> > Aktionen > Bearbeiten > Sicherheit > Sicherheit (Verschliisselung) > Schliisselneuerstellung.

ANMERKUNG: Wenn Sie eine Schlisselneuerstellung auf PERC ausfuhren, wahrend die Controller- und iDRAC-
Schlussel synchronisiert sind, wird beim Ausfuhren des Jobs moglicherweise ein Konfigurationsjobfehler angezeigt,
oder der Konfigurationsjob wird ausgefthrt, doch der Schltssel wird nicht geéndert. Sie kénnen die Option zur iDRAC-
Schlusselneuerstellung verwenden, um dieses Problem zu beheben.

5. SEKM-Schliisselneuerstellung nur von Redfish: Die folgenden beiden SEKM-Schlusselneuerstellungsoptionen werden von
Redfish unterstitzt:
e SEKM-Schliisselneuerstellung iiber iDRAC-Zeitplan: Sendet eine Anfrage zur Schlisselneuerstellung von iDRAC zur
automatischen Anderung der SEKM-Schliissel, basierend auf einem vom Nutzer konfigurierten Wiederholungsintervall.
o Regelmiflige-iDRAC-SEKM-Synchronisierung mit Schliisselmanagement-Server (KMS): Aktiviert die automatische
Anderung der SEKM-Schliissel entsprechend dem auf dem KMS-Server konfigurierten Wiederholungsintervall. iDRAC fragt jeden
neuen Schlissel ab, der vom KMS-Server erzeugt wird.

Detaillierte Informationen zu allen unterstitzten SEKM-Funktionen und Bereitstellungsworkflows finden Sie im Whitepaper Aktivieren von
OpenManage Secure EnterpriseKey Manager (SEKM) auf Dell PowerEdge-Servern.
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ANMERKUNG: Wenn SEKM auf PERC aktiviert ist, wird das CTL136-Protokoll erzeugt. In PERC 12 wird bei der erneuten
Schlusselerstellung jedoch kein CTL136-Protokoll erzeugt. Dies liegt daran, dass der Controller keine Schitisselanforderung erstellt, da
SchlUssel als Teil des Befehls ,rekey*” bereitgestellt werden.

iLKM-Funktionen

iDRAC Local Key Management (iLKM) ist eine Sicherheitslésung, die dem Secure Enterprise Key Management (SEKM) ahnelt. Diese
L6sung eignet sich ideal fur Nutzerinnen, die SEKM nicht verwenden, aber Gerate Uber den iDRAC sichern méchten. Kundinnen kdnnen
jedoch zu einem spéteren Zeitpunkt zu SEKM migrieren.

Bei Verwendung von iLKM fungiert iDRAC als Key Manager und erzeugt Authentifizierungsschlissel, die zum Sichern von Storage-
Geraten verwendet werden. Um iLKM als Key-Management-System zu verwenden, navigieren Sie zu iDRAC-Einstellungen > Services
> iDRAC-Key-Management und wéhlen Sie iLKM aus dem Drop-down-MenU aus.

ANMERKUNG: iLKM erfordert eine Kombination aus einer SEKM-Lizenz und iDRAC Enterprise-Lizenz oder einer SEKM-Lizenz und
iDRAC Datacenter-Lizenz.

Sie mussen eine Passphrase und eine Schlussel-ID angeben, um iLKM zu aktivieren. Die L&nge der Passphrase und der Schlissel-ID sollte
maximal 255 Zeichen betragen.

@ ANMERKUNG:

e iLKM kann Uber die IDRAC-UI, RACADM- und Redfish-Schnittstelle angezeigt und konfiguriert werden.

e FEsist moglich, die Sicherheit auf unterstitzten NVMe-SED zu aktivieren oder zu deaktivieren, wenn sich iDRAC im iLKM-
Sicherheitsmodus befindet.

e Esist nicht moglich, iLKM im Systemsperrmodus zu aktivieren, zu deaktivieren oder einen neuen Schlissel zu erstellen.

e iLKM unterstltzt derzeit nur Direct-Attached-NVMe-SEDs, die das TCG Opal 2.0-Protokoll und héher unterstitzen. Fir Server
mit PERC-Controllern mussen Sie LKM auf dem PERC mithilfe der vorhandenen PERC-LKM-Funktion aktivieren.

e LKM bietet eine Neuverschlisselungsoption, bei der Sie die Passphrase und die Schlissel-ID fur die Authentifizierung angeben
muUssen.

Automatisches Sichern sicherungsfihiger Laufwerke

e Option zum Anfordern von iDRAC zur automatischen Sicherung nicht PERC-verbundener NVMe-SED und SAS-SED hinter einem
geschutzten SAS-HBA. Laufwerke werden bei einem Hostneustart oder auf einem Hot-Plug-Laufwerk automatisch gesichert.
Die Option aktiviert nicht automatisch die Sicherheit auf Controllern wie PERC und SAS HBA.
Die Option ist standardmafig aktiviert und kann von Nutzerinnen mithilfe des RACADM-Befehls deaktiviert werden.

Deaktivieren Sie die Option, bevor Sie ein Laufwerk tber die Option fur kryptografisches Léschen (oder die PSID-Ricksetzoption) neu
verwenden, wenn das Laufwerk nicht mehr durch iDRAC gesichert werden muss.

@ ANMERKUNG: Direct-Attached-NVMe-Laufwerke kdnnen verschlisselungsfahig und nicht verschlisselungsfahig sein. Flr nicht
verschlisselungsfahige Laufwerke werden SEKM-044-Protokolle erzeugt, da der Plug-in-Status wahrend des automatischen
Sicherungsvorgangs fur beide Direct-Attached-NVMe-Laufwerke Gberprift wird.

@ ANMERKUNG: PSID-basiertes Zurlicksetzen kann nur auf gesperrten oder fremden Laufwerken durchgefihrt werden. PSID-
basiertes Zurlicksetzen kann nicht auf den Laufwerken durchgefthrt werden, die mit dem PERC-Controller verbunden sind.

@ ANMERKUNG: Fihren Sie den Aus- und Einschaltvorgang auf dem Hostsystem nicht unmittelbar nach dem Aktivieren der
Option Automatisches Sichern sicherungsfahiger Laufwerke durch. Dies kann die Sicherheitsaktivierung auf den Laufwerken
unterbrechen und die Laufwerke in den Sicherheitsstatus ,nicht festgelegt” versetzen.

Umstellung von iLKM auf SEKM

Sie mussen die iLKM-Passphrase zur Authentifizierung der Umstellung zusammen mit den SEKM-Konfigurationsdetails angeben. Wenn die
Authentifizierung erfolgreich ist, wird SEKM auf dem iDRAC aktiviert und die vorherige iLKM-Schlussel-ID wird geléscht. Gehen Sie wie
folgt vor, um von iLKM auf SEKM umzustellen:

1. Richten Sie das CSA-Zertifikat ein.

2. Konfigurieren Sie die SEKM-Einstellungen.

3. Fuhren Sie die Umstellung von iLKM zu SEKM durch.
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Aktivieren oder Deaktivieren der HTTPS-Umleitung

Wenn Sie aufgrund einer Zertifikatwarnung in Bezug auf das standardmaflige iDRAC-Zertifikat oder als temporare Einstellung fir
Debugging-Zwecke keine automatische Umleitung von HTTP zu HTTPs winschen, kénnen Sie iDRAC so konfigurieren, dass die Umleitung
vom HTTP-Port (standardmaflig 80) zum HTTPS-Port (standardmaflig 443) deaktiviert ist. Standardméf3ig ist dieser aktiviert. Sie missen
sich beim iDRAC ab- und wieder anmelden, damit diese Einstellung wirksam wird. Wenn Sie diese Funktion deaktivieren, wird eine
Warnmeldung angezeigt.

Sie mussen Uber die Berechtigung zum Konfigurieren von iDRAC verfigen, um die HTTPS-Umleitung zu aktivieren oder zu deaktivieren.
Beim Aktivieren oder Deaktivieren dieser Funktion wird ein Ereignis in der Lifecycle Controller-Protokolldatei aufgezeichnet.

So deaktivieren Sie die HTTP-zu-HTTPS-Umleitung:

racadm set i1iDRAC.Webserver.HttpsRedirection Disabled
So aktivieren Sie die HTTP-zu-HTTPS-Umleitung:

racadm set 1DRAC.Webserver.HttpsRedirection Enabled

So zeigen Sie den Status der HTTP-zu-HTTPS-Umleitung an:

racadm get 1DRAC.Webserver.HttpsRedirection

Verwenden des VNC-Client fur die Remote-Server-
Verwaltung

Sie kdnnen einen offenen Standard-VNC-Client zur Remote-Server-Verwaltung mithilfe von Desktop- und mobilen Geraten wie Dell Wyse
PocketCloud verwenden. Wenn Server in Rechenzentren nicht mehr funktionieren, sendet iDRAC oder das Betriebssystem eine Warnung
an die Konsole der Management Station. Die Konsole sendet dann eine E-Mail oder eine SMS mit den erforderlichen Informationen an

ein mobiles Geréat und startet die VNC Viewer-Anwendung auf der Management Station. Der VNC Viewer kann eine Verbindung zum
Betriebssystem/zu Hypervisor auf dem Server herstellen und Zugriff auf Tastatur, Video und Maus des Host-Servers bereitstellen, um die
erforderliche Fehlerbehebung durchzuflihren. Aktivieren Sie vor dem Ausfuhren des VNC-Client den VNC-Server und konfigurieren Sie

in IDRAC die VNC-Servereinstellungen wie Kennwort, VNC-Portnummer, SSL-Verschlisselung und Zeitiberschreitungswert. Sie kbnnen
diese Einstellungen tber die iDRAC-Webschnittstelle oder RACADM konfigurieren.

®|ANMERKUNG: Die VNC-Funktion ist lizenziert und ist im Rahmen der iDRAC Enterprise-Lizenz erhéitlich.

Sie kdnnen zwischen vielen VNC-Anwendungen oder Desktop-Clients beispielsweise von RealVNC oder Dell Wyse PocketCloud
auswahlen.

Zwei VNC-Clientsitzungen kdnnen gleichzeitig aktiviert werden. Die zweite Sitzung befindet sich im schreibgeschitzten Modus.

Wenn eine VNC-Sitzung aktiv ist, kdnnen Sie den virtuellen Datentréger nur Gber die Option ,Virtuelle Konsole starten” starten, und nicht
Uber den Viewer der virtuellen Konsole.

Wenn die Videoverschlisselung deaktiviert ist, beginnt der VNC-Client direkt mit RFB-Handshake, wobei SSL-Handshake nicht
erforderlich ist. Ist wéhrend des VNC-Client-Handshakes (RFB oder SSL) eine andere VNC-Sitzung aktiv oder eine Sitzung der virtuellen
Konsole gedffnet, so wird die neue VNC-Clientsitzung abgelehnt. Nach Abschluss des anfénglichen Handshakes deaktiviert VNC-Server
die virtuelle Konsole und I&sst lediglich virtuelle Datentrager zu. Nach Beendigung der VNC-Sitzung stellt VNC-Server den urspringlichen
Zustand der virtuellen Konsole (aktiviert oder deaktiviert) wieder her.

@ ANMERKUNG:

e Wenn sie beim Starten einer VNC-Sitzung einen RFB-Protokollfehler erhalten, &ndern Sie die VNC-Clienteinstellungen zu hoher
Qualitdt und starten Sie die Sitzung dann neu.

e Wenn sich die iDRAC-NIC im freigegebenen Modus befindet und das Hostsystem aus- und wieder eingeschaltet wird, geht
die Netzwerkverbindung fur einige Sekunden verloren. Wenn Sie wahrend dieser Zeit eine Aktion auf dem aktiven VNC-Client
ausfuhren, wird die VNC-Sitzung méglicherweise geschlossen. Sie mussen auf die ZeitUberschreitung warten (der Wert, der
fur die VNC-Servereinstellungen auf der Seite Dienste in der IDRAC-Webschnittstelle konfiguriert ist) und anschlief3end die
VNC-Verbindung neu herstellen.
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e \Wenn das VNC-Client-Fenster langer als 60 Sekunden minimiert wird, wird das Client-Fenster geschlossen. Sie mUssen eine
neue VNC-Sitzung 6ffnen. Wenn Sie das VNC-Client-Fenster innerhalb von 60 Sekunden maximieren, kénnen Sie es weiterhin
verwenden.

Konfigurieren von VNC-Server unter Verwendung der iDRAC-
Webschnittstelle

So konfigurieren Sie die VNC-Servereinstellungen:

1.

Navigieren Sie auf der iIDRAC-Weboberflache zu Konfiguration > Virtuelle Konsole.
Daraufhin wird die Seite Virtuelle Konsole angezeigt.

Aktivieren Sie im Abschnitt VNC-Server den VNC-Server, geben Sie das Kennwort und die Portnummer ein, und aktivieren oder
deaktivieren Sie die SSL-Verschlisselung.

Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

Klicken Sie auf Anwenden.
Der VNC-Server ist konfiguriert.

VNC-Server unter Verwendung von RACADM konfigurieren

Verwenden Sie zum Konfigurieren des VNC-Servers den Befehl set mit den Objekten in VNCserver.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Einrichten von VNC Viewer mit SSL-Verschliisselung

Wahrend der Konfiguration der VNC-Server-Einstellungen in iDRAC muss die SSL-Tunnelanwendung zusammen mit dem VNC-
Viewer verwendet werden, um die verschlisselte SSL-Verbindung mit dem iDRAC-VNC-Server herzustellen, falls die Option SSL-
Verschliisselung aktiviert ist.

®| ANMERKUNG: Die meisten VNC-Clients haben keinen integrierten SSL-Verschlisselungs-Support.

So konfigurieren Sie die SSL-Tunnel-Anwendung:

1.

Konfigurieren Sie den SSL-Tunnel so, dass die Verbindung auf <localhost>:<localport number> akzeptiert wird. Zum
Beispiel: 127.0.0.1:5930.

Konfigurieren Sie den SSL-Tunnel fur die Verbindung zu <iDRAC IP address>:<VNC server port Number>.Zum Beispiel:
192.168.0.120:5901.

Starten Sie die Tunnelanwendung.

Um eine Verbindung zum iDRAC-VNC-Server Uber den verschlisselten SSL-Kanal herzustellen, verbinden Sie den VNC-Viewer mit
dem localhost (Link-Local-IP-Adresse) und der lokalen Schnittstellennummer (127.0.0.1: <lokale Schnittstellennummer>).

Einrichten von VNC Viewer ohne SSL-Verschliisselung

Im Allgemeinen stellen alle mit Remote Frame Buffer (RFB) kompatiblen VNC Viewer eine Verbindung zum VNC-Server her, indem sie
die iDRAC-IP-Adresse und die Portnummer verwenden, die fir den VNC-Server konfiguriert sind. Wenn die SSL-Verschlisselungsoption
wéhrend der Konfiguration der VNC-Servereinstellungen im iDRAC deaktiviert ist, gehen Sie wie folgt vor, um eine Verbindung zum VNC
Viewer herzustellen:

Geben Sie im Dialogfeld VNC Viewer die iDRAC-IP-Adresse und die VNC-Schnittstellennummer in das Feld VNC-Server ein.

Das Format lautet <iDRAC IP address:VNC port number>.

Beispiel: Wenn die iDRAC-IP-Adresse 192.168.0.120 und die VNC-Port-Nummer 5901 lautet, dann geben Sie 192.168.0.120:5901 ein.

Anzeige auf der Frontblende konfigurieren

Sie kdnnen die Anzeige der LC- und LE-Anzeigen auf der Frontblende des Managed System konfigurieren.
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Bei Rack- und Tower-Servern sind zwei Frontblendentypen verflgbar:

LC-Anzeige auf der Frontblende und System-ID-LED
LE-Anzeige auf der Frontblende und System-ID-LED

Bei Blade-Servern ist nur die System-ID-LED auf der Frontblende des Servers verflgbar, da das Blade-Gehaduse mit einer LC-Anzeige
ausgerustet ist.

LCD-Einstellung konfigurieren

Sie kénnen eine Standardzeichenkette, wie z. B. den iDRAC-Namen, die IP-Adresse, usw. oder eine nutzerdefinierte Zeichenkette auf der
LC-Anzeige auf der Frontblende des Managed System definieren und anzeigen.

Einstellungen fiir die LC-Anzeige lUber die Web-Schnittstelle konfigurieren

So konfigurieren Sie die LC-Anzeige auf der Frontblende eines Servers:

1.

Gehen Sie auf der iDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen >
Frontblendenkonfiguration.

Wahlen Sie im Abschnitt Einstellungen fiir LC-Anzeige Uber das Drop-Down-MenU Nachricht auf der Startseite einrichten
einen der folgenden Aspekte aus:
Service-Tag-Nummer (Standardeinstellung)
Bestands-Tag

DRAC-MAC-Adresse

DRAC-IPv4-Adresse

DRAC-IPv6-Adresse

Systemstrom

Umgebungstemperatur

Systemmaodell

Hostname

Nutzerdefiniert

Keine

®| ANMERKUNG: Wenn Sie Nutzerdefiniert auswéhlen, geben Sie die erforderliche Nachricht in das Textfeld ein.

ANMERKUNG: Wenn Sie Keine auswahlen, wird die Nachricht auf der Startseite nicht auf der LC-Anzeige auf der
Frontblende angezeigt.

Aktivieren Sie die Anzeige der virtuellen Konsole (optional). Bei Aktivierung zeigen der Abschnitt , Live-Status auf der Frontblende” und

das LCD-Bedienfeld am Server die Meldung Virtual console session active an, wenn eine aktive Sitzung der virtuellen
Konsole vorhanden ist.

Klicken Sie auf Anwenden.
Die LC-Anzeige auf der Frontblende des Servers zeigt die konfigurierte Nachricht fur die Startseite an.

LCD-Einstellungen iiber RACADM konfigurieren

Um die Server-LCD-Frontblendenanzeige zu konfigurieren, verwenden Sie die Objekte in der Gruppe System. LCD.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

LCD-Einstellungen liber das Dienstprogramm fiir die iDRAC-Einstellungen
konfigurieren

So konfigurieren Sie die LC-Anzeige auf der Frontblende eines Servers:
1.

Gehen Sie im Dienstprogramm fiir die iDRAC-Einstellungen zu Frontblendensicherheit.
Die Seite iDRAC-Einstellungen.Frontblendensicherheit wird angezeigt.

2. Aktivieren oder deaktivieren Sie den Netzschalter.
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3. Geben Sie folgendes an:

e Zugang zur Frontblende

e | CD-Meldungszeichenkette

e Systemstromeinheiten, Umgebungstemperatureinheiten und Fehleranzeige
4. Aktivieren oder deaktivieren Sie die Anzeige der virtuellen Konsole.

Weitere Informationen zu den verfiigbaren Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-
Einstellungen.

5. Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.

LED-Einstellung fur die System-ID konfigurieren

Aktivieren oder deaktivieren Sie fur die Identifizierung eines Servers das Blinken der System-ID-LED auf dem Managed System.

LED-Einstellung fiir die System-ID uiber die Web-Schnittstelle konfigurieren

So konfigurieren Sie die LE-Anzeige fur die System-ID:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen >
Frontblendenkonfiguration. Die Seite System-ID-LED-Einstellungen wird angezeigt.

2. Wahlen Sie im Abschnitt LED-Einstellungen fiir die System-ID beliebige der folgenden Optionen aus, um das Blinken der LED zu
aktivieren oder zu deaktivieren:
e Blinken ausgeschaltet

Blinken eingeschaltet

Blinken einschalten bei Timeout von einem Tag

Blinken einschalten bei Timeout von einer Woche

Blinken einschalten bei Timeout von einem Monat

3. Kilicken Sie auf Anwenden.
Das Blinken der LED auf der Frontblende ist konfiguriert.

LED-Einstellung der System-ID iiber RACADM konfigurieren

Um die System-ID-LED zu konfigurieren, verwenden Sie den Befehl setled.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Das Konfigurieren von Zeitzone und NTP

Sie kdnnen die Zeitzone in IDRAC konfigurieren und die iDRAC-Zeit synchronisieren, indem Sie das Network Time Protocol (NTP) anstelle
von BIOS oder Host-Systemzeiten verwenden. Sie missen Uber die Berechtigung zur Konfiguration verfigen, um die Zeitzone oder
NTP-Einstellungen zu konfigurieren. Nachdem Sie die NTP-Einstellungen aktualisiert haben, melden Sie sich bei allen aktuellen Sitzungen
ab und melden Sie sich dann beim iDRAC an.

Wenn die Zeitzone im iDRAC geandert wird, werden der Zeit- und Zeitzonen-Offset im Zeitstempel automatisch angepasst. Wahlen

Sie zwischen Echtzeituhr (RTC) und iDRAC die gleiche Zeitzone aus, da Zeitsynchronisationsprobleme zwischen BIOS und iDRAC

zu unerwartetem Verhalten fihren kdnnen. Aktivieren Sie die NTP-Einstellungen in iDRAC, um die Genauigkeit des Zeitstempels

sicherzustellen.

@ ANMERKUNG: Wenn NTP in iDRAC aktiviert ist und unterschiedliche Zeitzonen fir Echtzeituhr (RTC) und iDRAC festgelegt sind:

e iDRAC synchronisiert sich mit dem NTP-Server, um die koordinierte Weltzeit (UTC) zu erhalten.

e Der Zeitstempel wird angezeigt <date><local time><iDRAC time zone offset> aus. Wo<local time>= UTC mit
Zeitzonen-Offset

@ ANMERKUNG: Wenn NTP im iDRAC deaktiviert ist und unterschiedliche Zeitzonen fir RTC und iDRAC festgelegt sind:

e iDRAC synchronisiert sich unverandert mit der RTC-Zeit. RTC kann je nach Betriebssystem und dessen Einstellungen entweder
UTC oder lokal sein.

e Der Zeitstempel wird angezeigt <date><RTC><iDRAC time zone>
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Konfigurieren von Zeitzone und NTP unter Verwendung der iDRAC-
Web-Schnittstelle

So konfigurieren Sie Zeitzone und NTP mithilfe der iDRAC-Web-Schnittstelle:

1. Gehen Sie zu iDRAC-Einstellungen > Einstellungen > Zeitzone und NTP-Einstellungen.
Die Seite Zeitzone und NTP wird angezeigt.

2. Umdie Zeitzone zu konfigurieren, wahlen Sie im Drop-Down-Men( Zeitzone die gewlinschte Zeitzone aus und klicken dann auf
Anwenden.

3. Um NTP zu konfiguriere, aktivieren Sie NTP, geben Sie die NTP-Serveradressen ein und klicken Sie dann auf Anwenden.
Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

Konfigurieren von Zeitzone und NTP unter Verwendung von RACADM

Verwenden Sie zum Konfigurieren von Zeitzone und NTP den Befehl set mit den Objekten in den Gruppen iDRAC . Time und
iDRAC.NTPConfigGroup.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

@ ANMERKUNG: iDRAC synchronisiert die Zeit mit dem Host (Ortszeit). Es wird daher empfohlen, iDRAC und den Host mit derselben
Zeitzone zu konfigurieren, damit die Zeitsynchronisierung korrekt ist. Wenn Sie eine Zeitzone &ndern mochten, missen Sie sie auf
dem Host und iDRAC andern und der Host muss neu gestartet werden.

Erstes Startlaufwerk einstellen

Sie kdnnen das erste Startgerat nur fir den ndchsten Start oder fUr alle nachfolgenden Neustarts festlegen. Wenn Sie das Gerat
so einstellen, dass es fur alle nachfolgenden Startvorgange verwendet werden soll, verbleibt als erstes Startgeréat in der BIOS-
Startreihenfolge, bis es erneut entweder Uber die IDRAC-Webschnittstelle oder Uber die BIOS-Startsequenz geandert wird.

Sie kdnnen das erste Startgerat auf einen der folgenden Punkte einstellen:

Normaler Start

PXE

BIOS-Setup

Lokale Floppy/Primare Wechselmedien
LLokale CD/DVD
Festplattenlaufwerk
Virtuelle Diskette
Virtuelle CD/DVD/ISO
Lokale SD-Karte
Lifecycle Controller

BIOS Boot Manager
UEFI-Geratepfad
UEFIHTTP

Virtuelle Netzwerkdatei 1
Virtuelle Netzwerkdatei 2
@ ANMERKUNG:

e BIOS-Setup (F2), Lifecycle Controller (F10) und BIOS Boot Manager (F11) kénnen nicht als permanentes Startgeréat eingestellt
werden.

e Die Einstellungen fur das erste Startgeréat in der iDRAC-Webschnittstelle Uberschreiben die Starteinstellungen im System-BIOS.

Erstes Startgerat uber die Web-Schnittstelle einrichten

So richten Sie das erste Startgerat Uber die IDRAC-Webschnittstelle ein:

1. Gehen Sie zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > Erstes Startgerat.
Der Bildschirm Erstes Startgerat wird angezeigt.
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2. Wahlen Sie das gewunschte erste Startgerat aus der Drop-Down-Liste aus, und klicken Sie dann auf Anwenden.
Das System startet bei den nachfolgenden Neustarts vom ausgewahlten Gerét.

3. Um beim nachsten Start einmalig vom ausgewahlten Gerat zu starten, wéahlen Sie Einmalig starten aus. Danach startet das System
vom ersten Startgeréat in der BIOS-Startreihenfolge.

Weitere Informationen zu den verflgbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

Erstes Startgerat iiber RACADM festlegen

e Um das erste Startlaufwerk festzulegen, verwenden Sie das Objekt iDRAC. ServerBoot.FirstBootDevice.
e Um den einmaligen Start fUr ein Gerat zu aktivieren, verwenden Sie das Objekt 1DRAC. ServerBoot .BootOnce.

Weitere Informationen zu diesen Objekten finden Sie unter RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Einstellen des ersten Startgerats unter Verwendung der virtuellen
Konsole

Sie kdnnen das Geréat auswahlen, von dem aus gestartet werden soll, wahrend der Server in der virtuellen Konsole angezeigt wird, bevor
der Server die Startsequenz durchlauft. Der einmalige Start wird von allen Geraten unterstitzt, die in Erstes Startlaufwerk einstellen
aufgeflhrt sind.

So stellen Sie das erste Startger&t mithilfe der virtuellen Konsole ein:

1. Starten Sie die virtuelle Konsole.
2. Stellen Sie im Viewer der virtuellen Konsole im Menl Nachster Start das gewUnschte Geréat als erstes Startgerat ein.

Bildschirm ,,Letzter Absturz* aktivieren

Um den Grund fur den Absturz unter einem Managed System zu beheben, kénnen Sie das Image des Systemabsturzes Uber iDRAC
erfassen.

@ ANMERKUNG: Informationen Uber Server Administrator finden Sie unter Das OpenManage-Installationshandbuch ist verfligbar auf
der Seite OpenManage-Handbtcher..

Das Host-System sollte Uber ein Windows Betriebssystem verflgen, um diese Funktion verwenden zu kdnnen.

@ ANMERKUNG:

e Diese Funktion gilt nicht auf Linux-Systemen.

e Diese Funktion ist unabhangig von Agents oder Attributen.

Aktivieren oder Deaktivieren des Betriebssystems zum
IDRAC-Passthrough

Bei Servern, die Network-Daughter-Card (NDC)- oder integrierte LAN-On-Motherboard (LOM)-Geréate enthalten, kénnen

Sie die Funktion ,,Betriebssystem-zu-iDRAC-Passthrough® aktivieren. Diese Funktion stellt eine bidirektionale bandinterne
Hochgeschwindigkeitskommunikation zwischen iDRAC und dem Host-Betriebssystem mittels eines freigegebenen LOM, einer dedizierten
NIC oder der USB-NIC bereit. Diese Funktion ist mit einer iDRAC Enterprise- oder Datacenter-Lizenz verfugbar.

@ ANMERKUNG: iDRAC-Service-Modul (iISM) enthélt weitere Funktionen zum Managen von iDRAC Uber das Betriebssystem. Weitere
Informationen finden Sie im Benutzerhandbuch zu iDRAC-Servicemodul auf der iIDRAC Service Module-Seite.

Wenn der Browser durch eine dedizierte NIC aktiviert wurde, kann dieser im Host-Betriebssystem gestartet werden und dann auf die
iDRAC-Webschnittstelle zugreifen. Die dedizierte NIC fur die Blade-Server befindet sich im Chassis Management Controller.

Das Wechseln zwischen dedizierter NIC und freigegebenem LOM erfordert keinen Neustart oder Reset des Host-Betriebssystems oder
des iDRAC.

Der Kanal kann folgendermaf3en aktiviert werden:

e iDRAC-Weboberflache

14 iDRAC konfigurieren


https://www.dell.com/idracmanuals
https://www.dell.com/openmanagemanuals
https://www.dell.com/support/home/us/en/19/products/software_int/software_ent_systems_mgmt/remote_ent_sys_mgmt/ent_sys_mgmt_idrac_svc_module

e RACADM oder WSMan (Nachbetriebssystemumgebung)
e Dienstprogramm fir iDRAC-Einstellungen (Vorbetriebssystemumgebung)

Wenn die Netzwerkkonfiguration durch die iDRAC-Web-Schnittstelle gedndert wird, mUssen Sie mindestens 10 Sekunden warten, bevor
das Betriebssystem zu iDRAC-Passthrough aktiviert wird.

Wenn Sie den Server mit einem Serverkonfigurationsprofil Gber RACADM, WSMan oder Redfish konfigurieren und die
Netzwerkeinstellungen in dieser Datei gedndert werden, mussen Sie 15 Sekunden warten, um entweder die Funktion ,Betriebssystem
zu iDRAC-Passthrough” zu aktivieren oder die IP-Adresse des Host-Betriebssystems einzustellen.

Vor Aktivierung des Betriebssystems zum iDRAC-Passthrough stellen Sie Folgendes sicher:

e iDRAC wurde zur Verwendung von dedizierten NIC oder dem gemeinsamen Modus konfiguriert (das heif3t, die NIC-Auswahl wird einer
der LOMs zugewiesen).

Host-Betriebssystem und iDRAC befinden sich auf dem gleichen Subnetz und auf dem gleichen VLAN.

Die IP-Adresse des Host-Betriebssystems ist konfiguriert.

Eine Karte ist installiert, die Betriebssystem-zu-iDRAC-Passthrough-Funktion unterstitzt.

Sie verflgen Uber die Berechtigung zum Konfigurieren.

Wenn Sie diese Funktion aktivieren:

e Im freigegebenen Modus wird die IP-Adresse des Host-Betriebssystems verwendet.

e Im dedizierten Modus mussen Sie eine gultige IP-Adresse des Host-Betriebssystems angeben. Wenn mehr als ein LOM aktiv ist, geben
Sie die IP-Adresse des ersten LOM ein.

Falls die Funktion ,Betriebssystem-zu-iDRAC-Passthrough” nach der Aktivierung nicht funktioniert, tberprtfen Sie Folgendes:

e Das fur iDRAC dedizierte NIC-Kabel ist richtig angeschlossen.

e [Esist mindestens ein LOM aktiv.

@ ANMERKUNG: Verwenden Sie die Standard-IP-Adresse. Stellen Sie sicher, dass die IP-Adresse der USB-NIC-Schnittstelle sich nicht

in demselben Netzwerk-Subnetz wie die iDRAC- oder Host-BS-IP-Adressen befindet. Wenn jedoch ein Konflikt dieser IP-Adresse mit

anderen Schnittstellen des Host-Systems oder des lokalen Netzwerks vorliegt, missen Sie sie &ndern.

ANMERKUNG: Wenn Sie das iDRAC-Servicemodul starten, wahrend sich USB-NIC im deaktivierten Zustand befindet, andert das
iDRAC-Servicemodul die USB-NIC-IP-Adresse zu 169.254.0.1.

ANMERKUNG: Verwenden Sie nicht die IP-Adressen 169.254.0.3 und 169.254.0.4. Diese IP-Adressen sind fir die USB-NIC-
Schnittstelle an der Vorderseite reserviert, wenn ein A/A-Kabel verwendet wird.

@ ANMERKUNG: iDRAC ist mdglicherweise nicht vom Host-Server aus Uber LOM-Pass-Through zugénglich, wenn NIC-Teaming
aktiviert ist. Dann kann auf den iDRAC vom Host-Server-Betriebssystem Uber die iDRAC-USB-Netzwerkkarte oder Uber das externe
Netzwerk Uber die iDRAC-eigene Netzwerkkarte zugegriffen werden.

Unterstitzte Karten fliir Betriebssystem-zu-iDRAC-Passthrough

Die folgende Tabelle zeigt eine Liste der Karten, die die Funktion von Betriebssystem-zu-iDRAC-Passthrough mithilfe von LOM
unterstttzen.

Tabelle 15. Betriebssystem-zu-iDRAC-Passthrough iiber LOM - Unterstiitzte Karten

Kategorie Hersteller Typ
NDC Broadcom e 5720 QP rNDC 1G BASE-T
Intel e x520/i350 QP rNDC 1G BASE-T

Integrierte LOM-Karten unterstltzen ebenfalls die Betriebssystem-zu-iDRAC-Passthrough-Funktion.

Unterstiutzte Betriebssysteme fir USB-NIC

Eine Liste der Betriebssysteme, die fir USB-NIC unterstiitzt werden, finden Sie in den entsprechenden Versionshinweisen unter iDRAC-
Versionen und -Versionshinweise.

Fur Linux-Betriebssysteme mussen Sie vor dem Aktivieren der USB-NIC die USB-NIC als DHCP auf dem Hostbetriebssystem
konfigurieren.
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Far

®

®

vSphere missen Sie vor dem Aktivieren von USB-NIC die VIB-Datei installieren.

ANMERKUNG:

e \Wenn Sie USB-NIC auf dem iDRAC deaktivieren, wahrend iSM im Betriebssystem ausgeflhrt wird, andert sich der Status des
iSM-Servicemoduls zu ,,Wird ausgefuhrt (eingeschrénkte Funktionalitat)“.

e Wenn Sie iSM im Betriebssystem installieren, wahrend die USB-NIC im iDRAC deaktiviert ist, aktiviert iSM automatisch die USB-
NIC im iDRAC, um die Installation abzuschlief3en. Deaktivieren Sie bei Bedarf USB-NIC, nachdem die Installation abgeschlossen ist.

ANMERKUNG: Informationen zur Konfiguration der USB-Netzwerkkarte als DHCP im Linux-Betriebssystem oder XenServer finden
Sie in der Dokumentation des Betriebssystems oder des Hypervisors.

Installieren der VIB-Datei

Far
Soi

1.
2.

vSphere-Betriebssystemen muss vor der Aktivierung des USB-NIC die VIB-Datei installiert werden.
nstallieren Sie die VIB-Datei:

Kopieren Sie mit Win SCP die VIB-Datei in den Ordner /tmp/ des ESXi-Host-Betriebssystems.
Wechseln Sie zur ESXi-Eingabeaufforderung, und fuhren Sie den folgenden Befehl aus:

esxcli software vib install -v /tmp/ iDRAC_USB NIC-1.0.0-799733X03.vib --no-sig-check
Das Ergebnis ist Folgendes:

Message: The update completed successfully, but the system needs to be rebooted for the
changes to be effective.

Reboot Required: true

VIBs Installed: Dell bootbank iDRAC USB NIC 1.0.0-799733X03

VIBs Removed:

VIBs Skipped:

Starten Sie den Server neu.

Geben Sie in der ESXi-Eingabeaufforderung den folgenden Befehl ein: esxcfg-vmknic -1.
Die Ausgabe zeigt den usbO-Eintrag.

Aktivieren und Deaktivieren eines Betriebssystems flir iDRAC-
Passthrough unter Verwendung der Weboberflache

So aktivieren Sie das Betriebssystem fur iDRAC-Passthrough mithilfe der Web-Schnittstelle:

1.
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Gehen Sie zu iDRAC-Einstellungen > Verbindungen > Netzwerk > Betriebssystem zu iDRAC-Passthrough.
Die Seite Betriebssystem zu iDRAC-Passthrough wird angezeigt.

Andern Sie den Status auf Aktiviert.
Wahlen Sie eine der folgenden Optionen flr den Pass-Through-Modus aus:

e LOM: Der Link zwischen dem iDRAC und dem Hostbetriebssystem fur Betriebssystem-zu-iDRAC-PassThrough wird Gber das
LOM oder die NDC hergestellt.

e USB-NIC: Der Link zwischen dem iDRAC und dem Hostbetriebssystem fur Betriebssystem-zu-iDRAC-PassThrough wird Uber den
internen USB hergestellt.

@ ANMERKUNG: Wenn Sie den Pass-Through-Modus auf LOM einstellen, stellen Sie Folgendes sicher:
e Das Betriebssystem und der iDRAC befinden sich im selben Subnetz.

e Die NIC-Auswahl in den Netzwerkeinstellungen ist auf ein LOM eingestellt.

Wenn der Server im freigegebenen LOM-Modus verbunden ist, ist das Feld Betriebssystem-IP-Adresse deaktiviert.

@ ANMERKUNG: Wenn VLAN auf dem iDRAC aktiviert ist, funktioniert der LOM-Passthrough nur im freigegebenen LOM-Modus
und wenn VLAN-Tagging auf dem Host konfiguriert ist.

@ ANMERKUNG:

e Wenn der Pass-Through-Modus auf LOM eingestellt ist, ist es nicht mdglich, den iDRAC vom Hostbetriebssystem nach dem
Kaltstart zu starten.
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e Der LOM-Passthrough wird unter Verwendung der Funktion ,dedizierter Modus” entfernt.

5. Wenn Sie USB-NIC als PassThrough-Konfiguration auswahlen, geben Sie die IP-Adresse der USB-NIC ein.
Der Standardwert ist 169.254.1.1. Es wird empfohlen, die Standard-IP-Adresse zu verwenden. Wenn jedoch ein Konflikt dieser
IP-Adresse mit anderen Schnittstellen des Host-Systems oder des lokalen Netzwerks vorliegt, mUssen Sie sie &ndern.

Geben Sie nicht die IP-Adressen 169.254.0.3 und 169.254.0.4 ein. Diese IP-Adressen sind fir den USB-NIC-Anschluss an der
Vorderseite, wenn ein A/A-Kabel verwendet wird, reserviert.

@ ANMERKUNG: Wenn IPv6 bevorzugt wird, ist die Standardadresse fde1:53ba:e9a0:de’1::1. Falls erforderlich, kann diese Adresse
in der Einstellung idrac.0S-BMC.UsbNicULA geandert werden. Wenn IPv6 auf dem USB-NIC nicht erwinscht ist, kann es
deaktiviert werden, indem die Adresse in "::" gedndert wird.

@ ANMERKUNG: Wenn Sie die statische IP-Adresse der USB-NIC &ndern, wird der DHCP-Adressbereich automatisch an die
neue statische IP angepasst. Wenn Sie beispielsweise die statische IP-Adresse auf 169.250.1.1 festlegen, wird die DHCP-Adresse
auf 169.250.1.2 aktualisiert. Diese Anderung ist kompatibel mit dem Netzwerkmanager Wicked, der die neue DHCP-Adresse
akzeptiert.

@ ANMERKUNG: Wenn die USB-NIC aktiviert ist, kann Uber das Windows- oder Linux-Betriebssystem mit den Namen idrac.local
auf iIDRAC zugegriffen werden. Damit iDRAC local funktioniert, mussen unter Linux die avahi-, nss-mdns- und abhangigen Pakete
installiert sein.

6. Klicken Sie auf Anwenden.

7. Klicken Sie auf Netzwerkkonfiguration testen, um zu Uberprifen ob die IP zugreifbar ist und die Verbindung zwischen dem iDRAC
und dem Hostbetriebssystem hergestellt ist.

Aktivieren und Deaktivieren des Betriebssystems zum iDRAC-
Passthrough unter Verwendung von RACADM

Um das Passthrough zwischen Betriebssystem und iDRAC tber RACADM zu aktivieren oder zu deaktivieren, verwenden Sie die Objekte in
der Gruppe 1DRAC.0OS-BMC.

Weitere Informationen finden Sie in der Attributregistrierung fur den Integrated Dell Remote Access Controller auf der Seite iDRAC-
Handbtcher.

Aktivieren oder Deaktivieren des Betriebssystems zum iDRAC-
Passthrough unter Verwendung des Dienstprogramms fir iDRAC-
Einstellungen

So aktivieren oder deaktivieren Sie das Betriebssystem zum iDRAC-Passthrough mithilfe des Dienstprogramms fur iDRAC-Einstellungen:

1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Kommunikationsberechtigungen.
Die Seite iDRAC-Einstellungen.Kommunikationsberechtigungen wird angezeigt.

2. Wahlen Sie eine der folgenden Optionen, um Betriebssystem-zu-iDRAC-Passthrough zu aktivieren:

e LOM - Der BS zu iDRAC PassThrough-Link zwischen dem iDRAC und dem Host-Betriebssystem wird Uber das LOM oder die
NDC hergestellt.

e USB-NIC - Der BS zu iDRAC PassThrough-Link zwischen dem iDRAC und dem Host-Betriebssystem wird Gber den internen USB
hergestellt.

@ ANMERKUNG: Wenn Sie den Pass-Through-Modus auf LOM einstellen, stellen Sie Folgendes sicher:
e OS und iDRAC befinden sich im gleichen Subnetz

e Die NIC-Auswahl in den Netzwerkeinstellungen ist auf ein LOM eingestellt.

Zum Deaktivieren der Funktion klicken Sie auf Deaktiviert.

@ ANMERKUNG: Die LOM-Option kann nur ausgewahlt werden, wenn eine der installierten Karten das Durchreichen vom
Betriebssystem zum iDRAC unterstitzt. Andernfalls ist die Option ausgegraut.

3. Wenn Sie LOM als PassThrough-Konfiguration auswahlen und wenn der Server Uber den dedizierten Modus verbunden ist, geben Sie
die IPv4-Adresse des Betriebssystems ein.
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@ ANMERKUNG: Wenn der Server im freigegebenen LOM-Modus verbunden ist, ist das Feld Betriebssystem-IP-Adresse
deaktiviert.

Wenn Sie USB-NIC als PassThrough-Konfiguration auswéahlen, geben Sie die IP-Adresse der USB-NIC ein.

Der Standardwert ist 169.254.1.1. Wenn jedoch ein Konflikt dieser IP-Adresse mit anderen Schnittstellen des Host-Systems oder

des lokalen Netzwerks vorliegt, mussen Sie sie &ndern. Geben Sie nicht die IP-Adressen 169.254.0.3 und 169.254.0.4 ein. Diese

IP-Adressen sind fur den USB-NIC-Anschluss an der Vorderseite, wenn ein A/A-Kabel verwendet wird, reserviert.

@ ANMERKUNG: Wenn IPv6 bevorzugt wird, ist die Standardadresse fde1:53ba:e9a0:de’1::1. Falls erforderlich, kann diese Adresse
in der Einstellung idrac.0S-BMC.UsbNicULA geandert werden. Wenn IPv6 auf dem USB-NIC nicht erwinscht ist, kann es

deaktiviert werden, indem die Adresse in "::" geandert wird.

Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefllich auf Ja.
Die Details werden gespeichert.

Zertifikate abrufen

Ind

er folgenden Tabelle werden die Zertifikattypen auf der Basis des Anmeldetyps aufgelistet.

Tabelle 16. Zertifikattypen auf der Basis des Anmeldetyps

Anmeldetyp Zertifikattyp Abrufmdéglichkeit
Einmalige Anmeldung tber Vertrauenswdurdiges Eine
Active Directory Zertifizierungsstellenzertifikat Zertifikatsignierungsanforderung

(CSR) erstellen und diese

von einer Zertifizierungsstelle

signieren lassen.

(D[ANMERKUNG: SHA-2-
Zertifikate werden ebenfalls

unterstutzt.
Smart Card-Anmeldung als e Benutzerzertifikat e Benutzerzertifikat — Smart
lokaler oder Active Directory- e Vertrauenswirdiges Card-Benutzerzertifikat als
Nutzer Zertifizierungsstellenzertifika Base64-kodierte Datei
t unter Verwendung der

Kartenverwaltungssoftware
exportieren, die durch
den Smart Card-Anbieter
bereitgestellt wird.

e \ertrauenswirdiges
Zertifizierungsstellenzertifika
t — Dieses Zertifikat wird
von einer
Zertifizierungsstelle
ausgegeben.

@ ANMERKUNG: SHA-2-
Zertifikate werden ebenfalls

unterstutzt.
Active Directory- Vertrauenswirdiges Dieses Zertifikat wird durch eine
Benutzeranmeldung Zertifizierungsstellenzertifikat Zertifizierungsstelle ausgegeben.

@ ANMERKUNG: SHA-2-
Zertifikate werden ebenfalls
unterstutzt.

Lol
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kale Benutzeranmeldung SSL-Zertifikat Zertifikatsignierungsanforderung
(CSR) generieren und diese

von einer vertrauenswurdigen
Zertifizierungsstelle signieren
lassen
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Tabelle 16. Zertifikattypen auf der Basis des Anmeldetyps (fortgesetzt)

Anmeldetyp Zertifikattyp Abrufmdéglichkeit

(D[ANMERKUNG: Der

iDRAC wird mit

einem standardméfiigen
selbstsignierten SSL-
Serverzertifikat ausgeliefert.
Der iDRAC-Webserver,

die virtuellen Datentrager
und die virtuelle Konsole
verwenden dieses Zertifikat.

@ ANMERKUNG: SHA-2-
Zertifikate werden ebenfalls
unterstutzt.

SSL-Serverzertifikate

iIDRAC beinhaltet einen Web-Server, der fur die Verwendung des Industriestandard-Sicherheitsprotokolls SSL fur die Ubertragung von
verschlusselten Daten Uber ein Netzwerk konfiguriert ist. Eine SSL-Verschlisselungsoption wird angeboten, um schwache Chiffren zu
deaktivieren. Auf der Basis einer asymmetrischen Verschlisselungstechnologie wird SSL als eine allgemein akzeptierte Methode fir
die Bereitstellung einer authentifizierten und verschlisselten Kommunikation zwischen Clients und Servern betrachtet, um unbefugtes
Abhéren in einem Netzwerk zu vermeiden.

Ein SSL-aktiviertes System kann die folgenden Aufgaben ausflhren:

e Sich an einem SSL-aktivierten Client authentifizieren.

e Beiden Systemen gestatten, eine verschlisselte Verbindung herzustellen.

@ ANMERKUNG: Wenn die SSL-Verschlisselungsstufe des Gerats auf 256 Bit oder hdher und 168 Bit oder héher eingestellt ist,
erfordern die Kryptografie-Einstellungen fur die Umgebung lhrer virtuellen Maschine (JVM, IcedTea) mdglicherweise eine Installation
der Richtliniendateien ,,Unlimited Strength Java Cryptography Extension”, um die Verwendung von iDRAC-Plug-ins wie der vConsole
mit dieser héheren Verschllsselungsebene zuzulassen. Weitere Informationen Uber das Installieren der Richtliniendateien finden Sie in
der Dokumentation fur Java.

iDRAC Web Server verflgt standardméafig Uber ein selbstsigniertes, eindeutiges digitales SSL-Zertifikat von Dell. Sie kdnnen

das standardméaflige SSL-Zertifikat durch ein von einer bekannten Zertifizierungsstelle (CA) signiertes Zertifikat ersetzen. Eine
Zertifizierungsstelle ist ein Unternehmen, das in der IT-Branche dafir anerkannt ist, hohe Anspriiche bezuglich der zuverlassigen
Hintergrundiberprifung, Identifizierung und anderer wichtiger Sicherheitskriterien zu erflllen. Beispiele fir Zertifizierungsstellen umfassen
Thawte und VeriSign. Um den Vorgang zum Erhalt eines von einer Zertifizierungsstelle signierten Zertifikats zu beginnen, greifen Sie

auf die IDRAC-Web-Schnittstelle oder RACADM-Schnittstelle Gber das Internet zu, um eine Zertifikatsignieranforderung (CSR) mit den
Informationen lhres Unternehmens zu erzeugen. Dann senden Sie die erzeugte CSR an eine Zertifizierungsstelle wie VeriSign oder
Thawte. Dabei kann es sich um eine Stamm-Zertifizierungsstelle oder um einen Zertifikatvermittler handeln. Nachdem Sie das von der
Zertifizierungsstelle signierte SSL-Zertifikat erhalten haben, laden Sie es auf iDRAC hoch.

Sie kdnnen das CA-Zertifikat Uber die iDRAC-Benutzeroberflache Uber iDRAC-Einstellungen > Services > Webserver > SSL/TLS-
Zertifikatsignierungsanforderung hochladen. Sie kdnnen auch Zertifikatdetails Uber andere Schnittstellen aufrufen.

Fur jeden iDRAC, dem die Management Station vertrauen soll, muss das jeweilige iDRAC-SSL-Zertifikat im Zertifikatspeicher der
Management Station platziert werden. Wenn das SSL-Zertifikat auf den Management Stations installiert ist, kdnnen unterstitzte Browser
ohne Zertifikat-Warnungen auf iDRAC zugreifen.

Sie kdnnen zur Signierung des SSL-Zertifikats auch ein nutzerdefiniertes Signaturzertifikat hochladen, anstatt auf das
Standardsignaturzertifikat fur diese Funktion zurlickzugreifen. Durch Import eines nutzerdefinierten Signaturzertifikats in alle Management
Stations wird allen iDRACs, die dieses nutzerdefinierte Signaturzertifikat verwenden, vertraut. Falls ein nutzerdefiniertes Signaturzertifikat
hochgeladen wird, wenn bereits ein nutzerdefiniertes SSL-Zertifikat in Verwendung ist, dann wird das nutzerdefinierte SSL-Zertifikat
deaktiviert und ein einmaliges, automatisch erzeugtes SSL-Zertifikat verwendet, das mit dem nutzerdefinierten Signaturzertifikat signiert
ist. Sie kdnnen das nutzerdefinierte Signaturzertifikat herunterladen (ohne den privaten Schitissel). Sie kénnen auch ein vorhandenes
Signaturzertifikat 16schen. Nach dem Loschen des nutzerdefinierten Signaturzertifikats setzt iDRAC ein neues, selbst signiertes SSL-
Zertifikat zurtick und erzeugt es automatisch. Wenn ein selbst signiertes Zertifikat erneut erstellt wird, dann muss das Vertrauen zwischen
iDRAC und der Management Workstation wiederhergestellt werden. Automatisch erzeugte SSL-Zertifikate sind selbst signiert und haben
ein Ablaufdatum von sieben Jahren und einem Tag; das Startdatum liegt einen Tag zurlick (wegen verschiedener Zeitzoneneinstellungen
auf den Management Stations und dem iDRAC).
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Das iDRAC-Webserver-SSL-Zertifikat unterstitzt beim Erstellen einer Zertifikatsignierungsanforderung (CSR) das Sternzeichen (*) als
Teil der am weitesten links gelegenen Komponente des allgemeinen Namens. Beispiel: *.qa.com oder *.company.ga.com. Dies wird

als Platzhalter-Zertifikat bezeichnet. Wenn eine Platzhalter-CSR auf3erhalb von iDRAC erstellt wird, kdnnen Sie ein einziges signiertes
Platzhalter-SSL-Zertifikat fur mehrere iDRACs hochladen, wobei die iDRACs fur die unterstitzten Webbrowser vertrauenswirdig sind.
Wahrend der Verbindung zur iDRAC-Webschnittstelle mithilfe eines unterstitzten Browsers, der Platzhalter-Zertifikate untersttzt, gilt
iDRAC fur den Browser als vertrauenswurdig. Beim Starten von Viewern gelten die iDRACs fur die Viewer-Clients als vertrauenswirdig.

Ab Version 6.10.00.00 kénnen Sie die Funktion zur Benachrichtigung tUber den Ablauf des Zertifikats aktivieren und auch das
Benachrichtigungsintervall und die Benachrichtigungshaufigkeit konfigurieren. iDRAC stellt Benachrichtigungen zum Ablauf des Zertifikats
bereit.

@ ANMERKUNG: Fihren Sie den Befehlracadm sslresetcfg aus, um das Ablaufdatum in den selbstsignierten
Standardzertifikaten zu aktualisieren.

Sie kdnnen die Zertifikatablaufbenachrichtigung und das Benachrichtigungsintervall Gber iDRAC-Einstellungen > Services >
Webserver > Einstellungen aktivieren. Auf3erdem wird auf der iDRAC-Anmeldeseite am unteren Rand der Seite zum Ablauf des
Zertifikats die Sicherheitswarnung angezeigt.

Neue Zertifikatsignierungsanforderung erstellen

Eine CSR ist eine digitale Anfrage an eine Zertifizierungsstelle (CA) flr ein sicheres SSL-Serverzertifikat. SSL-Serverzertifikate
ermoglichen es den Clients des Servers, der Identitdt des Servers zu vertrauen und eine verschlisselte Sitzung mit dem Server
auszuhandeln.

Nachdem die Zertifizierungsstelle eine Zertifikatssignierungsanforderung erhalten hat, verifiziert und bestétigt sie die darin
enthaltenen Informationen. Wenn der Anmeldende die Sicherheitsstandards der Zertifikatzertifizierungsstelle erfillt, gibt die
Zertifikatzertifizierungsstelle ein digital signiertes SSL-Serverzertifikat aus, das den Server des Anmeldenden beim Aufbau von SSL-
Verbindungen Uber Browser, die auf Management Stations ausgefihrt werden, eindeutig identifiziert.

Nachdem die Zertifizierungsstelle die CSR genehmigt und das SSL-Serverzertifikat ausgestellt hat, kann das Zertifikat in den iDRAC
hochgeladen werden. Die Informationen, die zum Erzeugen der CSR verwendet wurden und in der iDRAC-Firmware gespeichert sind,
muissen mit den Informationen auf dem SSL-Serverzertifikat Ubereinstimmen. Das bedeutet, dass das Zertifikat unter Verwendung der
durch iDRAC erstellten CSR erzeugt worden sein muss.

CSR unter Verwendung der Webschnittstelle erstellen

Um neue CSR zu erstellen:
@ ANMERKUNG: Jede neue CSR Uberschreibt alle zuvor auf der Firmware gespeicherten CSR-Daten. Die Informationen in der CSR
muUssen mit den Informationen im SSL-Serverzertifikat Ubereinstimmen. Andernfalls akzeptiert iDRAC das Zertifikat nicht.

1. Gehen Sie in der IDRAC-Web-Schnittstelle zu iDRAC-Einstellungen > Services > Web Server > SSL-Zertifikat, wahlen Sie Eine
neue Zertifikatsignierungsanforderung erstellen (CSR) aus, und klicken Sie auf Weiter.
Daraufhin wird die Seite Ein neues Zertifikat erstellen angezeigt.

2. Geben Sie einen Wert fUr jedes CSR-Attribut ein.
Weitere Informationen finden Sie in der iDRAC Online-Hilfe.

ANMERKUNG: Ab iDRAC-Version 6.00.02.00 ist es auch mdglich, die erzeugte CSR herunterzuladen, ohne eine neue erstellen zu
mussen.

3. Klicken Sie auf Erstellen.
Daraufhin wird eine neue CSR generiert. Speichern Sie sie auf der Management Station.

CSR uber RACADM generieren

Um eine CSR Uber RACADM zu erzeugen, verwenden Sie den Befehl set mit den Objekten in der Gruppe 1DRAC. Security und
verwenden dann den Befehl ss1csrgen, um die CSR zu erzeugen.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.
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Automatische Zertifikatregistrierung

Im iDRAC ermdglicht die ACE-Funktion (Automatic Certificate Enrollment) die automatische Installation und Erneuerung der Zertifikate,
die vom Webserver verwendet werden. Wenn diese Funktion aktiviert ist, wird das vorhandene Web-Server-Zertifikat durch ein neues
Zertifikat ersetzt. Geben Sie die Details der Zertifikatsignieranforderung (CSR, Certificate Signing Request) ein, bevor Sie ACE aktivieren.

Die automatisierte Zertifikatmanagementumgebung (ACME) und das SCEP (Simple Certificate Enrollment Protocol) dienen
verschiedenen Zwecken. ACME arbeitet mit einer Public-Key-Infrastruktur (PKI), wahrend SCEP fur die Authentifizierung auf ein
Challenge-Kennwort angewiesen ist. NDES (Network Device Enrollment Service) ist die Microsoft-Implementierung von SCEP.

®

Die

®

ANMERKUNG:
o ACE ist eine lizenzierte Funktion und erfordert eine Datacenter-Lizenz.
e FEin glltiges ACE-Setup ist erforderlich, um das Serverzertifikat auszustellen.

iDRAC-Zeit muss mit NDES oder Zertifizierungsstelle synchronisiert werden.

ANMERKUNG: Wenn die Uhrzeit nicht synchronisiert ist, erhalt iDRAC wéahrend des Registrierungs- und Verlangerungsprozesses
maoglicherweise ungultige oder abgelaufene Zertifikate.

Nachfolgend sind die ACE-Konfigurationsparameter aufgefthrt:

e Aktivieren und Deaktivieren

SCEP-Server-URL oder ACEM-Server-URL

e Anfragekennwort (nur SCEP)

®

|ANMERKUNG: Weitere Informationen zu diesen Parametern finden Sie in der iDRAC-Online-Hilfe.

Nachfolgend sind die verflgbaren Status fur ACE aufgefthrt:

®
®

Registriert — ACE ist aktiviert Das Zertifikat wird Gberwacht und ein neues Zertifikat kann nach Ablauf der Lizenz ausgestellt werden.
Registrierung lauft — Zwischenzustand nach der Aktivierung von ACE

Fehler — Problem mit dem ACE-Server

Keine — Standardeinstellung

ANMERKUNG: Wenn Sie ACE aktivieren, wird der Web-Server neu gestartet und alle vorhandenen Web-Sitzungen werden
abgemeldet.

|ANMERKUNG: Die Erfolgs- und Fehlermeldungen kdnnen Sie in den Lifecycle-Protokollen einsehen.

Serverzertifikat hochladen

Nach dem Erzeugen einer CSR kdnnen Sie das signierte SSL-Serverzertifikat in die iDRAC-Firmware hochladen. Der iDRAC muss
zurlickgesetzt werden, um das Zertifikat anzuwenden. iDRAC akzeptiert nur X509-Base-64-kodierte Webserver-Zertifikate. SHA-2-
Zertifikate werden ebenfalls unterstutzt.

VORSICHT: Wahrend des Resets ist iDRAC fiir einige Minuten nicht verfiigbar.

Serverzertifikat liber die Web-Schnittstelle hochladen

So laden Sie das SSL-Serverzertifikat hoch:

1.

Navigieren Sie in der IDRAC-Webschnittstelle zu iDRAC-Einstellungen > Services > Web-Server > SSL/TLS-
Zertifikatsignierungsanforderung, wéahlen Sie Serverzertifikat hochladen aus und klicken Sie auf Weiter.

Die Seite Zertifikat hochladen wird angezeigt.

Klicken Sie unter Dateipfad auf Durchsuchen, und wahlen Sie dann das Zertifikat auf der Management Station aus.

Klicken Sie auf Anwenden.
Das SSL-Serverzertifikat wird auf iDRAC hochgeladen.
Es wird eine Pop-up-Meldung angezeigt, in der Sie aufgefordert werden, iDRAC sofort oder zu einem spéateren Zeitpunkt
zurlickzusetzen. Klicken Sie wie erforderlich auf iDRAC zuriicksetzen oder iDRAC spéter zuriicksetzen.
iDRAC wird zurlckgesetzt, und das neue Zertifikat wird angewendet. Wahrend des Resets ist iDRAC flr einige Minuten nicht
verfugbar.

ANMERKUNG: Sie mussen iDRAC zurlcksetzen, um das neue Zertifikat anzuwenden. Bis iDRAC zurlickgesetzt ist, bleibt das

bestehende Zertifikat aktiv.
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Serverzertifikat iiber RACADM hochladen

Um das SSL-Serverzertifikat hochzuladen, verwenden Sie den Befehl ss1certupload. Weitere Informationen finden Sie im RACADM-
CLI-Handbuch fur Integrated Dell Remote Access Controller.

Wenn die CSR auf3erhalb von iDRAC mit einem verfligbaren privaten Schitissel erstellt wird, laden Sie das Zertifikat wie folgt auf iDRAC
hoch:

1. Senden Sie die CSR an eine bekannte Zertifizierungsstelle. Diese unterzeichnet die CSR, wodurch aus der CSR ein gultiges Zertifikat
wird.
2. Laden Sie den privaten SchlUssel mithilfe des Remote-RACADM-Befehls ss1keyupload hoch.

3. Laden Sie das signierte Zertifikat mithilfe des Remote-RACADM-Befehls ss1certupload auf iDRAC hoch.
Das neue Zertifikat wird zum iDRAC hochgeladen. Eine Meldung wird angezeigt, in der Sie aufgefordert werden, iDRAC
zurlickzusetzen.

4. Fuhren Sie den RACADM-Befehl racreset aus, um den iDRAC zurlickzusetzen.
iDRAC wird zurlckgesetzt, und das neue Zertifikat wird angewendet. Wéhrend des Resets ist iDRAC flr einige Minuten nicht
verflgbar.
ANMERKUNG: Sie missen iDRAC zurlcksetzen, um das neue Zertifikat anzuwenden. Bis iDRAC zurlickgesetzt ist, bleibt das

bestehende Zertifikat aktiv.

Serverzertifikat anzeigen

Sie kdnnen das SSL-Serverzertifikat, das derzeit in iDRAC verwendet wird, anzeigen.

Serverzertifikat Giber die Web-Schnittstelle anzeigen

Gehen Sie in der IDRAC-Weboberflache zu iDRAC Einstellungen > Services > Webserver > SSL-Zertifikat. Die Seite SSL zeigt das
SSL-Serverzertifikat an, das derzeit am oberen Rand der Seite verwendet wird.

Serverzertifikat iber RACADM anzeigen

Um das SSL-Serverzertifikat anzuzeigen, verwenden Sie den Befehl sslcertview.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Hochladen eines nutzerdefinierten Signaturzertifikats

Sie kdnnen ein benutzerdefiniertes Signaturzertifikat hochladen, um das SSL-Zertifikat zu signieren. SHA-2-Zertifikate werden ebenfalls
unterstutzt.

Hochladen von nutzerdefinierten Signaturzertifikaten mithilfe der Web-
Schnittstelle

So laden Sie ein benutzerdefiniertes Signaturzertifikat mithilfe der iDRAC-Webschnittstelle hoch:

1. Navigieren Sie zu iDRAC-Einstellungen > Services > Webserver > Nutzerdefiniertes Signierungszertifikat fiir SSL/TLS.
Die Seite SSL wird angezeigt.

2. Kilicken Sie unter Nutzerdefiniertes Signierungszertifikat fiir SSL/TLS auf Signierungszertifikat hochladen.
Die Seite Benutzerdefiniertes SSL-Zeritfikatssignaturzertifikat hochladen wird angezeigt.

3. Kiicken Sie auf Datei auswahlen und wahlen Sie die benutzerspezifische SSL-Signierungszertifikatdatei aus.
Es werden nur Zertifikate, die mit Public-Key Cryptography Standards #12 (PKCS #12) konform sind, unterstitzt.
4. Wenn das Zertifikat kennwortgeschitzt ist, geben Sie in das Feld PKCS#12 Kennwort das Kennwort ein.

B. Kilicken Sie auf Anwenden.
Das Zertifikat wird auf iDRAC hochgeladen.

6. Es wird eine Pop-up-Meldung angezeigt, in der Sie aufgefordert werden, iDRAC sofort oder zu einem spéateren Zeitpunkt
zuriickzusetzen. Klicken Sie wie erforderlich auf iDRAC zuriicksetzen oder iDRAC spéter zuriicksetzen.
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Nach dem Zurticksetzen des iDRAC wird das neue Zertifikat angewendet. Wahrend des Resets ist iDRAC fiir einige Minuten nicht
verflgbar.
ANMERKUNG: Sie mussen iDRAC zurlcksetzen, um das neue Zertifikat anzuwenden. Bis iDRAC zurlickgesetzt ist, bleibt das

bestehende Zertifikat aktiv.

Hochladen eines nutzerdefinierten SSL-Zeritfikatssignaturzertifikats unter
Verwendung von RACADM

Um das benutzerdefinierte SSL-Signaturzertifikat Uber RACADM hochzuladen, verwenden Sie den Befehl ss1certupload und dann
den Befehl racreset, um den iDRAC zurlickzusetzen.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Benutzerdefiniertes SSL-Zertifikat Signierungszertifikat
herunterladen

Sie kénnen das nutzerdefinierte Signaturzertifikat mithilfe der iDRAC-Webschnittstelle oder RACADM herunterladen.

Benutzerdefiniertes Signierungszertifikat herunterladen

So laden Sie Benutzerdefinierte Signierungszertifikate unter Verwendung der iDRAC Webschnittstelle herunter:

1. Navigieren Sie zu iDRAC-Einstellungen > Konnektivitat > SSL.
Die Seite SSL wird angezeigt.

2. Wahlen Sie unter Benutzerdefiniertes SSL-Zertifikat Signierungszertifikat die Option Benutzerdefiniertes SSL-Zertifikat
Signierungszertifikat herunterladen und klicken Sie auf Weiter.
Ein Fenster 6ffnet sich, Gber das Sie das nutzerdefinierte Signierungszertifikat an den Speicherort lhrer Wahl speichern kénnen.

Herunterladen eines nutzerdefinierten SSL-Zeritfikatssignaturzertifikats unter
Verwendung von RACADM

Um das benutzerdefinierte SSL-Signaturzertifikat herunterzuladen, verwenden Sie den Unterbefehl ss1certdownload. Weitere
Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Benutzerdefiniertes SSL-Zertifikat Signierungszertifikat loschen

Sie kdnnen ein bestehendes benutzerdefiniertes Signierungszertifikat auch unter Verwendung der iDRAC Webschnittstelle oder RACADM
l6schen.

Loschen von nutzerdefinierten Signaturzertifikaten mithilfe der iDRAC-
Webschnittstelle

So léschen Sie ein benutzerdefiniertes Signaturzertifikat mithilfe der iDRAC-Webschnittstelle:

1. Navigieren Sie zu iDRAC-Einstellungen > Konnektivitadt > SSL.
Die Seite SSL wird angezeigt.

2. Wahlen Sie unter Benutzerdefiniertes SSL-Zeritfikatssignaturzertifikat Benutzerdefiniertes SSL-
Zeritfikatssignaturzertifikat I6schen aus und klicken Sie auf Weiter.

3. Es wird eine Pop-up-Meldung angezeigt, in der Sie aufgefordert werden, iDRAC sofort oder zu einem spéateren Zeitpunkt
zurlickzusetzen. Klicken Sie wie erforderlich auf iDRAC zuriicksetzen oder iDRAC spéter zuriicksetzen.
Nachdem iDRAC zurlickgesetzt wird, wird ein neues selbstsigniertes Zertifikat generiert.
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Loschen eines nutzerdefinierten SSL-Zeritfikatssignaturzertifikats unter
Verwendung von RACADM

Um das benutzerdefinierte SSL-Signaturzertifikat Uber RACADM zu 16schen, verwenden Sie den Unterbefehl ss1lcertdelete. Fihren
Sie den Befehl racreset aus, um den iDRAC zurtickzusetzen.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Mehrere iDRACs uber RACADM konfigurieren

Mit RACADM kénnen Sie einen oder mehrere iDRACs mit identischen Eigenschaften konfigurieren. Wenn Sie einen bestimmten iDRAC
mit seiner Gruppen-ID und seiner Objekt-ID abfragen, erstellt RACADM eine Konfigurationsdatei aus den abgerufenen Informationen.
Importieren Sie die Datei in andere iDRACs, um sie identisch zu konfigurieren.
@ ANMERKUNG:
e Die Konfigurationsdatei enthélt Informationen, die fir den jeweiligen Server gelten. Die Informationen sind nach verschiedenen
Objektgruppen organisiert.
e FEinige Konfigurationsdateien enthalten eindeutige iDRAC-Informationen (z. B. die statische IP-Adresse), die Sie &ndern mussen,
bevor Sie die Datei auf andere iDRACs importieren.
Sie kdnnen das System Configuration Profile (SCP) auch verwenden, um mehrere iDRACs mithilfe von RACADM zu konfigurieren. Die
SCP-Datei enthélt die Informationen zur Komponentenkonfiguration. Sie kdnnen diese Datei verwenden, um die Konfiguration fur BIOS,

iDRAC, RAID und NIC anzuwenden, indem Sie die Datei in ein Zielsystem importieren. Weitere Informationen finden Sie im Whitepaper
XML Configuration Workflow unter Dell HandbUcher-Seite.

So konfigurieren Sie mehrere iDRACs unter Verwendung der Konfigurationsdatei:

1. Rufen Sie den Ziel-IDRAC ab, der die erforderliche Konfiguration enthélt, indem Sie den folgenden Befehl verwenden:
racadm get -f <file name>.xml -t xml -c iDRAC.Embedded.l

Der Befehl fordert die iIDRAC-Konfiguration an und generiert die Konfigurationsdatei.

®

ANMERKUNG: Das Umleiten der iDRAC-Konfiguration zu einer Datei unter Verwendung von get -£ wird nur bei den lokalen
und Remote-RACADM-Schnittstellen unterstitzt.

®|ANMERKUNG: Die erstellte Konfigurationsdatei enthélt keine Benutzerkennworter.

Der Befehl get zeigt alle Konfigurationseigenschaften in einer Gruppe (aufgefuhrt nach Gruppenname und Index) und alle
Konfigurationseigenschaften fir eine/n Nutzerin an.

2. Andern Sie falls erforderlich die Konfigurationsdatei mit einem einfachen Texteditor.

@ ANMERKUNG: Es wird empfohlen, diese Datei mit einem einfachen Texteditor zu bearbeiten. Das RACADAM-Dienstprogramm
verwendet einen ASCII-Textparser. Formatierung verwirrt den Parser, wodurch die RACADAM-Datenbank beschadigt werden
kann.

3. Auf dem Ziel-iDRAC verwenden Sie den folgenden Befehl zum Andern der Einstellungen:

racadm set -f <file name>.xml -t xml
Durch diesen Befehl werden die Informationen in den anderen iDRAC geladen. Sie kénnen mit dem Befehl set die Nutzer- und

Kennwortdatenbank Uber Server Administrator synchronisieren.
4. Setzen Sie den Ziel-IDRAC Uber den folgenden Befehl zuriick: racadm racreset
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Zugriff zum Andern der iDRAC-
Konfigurationseinstellungen auf einem Host-System
deaktivieren

Sie kénnen den Zugriff fir das Andern der iDRAC-Konfigurationseinstellungen tiber das Dienstprogramm fiir lokales RACADM oder die
iDRAC-Einstellungen deaktivieren. Sie kdnnen die Konfigurationseinstellungen jedoch anzeigen. Fihren Sie dazu folgende Schritte durch:

1. Gehen Sie auf der iIDRAC-Weboberflache zu iDRAC-Einstellungen > Services > Lokale Konfigurationen.
2. Wahlen eine oder beide der folgenden Maf3nahmen aus:

e Lokale iDRAC-Konfiguration unter Verwendung der iDRAC-Einstellungen deaktivieren — Deaktiviert den Zugriff zum
Andern der Konfigurationseinstellungen im Dienstprogramm fir die iDRAC-Einstellungen.

e Lokale iDRAC-Konfiguration unter Verwendung von RACADM deaktivieren — Deaktiviert den Zugriff zum Andern der
Konfigurationseinstellungen im lokalen RACADM.

3. Klicken Sie auf Anwenden.

ANMERKUNG: Wenn der Zugriff deaktiviert ist, kdnnen Sie Server Administrator oder das IPMITool nicht verwenden, um
iDRAC-Konfigurationen durchzufuhren. Sie kénnen jedoch IPMI Gber LAN verwenden.
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Delegierte Autorisierung mithilfe von OAuth
2.0

Die Funktion fur die delegierte Autorisierung erméglicht einem Nutzer oder einer Konsole den Zugriff auf die iDRAC-API mithilfe von OAuth
2.0 JSON Web Token (JWT), die der Nutzer oder die Konsole zuerst von einem Autorisierungsserver erhalt. Sobald ein OAuth-JWT
abgerufen wurde, kann der Nutzer oder die Konsole es verwenden, um die iDRAC-API aufzurufen. Damit ist die Angabe von Nutzername
und Kennwort fur den Zugriff auf die API nicht mehr notwendig.

ANMERKUNG: Diese Funktion ist nur mit einer Datacenter-Lizenz verflgbar. Sie missen Uber die Berechtigung zum Konfigurieren
von iDRAC oder zum Konfigurieren von Nutzern verfligen, um diese Funktion verwenden zu kénnen.

iDRAC unterstitzt die Konfiguration von bis zu 2 Autorisierungsservern. Fir die Konfiguration muss ein Nutzer die folgenden
Autorisierungsserver-Informationen angeben:

Name: eine Zeichenfolge zur Identifizierung des Autorisierungsservers auf dem iDRAC

Metadaten-URL: die OpenlID-Connect-konforme URL, die vom Server ausgegeben wird

HTTPS-Zertifikat: der 6ffentliche Serverschltssel, den der iDRAC fur die Kommunikation mit dem Server verwenden soll
Offline-Schliissel: das von JWK festgelegte Dokument fUr den Autorisierungsserver

Offline-Aussteller: die Ausstellerzeichenfolge, die in den vom Autorisierungsserver ausgegebenen Token verwendet wird

Fur die Online-Konfiguration:

e Beim Konfigurieren eines Autorisierungsservers muss der iDRAC-Administrator sicherstellen, dass der iDRAC Uber ein Online-Netzwerk
auf den Autorisierungsserver zugreifen kann.

e Wenn iDRAC nicht auf den Autorisierungsserver zugreifen kann, schlagt die Konfiguration fehl und ein spéterer Versuch, auf die
iDRAC-API zuzugreifen, schlagt ebenfalls fehl, selbst wenn ein glltiges Token vorhanden ist.

Fur die Offline-Konfiguration:

e Der iDRAC muss nicht mit dem Autorisierungsserver kommunizieren, sondern wird mit den Metadaten-Details konfiguriert, die er
offline heruntergeladen hat. Bei der Offline-Konfiguration kann iDRAC auf einen 6ffentlichen Teil der Signierungsschlissel zugreifen
und das Token ohne eine Netzwerkverbindung zum Autorisierungsserver validieren.
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Anzeigen von Informationen zu iDRAC und
zum Managed System

Sie kdnnen den Zustand und die Eigenschaften fir iDRAC und das verwaltete System sowie die Bestandsliste zu Hardware und Firmware,
den Zustand des Sensors, die Speichergerate und die Netzwerkgeréte anzeigen. Darlber hinaus kénnen Sie Nutzersitzungen anzeigen und
beenden. Bei Blade-Servern kénnen Sie auch die Flex-Adresse oder Remote-zugewiesene Adresse (gilt nur fur MX-Plattformen) anzeigen.

Themen:

*  Zustand und Eigenschaften des Managed System anzeigen

*  Konfigurieren der Assetnachverfolgung

e System-Bestandsaufnahme anzeigen

*  Anzeigen der Systemkomponenten

»  Uberwachen des Leistungsindex fir CPU, Arbeitsspeicher und Eingabe-/Ausgabemodule
*  Lesen von Firmware- und Hardwarebesténden

. Durchfiihren und Uberpriifen des Firmwareupdatestatus

. Durchfiihren und Uberpriifen des System-/Komponentenkonfigurationsstatus

e Erkennung inaktiver Server

*  GPU-Verwaltung (Beschleuniger)

+  Uberpriifen der Frischlufttauglichkeit des Systems

¢ Temperaturverlaufsdaten anzeigen

*  Anzeigen der auf dem Host-Betriebssystem verfligbaren Netzwerkschnittstellen

¢ Anzeigen der auf dem Hostbetriebssystem verfligbaren Netzwerke Gber RACADM
¢ Verbindungen der FlexAddress-Mezzanine-Kartenarchitektur anzeigen

e Anzeigen und Beenden von iDRAC-Sitzungen

Zustand und Eigenschaften des Managed System
anzeigen

Wenn Sie sich bei der iDRAC-Weboberflache anmelden, kénnen Sie auf der Seite Systemzusammenfassung den Zustand des Managed
System und Basis-iDRAC-Informationen anzeigen, eine Vorschau auf die virtuelle Konsole abrufen, Arbeitsnotizen hinzufiigen und
anzeigen und Aufgaben schnell starten, wie z. B. Aus- und Einschalten, Protokolle anzeigen, Firmware aktualisieren und Firmware-Rollback
durchfuhren, die LED an der Frontblende ein- oder ausschalten und iDRAC zurtlicksetzen.

Um auf die Seite Systemzusammenfassung zuzugreifen, gehen Sie zu System > Ubersicht > Zusammenfassung. Die Seite
Systemzusammenfassung wird angezeigt. Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.

Auf3erdem kdénnen Sie die grundlegenden Systemzusammenfassungsinformationen tber das Dienstprogramm fur die iDRAC-
Einstellungen anzeigen. Fuhren Sie dazu folgende Schritte durch: Gehen Sie im Dienstprogramm fir die iDRAC-Einstellungen

zu Systemzusammenfassung. Daraufhin wird die Seite iDRAC-Einstellungen — Systemzusammenfassung angezeigt. Weitere
Informationen finden Sie in der iDRAC-Dienstprogramm-Online-Hilfe.

Konfigurieren der Assetnachverfolgung

Die Assetnachverfolgungsfunktion in iDRAC bietet Ihnen die Moglichkeit zum Konfigurieren verschiedener Attribute, die in einer Beziehung

zu lhrem Server stehen. Hierzu gehdren Informationen wie Erwerb, Garantie, Service usw.

@ ANMERKUNG: Die Assetnachverfolgung in iDRAC ist vergleichbar mit der Systemkennnummerfunktion in OpenManage-
Serveradministrator. Die Attributinformationen mussen jedoch getrennt voneinander in beide Extras eingegeben werden, damit sie
die relevanten Assetdaten auffuhren.

So konfigurieren Sie die Assetnachverfolgung:
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1. Navigieren Sie in der iIDRAC-Schnittstelle zu Konfiguration > Assetnachverfolgung.

2. Kilicken Sie auf Benutzerdefinierte Assets hinzufiigen, um weitere Attribute hinzuzufligen, die nicht standardméfig auf dieser

Seite angezeigt werden.

3. Geben Sie alle relevanten Informationen zu Ihrem Server-Asset ein und klicken Sie auf Anwenden.

4. Navigieren Sie zum Anzeigen |hres Assetnachverfolgungsberichts zu System > Details > Assetnachverfolgung.

System-Bestandsaufnahme anzeigen

Sie kdnnen Informationen zu den Hard- und Firmwarekomponenten, die auf dem verwalteten System installiert sind, anzeigen. Um den
Systembestand auf der iDRAC-Weboberflache anzuzeigen, gehen Sie zu System > Bestand. Weitere Informationen zu den angezeigten

Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

Der Abschnitt Hardwarebestandsaufnahme zeigt die Informationen fur die folgenden Komponenten an, die auf dem Managed System

verflgbar sind:

iDRAC

OEM

RAID-Controller
Batterien

CPUs

GPU

DIMMs

HDDs
Ruckwandplatinen
Netzwerkschnittstellenkarten (integrierte und eingebettete)
Grafikkarte

SD-Karte

Netzteile

LUfter
Fibre-Channel-HBAs
USB-Anschluss

NVMe PCle SSD-Gerate

@ ANMERKUNG: Im Hardwarebestand werden fur jede GPU nur die Eintrége BuildDate, GPUGUID und OEMInfo unterstitzt und
nur far NVIDIA-Gerate ausgefullt. OEMInfo-Daten werden nur dann eingetragen, wenn Daten vom NVIDIA-Gerét fur dieses Feld

angegeben wurden.

In der folgenden Tabelle sind die Attribute und erwarteten Werte auf der Seite Hardwarebestand in der iDRAC-UI aufgefuhrt, wenn die

Pensado-DPU-Karte HIl nicht unterstitzt:

Tabelle 17. Attribute und erwartete Werte

Attribute Erwartete Werte
CurrentMACAddress Leer

BusNumber Zero

DataBusWidth Leer

PClIDevicelD Leer
PCISubDevicelD Leer
PCISubVendorID Leer

PCIVendorlD Leer

SlotLength Leer

SlotType Leer
LastSystemInventoryTime 01.01.1970 00:00:00
LastUpdateTime 01.01.1970 00:00:00
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Tabelle 17. Attribute und erwartete Werte (fortgesetzt)

Attribute Erwartete Werte
FCoEOffloadMode Deaktiviert
iScsiOffloadMode Deaktiviert
NicMode Deaktiviert
MaxBandwidth 0

MinBandwidth 0

Ind

ANMERKUNG: Die bereitgestellte Bestandsaufnahme wird erst nach dem Start des Hosts aktualisiert. Bestédnde wie PCle-
Steckplatze und PCle-Geréte im Hardwarebestand sind Teil des bereitgestellten Bestands, der wéhrend des Hoststarts (nach CSIOR)
erzeugt wird. Selbst ein Hot-Plugging/Entfernen der Laufwerke &ndert die Bestandsdaten nicht, es sei denn, der Host wird neu
gestartet.

er Benutzeroberflache sind auf der Seite Netzwerkgerat > Partitionsstatus die Werte fur PCl-Ger&te-ID, minimale Bandbreite und

maximale Bandbreite leer.

Auf
Der

©

©

der Seite Netzwerkgerat > Einstellungen und Funktionen ist der Wert fUr unterstitzte Startprotokolle leer.
Abschnitt Firmwarebestandsaufnahme zeigt die Firmware-Version fur die folgenden Komponenten an:

BIOS

Lifecycle Controller

iDRAC

Treiberpaket des Betriebssystems

System CPLD

PERC-Controller

Physische Laufwerke

Netzteil

NIC

Fibre Channel

Ruckwandplatine

Gehause

PCle-SSD-Laufwerke

TPM

Betriebssystem-Collector

iSM

ANMERKUNG: Fur PowerVault MD 2412, PowerVault MD 2424 oder PowerVault MD 2460 hat die Gehduse-Firmwareversion das
Format ,Major — Minor* und es gibt keine Patchversion. Dies ist auf die 4-Byte-Einschrankung des SCSI-Anfragebefehls im Feld
,Firmwareversion” zurtickzufuhren. Beispiel: Wenn die EMM-Firmwareversion 7.3.1ist, ist die Gehduse-Firmwareversion 0703.

ANMERKUNG: Fur Komponenten, die keine Rollback-Funktion tGber iDRAC haben, wird das Veroffentlichungsdatum nicht im
Softwarebestand angezeigt. Wenn eine Komponente vom Hostbetriebssystem aktualisiert wird, werden méglicherweise keine
Rollback-Inhalte und Details zum Verodffentlichungsdatum ausgefllt.

ANMERKUNG: Fihren Sie nach dem Durchfiihren eines In-Band-Updates der Betriebssystemfirmware auf einem externen Gehause
(JBOD) einen Kaltstart des Servers durch (Aus- und Einschalten), um die Gehduseinformationen und die Systembestandsaufnahme in
iDRAC zu aktualisieren.

ANMERKUNG: Die Firmware-Bestandsaufnahme kann lange dauern oder wird in einigen Féallen nicht angezeigt. Verwenden Sie den
RACADM-Befehl getremoteservicestatus, bevor Sie die Firmware-Bestandsaufnahme ausfihren.

ANMERKUNG:

e Der Softwarebestand zeigt nur die letzten 4 Byte der Firmwareversion und das Verdffentlichungsdatum an. Beispiel: Wenn die
Firmware-Version FLVDLOG ist, zeigt die Firmware-Bestandsliste DLOG an.

e Bei SATA-Laufwerken werden fur die Firmwareversion immer 4 Zeichen angezeigt. Wenn ein SATA-Laufwerk eine
Firmwareversion mit mehr als 4 Zeichen hat, zeigt der Softwarebestand die letzten 4 Zeichen der Firmwareversion an und
die Storage-Seite sowie der Hardwarebestand zeigen die vollstandige Version an.
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e \Wenn Sie einen Softwarebestand Uber die Redfish-Oberflache anzeigen, werden die Informationen zum Verdffentlichungsdatum
nur fur Komponenten angezeigt, die Rollbacks unterstttzen.

@ ANMERKUNG:

e Die Firmwareversion des GPU-Bundles wird als 00.00.00.00 angezeigt:
o bis ein Firmwareupdate Uber das DUP durchgefuhrt wurde.

o nachdem die Systemléschung auf dem System durchgefihrt wurde.

e \Wenn es zu einem Kommunikationsfehler zwischen der GPU-Basisplatine und iDRAC kommt, wird die GPU-Bundle-Version
maglicherweise nicht im Firmwarebestand angezeigt. Um das Kommunikationsproblem zu beheben, schalten Sie das System aus
und wieder ein. Die Firmwareversion wird als 00.00.00.00 angezeigt, wenn die Kommunikation wiederhergestellt ist.

e Wenn sich ein Gerat (Beispiel: TPM) im AUS-Zustand befindet, zeigt der Softwarebestand die Version als Nicht verfiigbar oder
0 an. Wenn die Anwendung nicht installiert ist, wird die Version als Nicht installiert angezeigt.

e Das System zeigt auf der Seite Systembestand das anfangliche Standard-Systemdatum und die Standard-Systemzeit als
Datum/Uhrzeit der Installation an, bis eine neue Geréate-Firmwareversion mit dem DUP installiert wird. Auf3erdem sollten
das/die BIOS- und iDRAC-Datum/Uhrzeit fir Komponenten synchronisiert werden, deren Bestandsdetails vom BIOS abgerufen
werden (Beispiel: BIOS, TPM).

e Das Installationsdatum &ndert sich nicht, wenn die aktualisierte Version mit der installierten Version Ubereinstimmt.

e Manchmal wird im Feld LastUpdateTime einer Komponente im iDRAC-Hardwarebestand ein zukinftiges/vergangenes Datum
angezeigt. Dies kann passieren, wenn entweder die BIOS- oder die HOST-Zeit auf ein falsches Datum eingestellt ist. Um dieses
Problem zu beheben, korrigieren Sie das BIOS- oder HOST-Datum.

@ ANMERKUNG: Auf Dell PowerEdge FX2/FX2s-Servern unterscheidet sich die Namenskonvention der CMC-Version in der iDRAC-UI
von der in der CMC-UI. Die Version muss jedoch unveréndert bleibt.

Wenn Sie eine Hardware-Komponente ersetzen oder die Firmware-Versionen aktualisieren, aktivieren Sie die Option Bei Neustart
Systeminformationen erfassen (Collect System Inventory on Reboot, CSIOR) und fUhren Sie sie aus, um die Systembestandsaufnahme
beim Neustart zu erfassen. Melden Sie sich nach einigen Minuten bei iDRAC an und navigieren Sie zur Seite Systembestandsaufnahme,
um die Details anzuzeigen. Je nach der auf dem Server installierten Hardware kann es bis zu 5 Minuten dauern, bis die Informationen
angezeigt werden.

®|ANMERKUNG: CSIOR-Option ist standardméf3ig aktiviert.

Klicken Sie auf Exportieren, um die Hardware-Bestandsaufnahme in ein XML-Format zu exportieren und speichern Sie sie an einen
Speicherplatz Ihrer Wahl.

ANMERKUNG: Konfigurationsédnderungen und Firmware-Aktualisierungen, die innerhalb des Betriebssystems erfolgen, werden
maoglicherweise erst nach einem Serverneustart richtig in der Bestandsaufnahme angezeigt.

Anzeigen der Systemkomponenten

Die folgenden Komponenten auf der iDRAC-Benutzeroberflache unterstiitzen Sie bei der Uberwachung des Funktionszustands eines
verwalteten Systems:

e Batterien — Bietet Informationen zu den Batterien auf dem Hauptplatinen-CMOS und dem Storage-RAID auf der Hauptplatine
(ROMB).

@ ANMERKUNG: Die Einstellungen fur Storage-ROMB-Batterien sind nur verfugbar, wenn das System einen ROMB mit einer
Batterie aufweist.

e CPU - Zeigt den Funktionszustand und den Status der CPUs im verwalteten System an. Meldet auf3erdem automatische
Prozessordrosselung und vorhergesagte Fehler.

e Arbeitsspeicher — Zeigt den Funktionszustand und den Status der im verwalteten System vorhandenen DIMMs (Dual In-line Memory
Modules) an.

Eingriff — Zeigt Informationen zum Gehé&use an.
Stromversorgung (nur fir Rack- und Tower-Server) — Zeigt Informationen zu den Netzteilen und den Netzteil-Redundanzstatus an.

®| ANMERKUNG: Wenn das System nur ein Netzteil aufweist, ist die Netzteilredundanz deaktiviert.

e Wechselmedien — Zeigt Informationen zu den internen SD-Modulen, vFlash und IDSDM (Internal Dual SD Module) an.
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o Wenn IDSDM-Redundanz aktiviert ist, werden die folgenden IDSDM-Sensorstatus angezeigt: IDSDM-Redundanzstatus, IDSDM
SD1und IDSDM SD2. Wenn Redundanz deaktiviert ist, wird nur IDSDM SD1 angezeigt.

o Wenn IDSDM-Redundanz beim Einschalten des Systems oder nach dem Zurlcksetzen von iDRAC deaktiviert wird, wird der
IDSDM SD1-Sensorstatus nur angezeigt, wenn eine Karte eingesetzt wird.

o Wenn die IDSDM-Redundanz bei zwei im IDSDM vorhandenen SD-Karten aktiviert ist und der Status einer SD-Karte online ist,
wahrend der Status der anderen Karte offline ist. Ein Systemneustart ist erforderlich, um die Redundanz zwischen den beiden
SD-Karten im IDSDM wiederherzustellen. Nachdem die Redundanz wiederhergestellt ist, ist der Status der beiden SD-Karten im
IDSDM online.

o Wahrend der Wiederherstellung der Redundanz zwischen zwei SD-Karten, die sich im IDSDM befinden, wird der IDSDM-Status
nicht angezeigt, da die IDSDM-Sensoren ausgeschaltet sind.

ANMERKUNG: Wenn das Hostsystem wahrend des IDSDM-Wiederherstellungsvorgangs neu gestartet wird, zeigt der iDRAC
die IDSDM-Informationen nicht an. Um dieses Problem zu beheben, erstellen Sie das IDSDM neu, oder setzen Sie den iDRAC

zurUck.

o Die Systemereignisprotokolle (SEL) fir eine schreibgeschiitzte oder beschadigte SD-Karte im IDSDM-Modul werden erst
wiederholt, nachdem sie durch das Ersetzen der SD-Karte durch eine beschreibbare und funktionsfahige SD-Karte geléscht
wurden.

ANMERKUNG: Wenn die iDRAC-Firmware von Versionen vor 3.30.30.30 aktualisiert wird, muss der iDRAC auf die
Standardwerte zurlickgesetzt werden, damit die IDSDM-Einstellungen im Plattformereignisfilter von Server Administrator
angezeigt werden.

Spannung - Zeigt den Status und die Messwerte des Spannungssensors fUr verschiedene Systemkomponenten an.
Kiihlung - Zeigt Details zu Luftern und Hardwaretemperaturen an.

Accelerator — Zeigt Details zu GPUs und Verarbeitungsbeschleunigern an.

PCle-Steckpladtze — Zeigt Details zu allen PCle-Geréaten, einschliefllich PCle-SSD-Geraten (NVMe) an.
Netzwerkgerate — Zeigt Details zu allen Netzwerkgeraten, einschliefdlich DPUs an.

In der folgenden Tabelle sind die Systemkomponenten aufgefihrt, die Uberwacht werden kénnen:

®| ANMERKUNG: Die Seite Systemiibersicht zeigt nur Daten fir Sensoren an, die auf Ihrem System vorhanden sind.

Tabelle 18. Uber die iDRAC-Benutzeroberfliche liberwachte Systemkomponenten

Systemkomponenten Navigationspfad in iDRAC
Batterien System > Ubersicht > Batterien
Kiihlung System > Ubersicht > Kiihlung
CPU System > Ubersicht > CPU

Arbeitsspeicher

System > Ubersicht > Arbeitsspeicher

Eingriff

System > Ubersicht > Eingriff

Leistung

System > Ubersicht > Stromversorgung

Wechselmedien

System > Ubersicht > Wechselmedien

Spannungen

System > Ubersicht > Spannungen

Netzwerkgerat

System > Ubersicht > Netzwerkgerite

Accelerator

System > Ubersicht > Accelerator

PCle-Steckplidtze

System > Ubersicht > PCle-Steckplitze

Verwenden Sie den Befehl racadm getsensorinfo, um die Details zu jeder dieser Komponenten abzurufen.

®| ANMERKUNG: Aktuelle Informationen zu den unterstitzten Eigenschaften und deren Werten finden Sie in der iDRAC-Onlinehilfe.
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Uberwachen des Leistungsindex fiir CPU,
Arbeitsspeicher und Eingabe-/Ausgabemodule

In der 14. Generation der Dell PowerEdge-Server bietet Intel ME UnterstUtzung fur die Funktion ,Datenverarbeitungsauslastung pro
Sekunde” (Compute Usage Per Second, CUPS). Die CUPS-Funktion bietet eine Echtzeitliberwachung der CPU-, Arbeitsspeicher-
und 1/0-Auslastung sowie einen Auslastungsindex fur das gesamte System. Intel ME erlaubt das Out-of-band-Performancemonitoring
und beansprucht keine CPU-Ressourcen. Intel ME verfugt Gber einen System-CUPS-Sensor, der Rechenwerte, Arbeitsspeicher- und
|/0-Ressourcenauslastungswerte als CUPS-Index bereitstellt. IDRAC Uberwacht den CUPS-Index fiir die Systemauslastung und auch die
momentanen Werte des CPU-, Arbeitsspeicher- und I/O-Auslastungsindex.

@ ANMERKUNG: Die CUPS-Funktionalitat wird auf den folgenden Servern nicht unterstiitzt:

e PowerEdge R240

e PowerEdge R240xd

e PowerEdge R340

e PowerEdge R6415

e PowerEdge R7415

e PowerEdge R7425

e PowerEdge T140

Die CPU und der Chipsatz verflgen Uber dedizierte Ressourceniiberwachungsindikatoren (RMC). Die Daten aus diesen RMCs werden
abgefragt, um Auslastungsinformationen der Systemressourcen zu erhalten. Die Daten von den RMCs werden vom Node-Manager
aggregiert, um die kumulative Auslastung der einzelnen Systemressourcen zu ermitteln, die vom iDRAC Uber die vorhandenen
Interkommunikationsverfahren gelesen werden, um diese Daten Uber Out-of-band-Managementschnittstellen bereitzustellen.

Die Intel Sensordarstellung von Leistungsparametern und Indexwerten ist fur ein vollstandiges physisches System vorgesehen. Daher
bezieht sich die Darstellung der Leistungsdaten auf den Schnittstellen ebenfalls auf das gesamte physische System, selbst wenn das
System virtualisiert ist und mehrere virtuelle Hosts enthélt.

Zum Anzeigen der Leistungsparameter mussen die unterstitzten Sensoren auf dem Server vorhanden sein.
Die vier Systemauslastungsparameter sind:

e CPU-Auslastung — Die Daten der RMCs fir jeden CPU-Kern werden zusammengefasst, um eine kumulative Auslastung aller Kerne
im System bereitzustellen. Diese Auslastung basiert auf der Zeit, die im aktiven und im inaktiven Zustand verbracht wird. Alle sechs
Sekunden wird eine RMC-Probe genommen. Um die aktuelle CPU-Auslastung anzuzeigen, Gberprifen Sie die CPU-Auslastung, die im
Hostbetriebssystem angezeigt wird.

e Speicherauslastung — Die RMCs messen den Speicherdatenverkehr, der in den einzelnen Speicherkanalen oder Storage-Controller-
Instanzen auftritt. Die Daten von den RMCs werden kombiniert, um den gesamten Speicherdatenverkehr Uber alle Speicherkanéle im
System zu messen. Dies ist ein Maf3 fur die Speicherbandbreitennutzung und nicht fur die Speicherauslastung. IDRAC aggregiert sie
fr eine Minute, sodass sie mit der Speicherauslastung Ubereinstimmen kann, die andere Betriebssystem-Tools, wie z . B. top in Linux,
anzeigen. Die vom iDRAC angezeigte Speicherbandbreitenauslastung ist ein Hinweis darauf, ob die Workload arbeitsspeicherintensiv ist
oder nicht.

e |/0-Auslastung - Es gibt einen RMC fir jeden Root-Anschluss im PCI Express-Root-Komplex, um den PCI Express-Datenverkehr zu
messen, der von bzw. zu diesem Root-Anschluss und dem unteren Segment flie3t. Die Daten der RMCs werden aggregiert, um den
PCI Express-Datenverkehr fir alle PCI Express-Segmente des Pakets zu messen. Dies ist eine Messung der I/0-Bandbreitennutzung
fUr das System.

e CUPS-Index auf Systemebene — Der CUPS-Index wird berechnet, indem CPU-, Arbeitsspeicher- und I/0-Index unter
BerUcksichtigung eines vordefinierten Auslastungsfaktors flr jede Systemressource kombiniert werden. Der Auslastungsfaktor hangt
von der Art des Workloads auf dem System ab. Der CUPS-Index stellt den Wert der Computing-Kapazitaten auf dem Server dar.
Wenn das System Uber einen grof3en CUPS-Index verfigt, gibt es nur begrenzten Spielraum, um mehr Workloads auf diesem System
zu platzieren. Mit abnehmendem Ressourcenverbrauch reduziert sich auch der CUPS-Index des Systems. Ein niedriger CUPS-Index
gibt an, dass eine hohe Computing-Kapazitat verflgbar ist und der Server neue Workloads empfangen kann. Der Server befindet sich
zudem in einem niedrigeren Energiezustand, um den Energieverbrauch zu reduzieren. Die Workload-Uberwachung kann dann auf das
gesamte Rechenzentrum angewendet werden, um eine ganzheitliche Ubersicht tiber die Auslastung des Rechenzentrums zu erhalten
und damit eine dynamische Rechenzentrumslésung bereitstellen zu kénnen.

@ ANMERKUNG: Die CPU-, Arbeitsspeicher- und I/O-Auslastungsindizes werden Uber einen Zeitraum von einer Minute aggregiert.
Wenn es unmittelbare Spitzen in diesen Indizes gibt, werden diese moglicherweise unterdrickt. Sie sind ein Hinweis auf Workload-
Muster, nicht auf den Umfang der Ressourcenauslastung.

Die IPMI-, SEL- und SNMP-Traps werden generiert, wenn die Grenzwerte fur die Auslastungsindizes erreicht und die Sensorereignisse
aktiviert sind. Die Sensorereigniskennzeichnungen sind standardmafig deaktiviert. Sie kdnnen jedoch Uber die Standard-IPMI-Schnittstelle
aktiviert werden.
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Im Folgenden werden die erforderlichen Berechtigungen aufgefiihrt:

e Anmeldeberechtigung fir die Uberwachung der Leistungsdaten
e Konfigurationsberechtigung fur das Einstellen der Warnungsschwellenwerte und das Zurticksetzen der Verlaufsspitzen
e Zum Lesen historischer statischer Daten sind eine Anmeldeberechtigung und eine Enterprise-Lizenz erforderlich.

Uberwachen des Leistungsindex fiir CPU-, Storage- und I/0-Module
uber die Weboberflache

Um den Leistungsindex von CPU, Arbeitsspeicher und I/0-Modulen zu Gberwachen, gehen Sie auf der iDRAC-Weboberflache zu System
> Leistung.

e Abschnitt Systemleistung — Zeigt den aktuellen Messwert und den Warnungsmesswert fir den CPU-, Storage- und I/0-
Auslastungsindex sowie den CUPS-Index auf Systemebene in einer grafischen Ansicht an.

e Abschnitt Historische Daten der Systemleistung:

o Dieser Abschnitt enthélt die Statistiken zu CPU, Arbeitsspeicher und I/0O-Auslastung und den Systemebenen-CUPS-Index. Wenn
das Hostsystem ausgeschaltet ist, zeigt das Diagramm die Ausschaltlinie unter O % an.

o Sie kdnnen die Spitzenauslastung fur einen bestimmten Sensor zuriicksetzen. Klicken Sie auf Historischen Spitzenwert
zuriicksetzen. Sie mlssen Uber die Berechtigung zur Konfiguration verfligen, um den Spitzenwert zuriickzusetzen.
e Abschnitt Leistungskennzahlen:
o Zeigt den Status an und préasentiert Messwerte .

o Zeigt den Warnungsschwellenwert fUr die Auslastung an und erméglicht die Festlegung des Werts. Sie missen Uber die
Berechtigung zur Serverkonfiguration verfiigen, um die Schwellenwerte festzulegen.

Weitere Informationen zu den angezeigten Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

Uberwachen des Leistungsindex fiir CPU-, Storage- und 1/0-Module
uber RACADM

Verwenden Sie den Unterbefehl SystemPerfStatistics zur Uberwachung des Leistungsindex fur CPU, Arbeitsspeicher und 1/0-Module.
Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Lesen von Firmware- und Hardwarebestanden

@ ANMERKUNG: Stellen Sie sicher, ein paar Sekunden abzuwarten, wahrend Sie den Befehl getremoteservicesstatus mit
einem Timeout von 5 Minuten verwenden.

1. Verwenden Sie die Methode/URI/den Befehl getremoteservicesstatus, um zu Uberprifen, ob der Lifecycle Controller(LC)-
Status bereit ist. Stellen Sie sicher, dass das System mindestens einmal eingeschaltet ist und CSIOR (Collect System Inventory
On Restart) mindestens einmal ausgefuhrt wurde, um die richtigen Details zu erhalten. Basierend auf der Anforderung fir einige
Komponenten wie Storage und Netzwerk missen Sie mdglicherweise auch Uberprifen, ob sich das System im Status Auf3erhalb von
POST und Echtzeit (EZ) befindet.

2. Das maximale Timeout, damit LC bereit ist, sollte 5 Minuten betragen. Stellen Sie sicher, dass sich das System im folgenden Zustand
befindet, damit der LC-Status bereit ist:

e Aufderhalb von POST
e Job wird noch nicht ausgefihrt
e Nichtin LC-GUI
e Host steckt in POST fest
3. Sobald der LC-Status bereit ist, verwenden Sie die Methode/URI/den Befehl getinventory.
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ANMERKUNG: Stellen Sie sicher, ein paar Sekunden abzuwarten, wahrend Sie den Befehl getremoteservicesstatus mit
einem Timeout von 5 Minuten verwenden.

Uberprifen Sie die Firmware-Bestandsaufnahme (befolgen Sie das oben genannte Verfahren).

Um maogliche Ausfalle spater zu vermeiden, Gberpriifen Sie, ob die zu aktualisierende Komponente im System vorhanden ist und/oder
ob das richtige unterstutzte Dell Update Package (DUP) zum Hochladen ausgewahlt ist.

Verwenden Sie die Methode/URI/den Befehl getremoteservicesstatus nach den ersten Priifungen, um zu Uberprtfen, ob der
LC-Status bereit ist.

Sobald LC bereit ist, verwenden Sie die Methode/URI/den Befehl £irmwareupdate und Ubergeben Sie das richtige DUP, um das
Update zu starten.

Wenn flr das Update ein Neustart des Hosts erforderlich ist, erstellen Sie einen Neustartjob oder starten Sie den Host neu. Strom-,
OSM- und PERC-Updates erfordern einen Kaltneustart.

Prifen Sie, ob der Jobstatus erfolgreich/fehlgeschlagen ist. Rufen Sie die Lebenszyklusprotokollereignisse und den
Jobwarteschlangenstatus auf und suchen Sie nach den Konfigurationsergebnissen, um weitere Details zu den Fehlern zu erhalten.
Erst nachdem CSIOR (Collect System Inventory On Restart) auf dem Host bei Bedarf erfolgreich abgeschlossen wurde, wird der
Job als abgeschlossen markiert, wenn er nicht fehlgeschlagen ist, selbst bei mehreren oder Katalogupdates. Daher wird empfohlen,
dass der Aufrufer kein eigenes Timeout hat oder ein gréf3eres Zeitfenster als dieses Timeout aufweisen sollte

Wenn das Update langer als 6 Stunden hangen bleibt (d. h. das Jobmodul erhélt vom Updatemodul 6 Stunden lang keinen Status),
kann es sein, dass der Job ein Timeout aufweist und fehlschlagt.

Die Update-Timeouts basieren auf der Empfehlung des Gerateteams, die zur Laufzeit gelesen wird.

Wenn der Job als abgeschlossen markiert ist und der Bestand die neuen Anderungen, die gerade angewendet wurden, nicht meldet,
warten Sie auf 30 Sekunden lang und Uberprifen Sie den Bestand erneut.

urchfiihren und Uberpriifen des System-/

Komponentenkonfigurationsstatus

®

E

Der
Die

ANMERKUNG: Stellen Sie sicher, ein paar Sekunden abzuwarten, wahrend Sie den Befehl getremoteservicesstatus mit
einem Timeout von 5 Minuten verwenden.

Uberpriifen Sie die Firmware-Bestandsaufnahme (befolgen Sie das oben genannte Verfahren).

Um mogliche Ausfélle spéter zu vermeiden, stellen Sie sicher, dass die erforderliche Komponente im System vorhanden ist.
Verwenden Sie die Methode/URI/den Befehl getremoteservicesstatus nach den ersten Prifungen, um zu Gberpriifen, ob der
LC-Status bereit ist. Basierend auf der Anforderung fir einige Komponenten wie Storage und Netzwerk muss mdglicherweise ein
anderer Status geprift werden, z. B. ob sich das System im Status Auf3erhalb von POST und Echtzeit (EZ) befindet.

Sobald LC bereit ist, verwenden Sie die System-/Komponentenkonfigurationen und erstellen Sie den Job.

Erstellen Sie einen Neustartjob oder starten Sie den Host neu, wenn die Konfiguration einen Neustart des Hosts erfordert. Bestimmte
Konfigurationseinstellungen erfordern méglicherweise einen Kaltstart.

Der Aufrufer muss prifen, ob der Jobstatus abgeschlossen ist: Erfolg/Fehler. Rufen Sie die Lebenszyklusprotokollereignisse und den
Jobwarteschlangenstatus auf und priifen Sie die Konfigurationsergebnisse, um weitere Details zu den Fehlern zu erhalten.

Erst nachdem CSIOR (Collect System Inventory On Restart) auf dem Host bei Bedarf erfolgreich abgeschlossen wurde, wird der
Job als abgeschlossen markiert, wenn er nicht fehlgeschlagen ist. Dies gilt, wenn ein Neustart des Hosts erforderlich ist.

Wenn der Job abgeschlossen ist, warten Sie 30 Sekunden lang und verwenden Sie dann die Methode/URI/den Befehl
getremoteservicesstatus, um zu Uberprifen, ob der LC-Status bereit ist, mit dem anderen erforderlichen Status, und lesen Sie
dann die erwarteten Werte.

rkennung inaktiver Server

iDRAC bietet einen bandexternen Leistungstiberwachungsindex der Server-Komponenten wie CPU, Storage und E/A.

Verlaufsdaten fur des CUPS-Index auf Server-Ebene werden verwendet, um zu Uberwachen, ob der Server fir lange Zeit genutzt

wird oder inaktiv ist. Wenn der Server fir eine definierte Zeitspanne (in Stunden) unter einem bestimmten Schwellenwert ausgelastet ist,
wird er als inaktiver Server gemeldet.
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Diese Funktion wird nur auf Intel-Plattformen mit CUPS-Fahigkeit unterstitzt. AMD- und Intel-Plattformen ohne CUPS-Funktion
unterstltzen diese Funktion nicht.

@ ANMERKUNG:
e FUr diese Funktion wird eine Datacenter-Lizenz benétigt.

e Zum Lesen der Konfigurationen der Parameter inaktiver Server benttigen Sie Anmeldeberechtigungen und zum Andern der
Parameter bendtigen Sie iDRAC-Konfigurationsberechtigungen.

Um die Parameter anzuzeigen oder zu &ndern, navigieren Sie zu Konfiguration > Systemeinstellungen.
Die Erkennung inaktiver Server wird basierend auf den folgenden Parametern gemeldet:

e Schwellenwert fur inaktive Server (%) — Dieser Wert ist standardmaflig auf 20 % eingestellt und kann von O bis 50 % konfiguriert
werden. Der Reset-Vorgang setzt den Schwellenwert auf 20 %.

e Prifintervall fUr inaktive Server (in Stunden): Dies ist der Zeitraum, in dem die sttndlichen Stichproben erfasst werden, um inaktive
Server zu bestimmen. Standardmaéfig ist dieser Wert auf 240 Stunden festgelegt und kann von 1 bis 9000 Stunden konfiguriert
werden. Der Reset-Vorgang setzt das Intervall auf 240 Stunden.

e Prozentwert fur Server-Auslastung (%) — Der Wert fUr die Auslastung in Prozent kann von 80 bis 100 % eingestellt werden. Der
Standardwert ist 80 %. Wenn 80 % der stundlichen Stichproben unter den Auslastungsgrenzwert fallen, gilt ein Server als inaktiv.

Andern der Parameter fir die Erkennung inaktiver Server mit RACADM

racadm get system.idleServerDetection

Andern der Parameter fiir die Erkennung inaktiver Server mit Redfish

https://<iDRAC IP>/redfish/vl/Managers/System.Embedded.l/Attributes

Andern der Parameter fUr die Erkennung inaktiver Server mit WSMAN

winrm e http://schemas.dmtf.org/wbem/wscim/1/cim-schema/2/root/dcim/DCIM SystemAttribute
-u:root -p:calvin -r:https://<iDRAC IP>/wsman -SkipCNcheck -SkipCAcheck -encoding:utf-8
-a:basic

®| ANMERKUNG: Die iDRAC-Benutzeroberflache unterstiitzt nicht das Anzeigen oder Andern der Attribute.

GPU-Verwaltung (Beschleuniger)

Dell PowerEdge-Server werden mit Graphics Processing Unit (GPU) ausgeliefert. Mithilfe der GPU-Verwaltung kénnen Sie die
verschiedenen GPUs anzeigen, die mit dem System verbunden sind, und auf3erdem die Strom-, Temperatur- und Warme-Informationen zu
den GPUs Uberwachen.

Im Folgenden sind die GPU-Eigenschaften und die Lizenzdetails aufgefuhrt:

Tabelle 19. GPU-Eigenschaften und Lizenzdetails

GPU-Eigenschaften Lizenz
Bestandsaufnahme

Platinen-Teilenummer Alle Lizenzen
OEM-Info Alle Lizenzen
Seriennummer Alle Lizenzen
Marketingname Alle Lizenzen
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Tabelle 19. GPU-Eigenschaften und Lizenzdetails (fortgesetzt)

GPU-Eigenschaften

Lizenz

GPU-Teilenummer

Alle Lizenzen

Build-Datum

Alle Lizenzen

Firmwareversion

Alle Lizenzen

GPU-GUID

Alle Lizenzen

PCI-Anbieter-ID

Alle Lizenzen

PCl-Geréte-ID

Alle Lizenzen

PCl-Unteranbieter-1D

Alle Lizenzen

PCI-Untergeréate-ID

Alle Lizenzen

GPU-Status

Alle Lizenzen

GPU-Integritat

Alle Lizenzen

Temperaturkennzahlen

Primare GPU-Temperatur

Alle Lizenzen

Sekundare GPU-Temperatur

Alle Lizenzen

Platinentemperatur

Alle Lizenzen

Arbeitsspeichertemperatur

Alle Lizenzen

Min. GPU-HW-Drosselungstemperatur Enterprise
GPU-Temperatur beim Herunterfahren Enterprise
Max. Storage-Betriebstemperatur Enterprise
Max. GPU-Betriebstemperatur Enterprise
Temperatur-Warnmeldungsstatus Enterprise
Strombremsstatus Enterprise

Stromkennzahlen

Stromverbrauch Alle Lizenzen
Netzteilstatus Enterprise
Stromversorgungsstatus der Platine Enterprise

@ ANMERKUNG:
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GPU-Eigenschaften werden nicht fir integrierte GPU-Karten aufgelistet und der Status wird als Unbekannt gekennzeichnet.
Die Betriebstemperatur kann bei AMD-basierten Systemen anders ausfallen.

Die Anzahl der GPU-Eintrage pro PCle-Steckplatz, die auf dem Host angezeigt werden, kann sich von der im iDRAC
unterscheiden.

Wenn nach der Durchfiihrung von gebindelten oder Komponenten-Firmwareupdates fur GPUs oder PDB-CPLDs ein manuelles
Aus- und Einschalten erforderlich ist, wird das SUP0545-Ereignis in LC-Protokollen (Lifecycle) angezeigt. Stellen Sie nach diesem
Ereignis sicher, dass Sie ein manuelles Aus- und Einschalten durchfhren, um unerwartetes Verhalten im Server zu vermeiden.
Achten Sie nach einem GPU-Firmwareupdate, das Updates der Komponentenfirmware oder geblndelte Firmwareupdates
umfasst, darauf, dass Sie ein virtuelles Aus- und Einschalten durchfihren, um das Update abzuschlief3en. Auf diese Weise wird
unerwartetes Verhalten in iDRAC im Zusammenhang mit GPUs vermieden.

Im persistenten Modus sind die Grenzwerte flr die GPU-Strombegrenzung wahrend des Warmstarts moglicherweise nicht
korrekt.

Die GPU-Strombegrenzungsfunktion ist in der Nicht-A2-GPU-Konfiguration nicht verflgbar.
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Die GPU muss sich im Zustand ,,Bereit* befinden, bevor der Befehl die Daten abruft. Das Feld GPU-Status im Bestand zeigt die
Verflugbarkeit der GPU an und ob das GPU-Geréat reagiert oder nicht. Wenn der GPU-Status ,Bereit” lautet, zeigt GPUStatus OK an,
andernfalls wird der Status Nicht verfiigbar angezeigt.

Die GPU bietet mehrere Integritdtsparameter, die Uber die SMBPB-Schnittstelle der NVIDIA-Controller abgerufen werden kénnen. Diese
Funktion ist nur auf NVIDIA-Karten beschrénkt. Im Folgenden die Integritdtsparameter, die vom GPU-Gerat abgerufen werden:

e Leistung

e Temperatur

e Temperatur

@ ANMERKUNG: Diese Funktion ist nur auf NVIDIA-Karten beschréankt. Diese Informationen sind fur keine andere GPU verfiigbar, die
der Server moglicherweise unterstiitzt. Das Intervall, in dem die GPU-Karten Uber die PBI abgefragt werden, betragt 5 Sekunden.

@ ANMERKUNG: Vermeiden Sie beim Update der GPU-Firmware alle USB- oder USB-NIC-Vorgange (z. B. Verbinden mit dem
USB-Management-Port, iDRAC Quick Sync-Vorgang, Aktivieren oder Deaktivieren des USB-NIC-Ports oder dhnliche USB-Vorgange)
in iIDRAC. Ein solcher Vorgang wahrend des Firmwareupdates kann zu einem nicht deterministischen Verhalten und auch zu einem
Fehler beim Firmwareupdate fuhren.

Wenn der Warm-Neustart und der persistente Modus deaktiviert sind, sehen wir das folgende Verhalten:

e Der Stromverbrauch wird als N/A angezeigt.
e Die Stromobergrenze wird mit &lteren Bestandsgrenzwerten angezeigt.

Auf dem Hostsystem muss der NVIDIA GPU-Treiber installiert sein und ausgefuhrt werden, damit verschiedene GPU-Funktionen
verflgbar sind. Einige der verfligbaren GPU-Funktionen sind , Stromverbrauch®, , aktueller Grenzwert fUr die Stromobergrenze®,
,GPU-Strombegrenzung und -beschrankung®, ,GPU-Zieltemperatur®, ,minimale GPU-Drosselungstemperatur, ,GPU-Temperatur beim
Herunterfahren®, ,maximale Speicher-Betriebstemperatur” und ,maximale GPU-Betriebstemperatur®, ,GPU-Auslastung” usw. Diese
Werte werden als N/A angezeigt, wenn der NVIDIA GPU-Treiber nicht installiert ist. GPU-Funktionen, die vom geladenen und
ausgefUhrten Treiber abhéngen, sind nicht auf diese Liste beschrankt.

Wenn in Linux die Karte nicht verwendet wird, setzt der Treiber die Karte nach unten und wird entladen, um Energie zu

sparen. In solchen Féllen sind der Stromverbrauch, die aktuelle Stromobergrenze, GPU-Strombegrenzung und -beschrankung, GPU-
Zieltemperatur, minimale GPU-Drosselungstemperatur, GPU-Temperatur beim Herunterfahren, max. Speicher-Betriebstemperatur, max.
Speicher-Betriebstemperatur, max. GPU-Betriebstemperatur, GPU-Auslastung und andere Funktionen nicht verflgbar. Der persistente
Modus sollte fiir das Gerat aktiviert werden, um eine Entladung zu vermeiden. Sie kénnen das NVIDIA-SMI-Tool verwenden, um dies
mithilfe nvidia-smi —-pm 1 zu aktivieren.

Sie kdnnen GPU-Berichte mithilfe von Telemetrie erzeugen. Weitere Informationen zu den Telemetriefunktionen finden Sie in Telemetrie-
Streaming.

@ ANMERKUNG: In RACADM werden mdglicherweise Dummy-GPU-Eintrdge mit leeren Werten angezeigt. Dies kann der Fall sein,
wenn das Gerat nicht bereit ist zu reagieren, wenn der iDRAC die Informationen vom GPU-Gerét abfragt. Fiihren Sie den iDRAC-
Vorgang racrest durch, um dieses Problem zu beheben.

Monitoring von Verarbeitungsbeschleunigern

Beschleunigergerate mit PCI-Verarbeitungsbeschleunigern bendtigen eine Temperatur- und Sensorliberwachung in Echtzeit, da sie bei der
Nutzung erhebliche Wé&rme generieren.

Fuhren Sie die folgenden Schritte aus, um Bestandsinformationen von Verarbeitungsbeschleunigern abzurufen:

Schalten Sie den Server aus.

Installieren Sie die Beschleuniger auf der Riser-Karte.
Schalten Sie den Server ein.

Warten Sie, bis der POST abgeschlossen ist.

Melden Sie sich an der iDRAC-UI an.

Navigieren Sie zu System > Ubersicht > Beschleuniger. Es werden sowohl der GPU- als auch der Verarbeitungsbeschleuniger-
Abschnitt angezeigt.

7. Erweitern Sie den betreffenden Beschleuniger, um die folgenden Sensorinformationen anzuzeigen:
e Stromverbrauch
e Temperaturdetails

S NSRS

@ ANMERKUNG: Logische Temperatursensoren werden in den iDRAC-Schnittstellen nicht angezeigt. Es werden nur physische
Temperatursensoren angezeigt.
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@ ANMERKUNG: Sie mussen Uber die iIDRAC-Anmeldeberechtigung verfligen, um auf die Informationen der Beschleuniger zugreifen
zu koénnen.

ANMERKUNG: Stromverbrauchssensoren stehen nur flr die unterstitzten Beschleuniger zur Verfigung und sind nur mit einer

©

Datacenter-Lizenz verfugbar.

@ ANMERKUNG: iDRAC-Schnittstellen zeigen méglicherweise nicht die Informationen der Strom- und Temperatursensoren an,
die vom Hostbetriebssystem (Betriebssystem) abhangen. Installieren Sie in diesem Fall die GPU-Treiber (ROCm-Paket) im
Hostbetriebssystem.

@ ANMERKUNG:

e Es wird empfohlen, das CEC-Firmwareupdate fur die A100 GPU vor dem Firmwareupdate der Beschleuniger durchzufihren.

e Fihren Sie das CEC- und Beschleuniger-Firmwareupdate der GPU nicht gleichzeitig durch, um ein Fehlschlagen der Updates zu
vermeiden. Fuhren Sie nach dem Fehlschlagen des Firmwareupdates ein Aus- und Einschalten oder ein virtuelles Einschalten
durch. Auf diese Weise wird ein weiteres Fehlschlagen eines einzelnen Updates aufgrund eines vorherigen Updatefehlers
vermieden.

e Das Firmwareupdate fir den HGX A100 8-GPU-Baseboard-FPGA kann zwischen 60 und 90 Minuten dauern.

e DUP-Updates von HGX A100 8-GPU-Baseboard-FPGA und CEC diirfen nicht gleichzeitig gestartet werden. Es wird empfohlen,
die folgenden Schritte auszufuhren:

1. Aktualisieren Sie die CEC-Firmware.

2. Fuhren Sie einen virtuellen oder manuellen Einschaltzyklus durch.

3. Aktualisieren Sie die FPGA-Firmware.

4. FUhren Sie einen weiteren virtuellen oder manuellen Einschaltzyklus durch.

e Um das PDB-CPLD vom Betriebssystem aus zu aktualisieren, fihren Sie einen Kaltstart durch. Nach dem Update wird ein
virtueller Einschaltzyklus durchgefihrt.

@ ANMERKUNG: Gelegentlich senden die FPGA-Geréate ,,0“-Werte fur den Stromverbrauch. Folglich verwendet PLDM auch ,,0“-
Werte und zeigt dies in der Benutzeroberflache an. Die Werte werden jedoch in nachfolgenden Messwerten automatisch korrigiert.

@ ANMERKUNG: PCle-Gerate sind von den Geratetreibern und der Firmware abhangig, um auf iDRAC-Anfragen zu reagieren. Diese
Gerate protokollieren LC-Meldungen HWC9053 (Kommunikation mit dem Geréat), wenn die erforderlichen Treiber und Firmware nicht
geladen sind oder wenn der Server das BETRIEBSSYSTEM noch nicht geladen hat (UEFI-Shell und Lifecycle Controller-Seite).

Uberpriifen der Frischlufttauglichkeit des Systems

Bei der Frischluftkihlung wird Auf3enluft direkt verwendet, um Systeme im Rechenzentrum zu kihlen. Frischlufttaugliche Systeme kénnen

Uber den normalen Umgebungsbetriebsbereich hinaus (Temperaturen bis zu 45 °©C (113 ©F)) betrieben werden.

@ ANMERKUNG: Einige Server oder bestimmte Konfigurationen eines Servers sind madglicherweise nicht frischlufttauglich. Weitere
Informationen zur Frischlufttauglichkeit finden Sie im jeweiligen Serverhandbuch oder wenden Sie sich fur weitere Informationen an
Dell.

So prufen Sie das System auf Frischlufttauglichkeit:

1. Gehen Sie auf der iDRAC-Weboberflache zu System > Ubersicht > Kiihlung > Temperaturiibersicht.
Die Seite Temperaturiibersicht wird angezeigt.

2. Im Bereich Frischluft wird angezeigt, ob das System frischlufttauglich ist oder nicht.

Temperaturverlaufsdaten anzeigen

Sie kdnnen den prozentualen Zeitanteil anzeigen, wahrend dem das System bei Umgebungstemperaturen Uber dem normalerweise
unterstitzten Temperaturschwellenwert betrieben wurde. Der Temperatursensor-Messwert wird Gber einen gewissen Zeitraum erfasst,
um die Temperatur zu Uberwachen. Die Datenerfassung beginnt beim ersten Einschalten nach dem Versand aus dem Werk. Die Daten
werden erfasst und angezeigt, wéhrend das System eingeschaltet ist. Sie kdnnen die Uberwachte Temperatur fur die vergangenen sieben
Jahre nachverfolgen und speichern.
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ANMERKUNG: Sie kdnnen den Temperaturverlauf auch fir Systeme nachverfolgen, die nicht frischlufttauglich sind. Die
Schwellenwerte und erzeugten frischluftbezogenen Warnungen basieren jedoch auf den Grenzwerten flr frischlufttaugliche
Systeme. Die Grenzwerte liegen bei 42 ©C fur Warnungen und 47 ©C fir kritische Warnungen. Diese Werte entsprechen den
Frischluftgrenzwerten von 40 ©C und 45 °C mit einer Genauigkeitsmarge von 2 °C.

Es werden zwei feste Temperaturbereiche erfasst, die mit Grenzwerten fur Frischluftkihlung verkntpft sind:

e Warnbereich: Die Zeitdauer, wahrend der ein System oberhalb des Warnungsschwellenwerts des Temperatursensors (42 °C)
betrieben wurde. Das System kann innerhalb von 12 Monaten ftir 10 % der Zeit im Warnbereich betrieben werden.

e Kritischer Bereich: Die Zeitdauer, wahren der ein System oberhalb des kritischen Schwellenwerts des Temperatursensors (47 ©C)
betrieben wurde. Das System kann innerhalb von 12 Monaten fir 1 % der Zeit im kritischen Bereich betrieben werden, wodurch auch
die Zeit im Warnbereich erhdht wird.

Die erfassten Daten werden in einer Grafik dargestellt, in der die 10-%- und 1-%-Bereiche nachverfolgt werden kénnen. Die protokollierten
Temperaturdaten kénnen nur vor dem Versand ab Werk geldscht werden.

Wenn das System fir einen angegebenen Betriebszeitraum weiterhin oberhalb des normalerweise unterstitzten
Temperaturschwellenwerts betrieben wird, wird ein Ereignis erzeugt. Liegt die Durchschnittstemperatur wéhrend des angegebenen
Betriebszeitraums auf oder Uber der Warnungsebene (> = 8 %) oder der kritischen Ebene (> = 0,8 %), wird im Lifecycle-Protokoll ein
Ereignis protokolliert und der entsprechende SNMP-Trap erzeugt. Zu den Ereignissen gehdren:

Warnereignis, wenn die Temperatur wahrend 8 % oder mehr der vergangenen zwdlf Monate oberhalb des Warnschwellenwertes lag.
Kritisches Ereignis, wenn die Temperatur wahrend 10 % oder mehr der vergangenen zwolf Monate oberhalb des Warnschwellenwertes
lag.

e Warnereignis, wenn die Temperatur wahrend 0,8 % oder mehr der vergangenen zwdlf Monate oberhalb des kritischen
Schwellenwertes lag.

e Kritisches Ereignis, wenn die Einlasstemperatur wéhrend 1% oder mehr der vergangenen zwolf Monate oberhalb des kritischen
Schwellenwertes lag.

Sie kdnnen den iDRAC auch so konfigurieren, dass zusétzliche Ereignisse erzeugt werden. Weitere Informationen finden Sie im Abschnitt
Alarmwiederholungsereignis einrichten.

Anzeigen der Temperaturverlaufsdaten tiber die iDRAC-
Webschnittstelle

So zeigen Sie den Verlauf der Temperaturdaten an:

1. Gehen Sie in der IDRAC-Webschnittstelle zu System > Ubersicht > Kiihlung > Temperaturiibersicht.
Die Seite Temperaturiibersicht wird angezeigt.

2. Im Bereich Verlauf der Systemplatinentemperatur wird in einem grafischen Schaubild die gespeicherte Temperatur
(Durchschnitts- und Spitzenwerte) fUr den letzten Tag, die letzten 30 Tage und das letzte Jahr angezeigt.

Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.

®
®

ANMERKUNG: Nach einer Aktualisierung der iDRAC-Firmware oder einem Reset des iDRAC werden manche Temperaturdaten
maglicherweise nicht mehr im Schaubild angezeigt.

ANMERKUNG: Die WX3200 AMD GPU-Karte unterstitzt derzeit nicht die 12C-Schnittstelle fir Temperatursensoren. Daher sind
flr diese Karte keine Temperaturmesswerte Uber iDRAC-Schnittstellen verflgbar.

Temperaturverlaufsdaten liber RACADM anzeigen

Um den Datenverlauf unter Verwendung von RACADM anzuzeigen, verwenden Sie den Befehl inlettemphistory.
Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.
@ ANMERKUNG: Es kann vorkommen, dass die Einlasstemperaturwerte in der iDRAC-Benutzeroberflache und in RACADM nicht
Ubereinstimmen. Wenn Sie die Daten zwischen diesen Schnittstellen vergleichen, beachten Sie Folgendes:
e iDRAC-UI-Optionen aus der Drop-down-Liste und deren Ausgabe:
o Letzter Tag: Stundliche Daten, die fur die letzten 24 Stunden angezeigt werden.
o Letzter Monat: Die taglichen Daten werden fUr die letzten 30 Tage angezeigt.

o Letztes Jahr: Monatliche Daten, die fUr die letzten 12 Monate angezeigt wurden.
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| e RACADM-Ausgabe: Zeigt genaue Werte fir Stunde, Tag, Monat und Jahr fur die jeweiligen RACADM-Befehle an.

Konfigurieren des Warnungsschwellenwerts fir die Einlasstemperatur

Sie kdnnen die minimalen und maximalen Warnungsschwellenwerte fur den Einlasstemperatursensor der Hauptplatine &ndern. Wenn ein
Zurlcksetzen auf die Standardeinstellungen durchgefihrt wird, werden die Temperaturschwellenwerte auf die Standardwerte gesetzt. Sie
muUssen Uber Berechtigungen zum Konfigurieren verfligen, um den Warnungsschwellenwert fir den Einlasstemperatursensor festzulegen.

Konfigurieren der Warnschwelle fur die Einlasstemperatur uber die
Webschnittstelle

So konfigurieren Sie den Warnungsschwellenwert fur die Einlasstemperatur:

1. Gehen Sie in der IDRAC-Webschnittstelle zu System > Ubersicht > Kiihlung > Temperaturiibersicht.
Die Seite Temperaturiibersicht wird angezeigt.

2. Geben Sie im Abschnitt Temperatursonden fir die Systemplatinen-Eingangstemperatur den minimalen und den maximalen Wert
fur den Warnschwellenwert in Grad Celsius oder Fahrenheit ein. Wenn Sie den Wert in Celsius eingeben, berechnet das System
automatisch den Wert in Fahrenheit und zeigt ihn an. Wenn Sie die Werte in Fahrenheit eingeben, werden die Werte in Celsius
angezeigt.

3. Kiicken Sie auf Anwenden.

Die Werte werden konfiguriert.
ANMERKUNG: Anderungen an den Standardschwellenwerten werden im Diagramm mit den Verlaufsdaten nicht berticksichtigt,
da die Diagrammgrenzen nur flr Frischluftgrenzwerte gelten. Warnmeldungen zum Uberschreiten der nutzerdefinierten
Schwellenwerte unterscheiden sich von der Warnmeldung, die mit der Uberschreitung der Schwellenwerte fir Frischluft
verbunden ist.

Anzeigen der auf dem Host-Betriebssystem
verfugbaren Netzwerkschnittstellen

Sie kdnnen Informationen Uber alle auf dem Host-Betriebssystem verfligbaren Netzwerkschnittstellen anzeigen, z. B. die IP-Adressen,
die dem Server zugewiesen wurden. Das iDRAC Service Module gibt diese Informationen an den iDRAC weiter. Die Informationen

zur Betriebssystem-IP-Adresse umfassen die IPv4- und IPv6-Adressen, die MAC-Adresse, die Subnetzmaske oder Préfixlange, die
FQDD des Netzwerkgeréats, den Namen der Netzwerkschnittstelle, die Beschreibung der Netzwerkschnittstelle, den Status der
Netzwerkschnittstelle, den Netzwerkschnittstellentyp (Ethernet, Tunnel, Loopback usw.), die Gateway-Adresse, die DNS-Serveradresse
und die Adresse des DHCP-Servers.

®| ANMERKUNG: Diese Funktion ist mit den iDRAC Express und Enterprise/Datacenter Lizenzen erhaltlich.

Zum Anzeigen der Informationen zum Betriebssystem, stellen Sie Folgendes sicher:

e Sie verflgen Uber die Berechtigung zur Anmeldung.
e Das iDRAC-Service-Modul ist auf dem Host-Betriebssystem installiert und wird ausgefthrt.

e Die Option zur Anzeige der Betriebssysteminformationen ist auf der Seite iDRAC-Einstellungen > Ubersicht > iDRAC
Servicemodul aktiviert.

iDRAC kann die IPv4- und IPv6-Adressen fir alle Schnittstellen anzeigen, die auf dem Host-Betriebssystem konfiguriert sind.

Je nach vom Host-Betriebssystem fur die Ermittlung des DHCP-Servers verwendeter Methode kann die zugehdrige IPv4- oder IPv6-
DHCP-Server-Adresse maglicherweise nicht angezeigt werden.

Anzeigen von verfugbaren Netzwerkschnittstellen auf dem Host-
Betriebssystem uber die Webschnittstelle

So zeigen Sie die Netzwerkschnittstellen auf dem Host-Betriebssystem Uber die Webschnittstelle an:

1. Gehen Sie zu System > Host-BS > Netzwerkschnittstellen.
Die Seite Netzwerkschnittstellen zeigt alle Netzwerkschnittstellen an, die auf dem Host-Betriebssystem verfugbar sind.
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2. Um die Liste der Netzwerkschnittstellen anzuzeigen, die mit einem Netzwerkgerat verknipft sind, wahlen Sie ein Netzwerkgerét aus
dem Drop-Down-Meni Netzwerkgerate-FQDD aus, und klicken Sie dann auf Anwenden.
Die Betriebssystem-IP-Details werden im Abschnitt Host-BS-Netzwerkschnittstellen angezeigt.

3. Kiicken Sie in der Spalte Gerate-FQDD auf den Link fir das Netzwerkgerat.

Die entsprechende Gerateseite mit den Gerétedetails kann Uber den Abschnitt Hardware > Netzwerkgerate angezeigt werden.
Informationen zu den Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

4. Klicken Sie auf das Symbol [/, um weitere Details anzuzeigen.

In 8hnlicher Weise kénnen Sie auch die Informationen zur Host-BS-Netzwerkschnittstelle anzeigen, die mit einem Netzwerkgerat
verknUpft ist, indem Sie die Seite Hardware > Netzwerkgerate aufrufen. Klicken Sie dort auf Host-BS-Netzwerkschnittstellen
anzeigen.

ANMERKUNG: Ab Version 2.3.0 des iDRAC-Servicemoduls wird fiir das ESXi-Host-BS die Spalte Beschreibung in der Liste

Zusétzliche Details in folgendem Format angezeigt:

<List-of-Uplinks-Configured-on-the-vSwitch>/<Port-Group>/<Interface-name>

Anzeigen der auf dem Hostbetriebssystem verfugbaren
Netzwerke iiber RACADM

Verwenden Sie den Befehl gethostnetworkinterfaces, um die Netzwerkschnittstellen auf Hostbetriebssystemen Uber RACADM
anzuzeigen. Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Verbindungen der FlexAddress-Mezzanine-
Kartenarchitektur anzeigen

In Blade Servern erméglicht FlexAddress die Verwendung von bestandigen, dem Gehause zugewiesenen World-Wide-Namen und MAC-
Adressen (WWN/MAC) fur jede verwaltete Server-Anschlussverbindung.

Sie kénnen die folgenden Informationen fir jede installierte eingebettete Ethernet- und optionalen Mezzanine-Kartenschnittstelle
anzeigen:

e Strukturen, mit denen die Karten verbunden sind

e Strukturtyp

o MAC-Adressen, die Servern, Gehausen oder remote zugewiesen sind

Um die Flex-Adressinformationen im iDRAC anzuzeigen, konfigurieren und aktivieren Sie die Flex-Adressfunktion im CMC (Chassis
Management Controller). Weitere Informationen finden Sie im Das Benutzerhandbuch fiir den Chassis Management Controller finden

Sie auf der Seite CMC-Handbticher.. Jede vorhandene virtuelle Konsolen- oder virtuelle Datentrager-Sitzung wird beendet, wenn die
FlexAddress-Einstellung aktiviert oder deaktiviert wird.

@ ANMERKUNG: Um Fehler zu vermeiden, die zu einer Stromunterversorgung auf dem verwalteten System fihren kénnen, muss der
richtige Mezzanine-Kartentyp fur jede Anschluss- und Architekturverbindung installiert sein.

Die FlexAddress-Funktion ersetzt die vom Server zugewiesenen MAC-Adressen durch Gehaduse-zugewiesene MAC-Adressen und wird
fir den iDRAC zusammen mit Blade-LOMs, Zusatzkarten und 1/O-Modulen implementiert. Die IDRAC FlexAddress-Funktion unterstitzt
die Beibehaltung der Steckplatz-spezifischen MAC-Adresse fir iDRACs in einem Gehause. Die Geh&use-zugewiesene MAC-Adresse wird
im nichtflichtigen CMC-Storage abgelegt und wéhrend eines iDRAC-Bootvorgangs oder bei aktivierter CMC FlexAddress an den iDRAC
gesendet.

Wenn CMC Gehausen zugewiesene MAC-Adressen aktiviert, zeigt IDRAC die MAC-Adresse auf den folgenden Seiten an:

e System > Details > iDRAC-Informationen.

e System > Server > WWN/MAC-.

e iDRAC-Einstellungen > Ubersicht > Aktuelle Netzwerkeinstellungen.
VORSICHT: Wenn Sie bei aktivierter FlexAddress zwischen Server-zugewiesener MAC-Adresse und Gehause-
zugewiesener MAC-Adresse umschalten oder umgekehrt, dndert sich auch die iDRAC-IP-Adresse.
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Anzeigen und Beenden von iDRAC-Sitzungen

Sie kdnnen die Anzahl der Nutzer anzeigen, die derzeit bei iIDRAC angemeldet sind, und die Benutzersitzungen beenden.

Beenden der iDRAC-Sitzungen uber die Webschnittstelle

Nutzer ohne Administratorberechtigungen bendtigen eine Berechtigung zum Konfigurieren von iDRAC, um iDRAC-Sitzungen Uber die
iDRAC-Webschnittstelle beenden zu kénnen.

So zeigen Sie die iDRAC-Sitzungen an und beenden sie:

1. Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer > Sitzungen.
Auf der Seite Sitzungen werden die Sitzungs-ID, der Nutzername, die IP-Adresse und der Sitzungstyp angezeigt. Weitere
Informationen zu diesen Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

2. Klicken Sie zum Beenden der Sitzung in der Spalte Beenden auf das Papierkorbsymbol fur eine Sitzung.

Beenden von iDRAC-Sitzungen iiber RACADM

Sie bendtigen Administratorberechtigungen, um iDRAC-Sitzungen Uber RACADM beenden zu kénnen.
Verwenden Sie zum Anzeigen der aktuellen Nutzersitzungen den Befehl getssninfo.
Verwenden Sie zum Beenden einer Nutzersitzung den Befehl closessn.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.
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Einrichten der iDRAC-Kommunikation

Sie kdnnen Uber eine der folgenden Modi mit iDRAC kommunizieren:

iDRAC-Weboberflache

Server

IPMI Uber LAN
Remote-RACADM
Lokaler RACADM
Remote-Dienste

Serielle IPMI-Verbindung Gber LAN

Serielle Verbindung mithilfe eines DB9-Kabels (serielle RAC-Verbindung oder serielle IPMI-Verbindung) — nur fir Rack- und Tower-

@ ANMERKUNG: Um sicherzustellen, dass lokale RACADM Import- oder Exportbefehle ordnungsgemaf funktionieren, vergewissern
Sie sich, dass der USB-Massenspeicherhost im Betriebssystem aktiviert ist. Informationen zum Aktivieren des USB-Speicherhosts
finden Sie in der Dokumentation Ihres Betriebssystems.

Die folgende Tabelle enthélt eine Ubersicht der unterstitzten Protokolle und Befehle sowie die Voraussetzungen:

Tabelle 20. Kommunikationsmodi — Ubersicht

Kommunikationsmodus

Unterstiitztes Protokoll

Unterstiitzte Befehle

Voraussetzung

iDRAC-Weboberflache

Internet-Protokolle (https)

k. A.

Webserver

Serielle Verbindung iiber
Null-Modem-DB9-Kabel

Protokoll fir serielle Verbindung

RACADM und IPMI

Teil der iDRAC-Firmware und
serielles RAC oder serielles IPMI
ist aktiviert

Management Bus-Protokoll

Serielle IPMI-Verbindung Intelligent Platform IPMI IPMITool ist installiert, und die

tiber LAN Management Bus-Protokoll SSH serielle IPMI-Verbindung Uber
LAN ist aktiviert

IPMI iiber LAN Intelligent Platform IPMI IPMITool ist installiert und die

IPMI-Einstellungen sind aktiviert

Remote-RACADM

HTTPS

Remote-RACADM

Remote-RACADM ist installiert
und aktiviert

Firmware RACADM SSH Firmware RACADM Firmware-RACADM ist installiert
und aktiviert.
Lokaler RACADM IPMI Lokaler RACADM Lokaler RACADM ist installiert
Remote-Services ' WSMan WinRM (Windows) und WIinRM ist installiert (Windows)
OpenWSMan (Linux) oder OpenWSMan ist installiert
(Linux)
Redfish Verschiedene Browser-Plug-ins, | Plug-ins, CURL, Python Module

CURL (Windows und Linux),
Python-Aufforderung und
JSON-Module

sind installiert

[1] Weitere Informationen finden Sie unter Benutzerhandbuch far den Dell Lifecycle Controller ist verfligbar unter iDRAC-Handbucher..

Themen:

e Mit iDRAC Uber eine serielle Verbindung Uber ein DB9-Kabel kommunizieren
*  Von der seriellen RAC-Verbindung auf die serielle Konsolenverbindung bei Verwendung eines DB9-Kabels umschalten
¢ MitiDRAC Uber IPMI SOL kommunizieren

*  MitiDRAC Uber IPMI Uber LAN kommunizieren
*  Remote-RACADM aktivieren oder deaktivieren
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e Lokalen RACADM deaktivieren

. IPMI auf Managed System aktivieren

e Linux wahrend des Starts in RHEL 6 fur die serielle Konsole konfigurieren
*  Konfigurieren des seriellen Terminals in RHEL 7

e  Unterstutzte SSH-VerschlUsselungssysteme

Mit iDRAC uber eine serielle Verbindung tiber ein DB9-
Kabel kommunizieren

Sie kdnnen jede der folgenden Kommunikationsmethoden verwenden, um Systemverwaltungsaufgaben Uber eine serielle Verbindung auf
den Rack- und Tower-Servern durchzufihren:

e Serielle RAC-Verbindung

e Serielle IPMI-Verbindung — Grundlegender Modus ,,Direktverbindung® und Terminalmodus ,,Direktverbindung”

@ ANMERKUNG: Bei Blade-Servern wird die serielle Verbindung Uber das Gehause hergestellt. Weitere Informationen finden Sie
unter Das Benutzerhandbuch fr den Chassis Management Controller finden Sie auf der Seite CMC-Handbucher. (gilt nicht fur
MX-Plattformen) Das Dell OpenManage Enterprise-Modular fir PowerEdge MX7000-Gehduse — Benutzerhandbuch ist verflgbar
auf der Seite OpenManage-Handbucher. (gilt fur MX-Plattformen).

So bauen Sie eine serielle Verbindung auf:

1. Konfigurieren Sie das BIOS, um die serielle Verbindung zu aktivieren.

2. Verbinden Sie das Null-Modem-DB9-Kabel von der seriellen Schnittstelle auf der Management Station mit dem externen seriellen
Konnektor auf dem verwalteten System.

®| ANMERKUNG: Aus- und Einschalten des Servers ist bei vConsole oder GUI firr jede Anderung der Baudrate erforderlich.

ANMERKUNG: Wenn die serielle IDRAC-Verbindungsauthentifizierung deaktiviert ist, ist ein Neustart von iDRAC erforderlich,
damit die Baudrate geédndert werden kann.

3. Stellen Sie sicher, dass die Terminal-Emulations-Software der Management Station fur jede serielle Verbindung tber eine der
folgenden Methoden konfiguriert ist:

e Linux Minicom in einem Xterm
e Hilgraeve HyperTerminal Private Edition (Version 6.3)

Je nachdem, wo sich das verwaltete System in seinem Bootprozess befindet, wird entweder der POST-Bildschirm oder der
Betriebssystem-Bildschirm angezeigt. Dies basiert auf der Konfiguration: SAC fir Windows und Linux Textmodus-Bildschirme far
Linux.

4. Aktivieren Sie serielle RAC- oder IPMI-Verbindungen auf iDRAC.

BIOS fiir serielle Verbindung konfigurieren

So konfigurieren Sie das BIOS fur serielle Verbindungen:
®| ANMERKUNG: Dies gilt nur fur iDRAC auf Rack- und Tower-Servern.

Schalten Sie das System ein oder starten Sie es neu.

Klicken Sie auf F2.

Gehen Sie zu System-BIOS-Einstellungen > Serielle Kommunikation.
Waéhlen Sie Externer serieller Konnektor auf Remote-Zugriffsgerat aus.
Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.

SIS NSNS

Drucken Sie auf die Esc-Taste, um das System-Setup-Programm zu beenden.

Serielle RAC-Verbindung aktivieren

Nach der Konfiguration der seriellen Verbindung im BIOS aktivieren Sie die serielle RAC-Verbindung in iDRAC.
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®|ANMERKUNG: Dies gilt nur fur iDRAC auf Rack- und Tower-Servern.

Serielle RAC-Verbindungen iiber die Weboberflache aktivieren

So aktivieren Sie die serielle RAC-Verbindung:

1. Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Netzwerk > Seriell
Die Seite Serielle Verbindung wird angezeigt.

2. Wahlen Sie unter Serielle RAC-Verbindung die Option Aktiviert aus, und legen Sie die Attributwerte fest.

3. Kiicken Sie auf Anwenden.
Damit werden die seriellen RAC-Einstellungen konfiguriert.

Serielle RAC-Verbindung iber RACADM aktivieren

Um die serielle RAC-Verbindung Uber RACADM zu aktivieren, verwenden Sie den Befehl set mit dem Objekt in der Gruppe
iDRAC.Serial.

Grundlegenden seriellen IPMI-Verbindungs- und -Terminalmodus
aktivieren

Konfigurieren Sie zum Aktivieren der seriellen IPMI-Weiterleitung des BIOS an iDRAC die serielle IPMI-Verbindung in den folgenden
iDRAC-Modi:

®| ANMERKUNG: Dies gilt nur fur iDRAC auf Rack- und Tower-Servern.

e Grundlegender IPMI-Modus — Unterstitzt eine bindre Schnittstelle fur den Programmzugriff, z. B. die IPMI Shell (ipmish), die
im Baseboard Management-Dienstprogramm (BMU) enthalten ist. Um beispielsweise das Systemereignisprotokoll tber ipmish im
grundlegenden IPMI-Modus zu drucken, fihren Sie den folgenden Befehl aus: ipmish -com 1 -baud 57600 -flow cts -u
<username> -p <password> sel get

®

ANMERKUNG: Der standardmaflige iDRAC-Nutzername und das Standard-iDRAC-Kennwort werden auf dem System-Badge
bereitgestellt.

e |PMI-Terminalmodus — Unterstitzt ASCII-Befehle, die von einem seriellen Terminal gesendet werden. Dieser Modus unterstitzt
eine begrenzte Anzahl von Befehlen (einschliefllich Stromregelung) und RAW-IPMI-Befehlen, die als hexadezimale ASCII-Zeichen
eingegeben werden. Mit dieser Funktion kénnen Sie die Startreihenfolge des Betriebssystems bis zum BIOS anzeigen, wenn Sie sich
Uber SSH bei IDRAC anmelden. Sie mUssen sich vom IPMI-Terminal mit [sys pwd -x] abmelden. Im Folgenden finden Sie ein
Beispiel fur IPMI-Terminalmodus-Befehle.

0 [sys tmode]

[sys pwd -u root calvin]

[sys health query -v]

[18 00 01]

[sys pwd -x]

O O O O

Serielle Verbindung liber die Weboberflache aktivieren

Stellen Sie sicher, dass Sie die serielle RAC-Schnittstelle fur die Aktivierung der seriellen IPMI-Verbindung deaktivieren.
So konfigurieren Sie die Einstellungen fir serielle IPMI-Verbindungen:

1. Gehen Sie auf der iIDRAC-Weboberflache zu iDRAC-Einstellungen > Konnektivitédt > Seriell.

2. Legen Sie unter Serielles IPMI die Attributwerte fest. Informationen zu den verflgbaren Optionen finden Sie in der iDRAC-Online-
Hilfe.

3. Klicken Sie auf Anwenden.
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IPMI-Modus fiir die serielle Verbindung liber RACADM aktivieren

Um den IPMI-Modus zu konfigurieren, deaktivieren Sie die serielle RAC-Schnittstelle und aktivieren dann den IPMI-Modus.

racadm set iDRAC.Serial.Enable 0
racadm set iDRAC.IPMISerial.ConnectionMode <n>

n=0 - Terminalmodus

n=1 - Grundlegender Modus

Einstellungen fir serielle IPMI-Verbindung Giber RACADM aktivieren

1. Andern Sie den Modus fir die serielle IPMI-Verbindung tber den folgenden Befehl auf die gewiinschte Einstellung.

racadm set iDRAC.Serial.Enable 0

2. Stellen Sie die serielle Baudrate fur IPMI Gber den folgenden Befehl ein.

racadm set iDRAC.IPMISerial.BaudRate <baud rate>

Parameter Zulassige Werte (in bps)

<baud_rate> 9600, 19200, 57600 und 115200.

3. Aktivieren Sie die Hardware-Datenflusssteuerung der seriellen IPMI-Hardware Uber den folgenden Befehl.

racadm set iDRAC.IPMISerial.FlowContro 1

4. Stellen Sie die Mindestberechtigungsebene des seriellen IPMI-Kanals unter Verwendung des Befehls ein.

racadm set iDRAC.IPMISerial.ChanPrivLimit <level>

Parameter Berechtigungsstufe
<level>=2 Nutzerln
<level>=3 Operator
<level>=4 Administratorin

5. Stellen Sie sicher, dass der serielle MUX (externer serieller Konnektor) Gber das BIOS-Setup-Programm ordnungsgemaf fUr das
Remote-Zugriffsgerat eingestellt ist, um das BIOS fur die serielle Verbindung zu konfigurieren.

Weitere Informationen Uber diese Eigenschaften finden Sie in der IPMI 2.0-Spezifikation.

Zusatzliche Einstellungen fir den seriellen IPMI-Terminalmodus

In diesem Abschnitt finden Sie zuséatzliche Konfigurationseinstellungen fir den seriellen IPMI-Terminalmodus.

Zusatzliche Einstellungen fur den seriellen IPMI-Terminalmodus liber die Weboberflache
konfigurieren

So legen Sie die Terminalmoduseinstellungen fest:

1. Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Konnektivitat > Seriell.
Die Seite Serial wird angezeigt.

2. Aktivieren Sie ,Serielle IPMI-Verbindung®.

3. Kiicken Sie auf Terminalmoduseinstellungen.
Daraufhin wird die Seite Terminalmoduseinstellungen angezeigt.
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4. Legen Sie die folgenden Werte fest:
Zeilenbearbeitung
Loschsteuerung
Echo-Steuerung
Handshaking-Steuerung

Neue Zeilenreihenfolge

Neue Zeilenfolgen eingeben

Informationen zu den verfugbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

5. Klicken Sie auf Anwenden.
Die Terminalmoduseinstellungen werden konfiguriert.

6. Stellen Sie sicher, dass der serielle MUX (externer serieller Konnektor) Uber das BIOS-Setup-Programm ordnungsgemaf fiir das
Remote-Zugriffsgerat eingestellt ist, um das BIOS fir die serielle Verbindung zu konfigurieren.

Zusitzliche Einstellungen fiir den seriellen IPMI-Terminalmodus iuber RACADM konfigurieren

Um die Terminalmoduseinstellungen zu konfigurieren, verwenden Sie den Befehl set mit den Objekten in der Gruppe
idrac.ipmiserial.

Weitere Informationen finden Sie im Benutzerhandbuch fiir den Integrated Dell Remote Access Controller (RACADM CLI).

Von der seriellen RAC-Verbindung auf die serielle
Konsolenverbindung bei Verwendung eines DB9-Kabels
umschalten

iDRAC unterstUtzt Escape-Tastensequenzen, mit denen Sie zwischen der seriellen RAC-Schnittstellenkommunikation und der seriellen
Konsole auf den Rack- und Tower-Servern umschalten kénnen.

Von der seriellen Konsole auf die serielle RAC-Verbindung umschalten

Um zum Kommunikationsmodus , Serielle RAC-Schnittstelle” umzuschalten, wenn Sie sich im Modus ,Serielle Konsole® befinden, betatigen
Sie Esc+Umschalttaste, 9.

Mit der obigen Tastenkombination rufen Sie entweder das iDRAC Login (wenn iDRAC auf den seriellen RAC-Modus gesetzt ist)
oder den seriellen Verbindungsmodus auf, in dem Terminalbefehle ausgegeben werden kénnen (wenn iDRAC auf den seriellen IPMI-
Terminalmodus fur Direktverbindung eingestellt ist).

Von der seriellen RAC-Verbindung auf die serielle Konsole umschalten

Um auf den Modus ,Serielle Konsole* umzuschalten, wenn Sie sich im Kommunikationsmodus , Serielle RAC-Schnittstelle” befinden,
betatigen Sie Esc+Umschalttaste, Q.

Betatigen Sie im Terminalmodus zum Umschalten der Verbindung zum Modus ,Serielle Konsole® Esc+Umschalttaste, Q.

Um zum Terminalmodus zurtickzukehren, wenn Sie Uber den Modus ,,Serielle Konsole” verbunden sind, betétigen sie Esc+Umschalttaste,
9.

Mit iIDRAC uber IPMI SOL kommunizieren

Mit der seriellen IPMI Gber LAN-Verbindung (SOL) kann die textbasierte Konsole eines verwalteten Systems serielle Daten Uber das
dedizierte oder freigegebene Out-of-band-Ethernet-Managementnetzwerk von iDRAC umleiten. Mithilfe von SOL kénnen Sie Folgendes
tun:

e Ohne zeitliche Beschrankung remote auf Betriebssysteme zugreifen.

e Hostsysteme auf Emergency Management Services (EMS) oder Special Administrator Console (SAC) fur Windows oder Linux-Shell
diagnostizieren.
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e Fortschritt eines Servers wahrend des POST (Einschalt-Selbsttest) anzeigen und das BIOS-Setup-Programm neu konfigurieren

So richten Sie den SOL-Kommunikationsmodus ein:

1. Konfigurieren Sie das BIOS fir die serielle Verbindung.

2. Konfigurieren Sie iDRAC fur die Verwendung von SOL.
3. Aktivieren Sie ein unterstutztes Protokoll (SSH, IPMI-Tool).

BIO

S fiir serielle Verbindung konfigurieren

®| ANMERKUNG: Dies gilt nur fur iDRAC auf Rack- und Tower-Servern.

N N

Schalten Sie das System ein oder starten Sie es neu.

Klicken Sie auf F2.

Gehen Sie zu System-BIOS-Einstellungen > Serielle Kommunikation.
Legen Sie die folgenden Werte fest:

Serielle Kommunikation — Eingeschaltet mit Konsolenumleitung
Adresse der seriellen Schnittstelle — COM2

@ ANMERKUNG: Sie kdnnen die serielle Kommunikation auf Eingeschaltet mit serieller Umleitung iiber COM1
einstellen, wenn das Adressfeld des seriellen Anschlusses, Serielles Gerat2, auch auf COM1 eingestellt ist.

Externer serieller Anschluss - Serielles Gerat2
Failsafe-Baud-Rate — 115.200
Remote-Terminaltyp... vt100/vt220
Umleitung nach Start — Aktiviert

5. Klicken Sie auf Zuriick und dann auf Fertigstellen.

6. Klicken Sie auf Ja, um die Anderungen zu speichern.

7. Dricken Sie auf die Esc-Taste, um das System-Setup-Programm zu beenden.

®

®

ANMERKUNG: BIOS sendet dem Bildschirm serielle Daten im 25 x 80-Format. Das SSH-Fenster, das fur das Aufrufen des
Befehls console com?2 verwendet wird, muss auf 25 x 80 eingestellt sein. Dann wird der umgeleitete Bildschirm korrekt
angezeigt.

ANMERKUNG: Wenn der Bootloader oder das Betriebssystem eine serielle Umleitung erméglicht, wie etwa GRUB oder

Konkurrenzsituationen vermieden werden, in denen mehrere Komponenten auf die serielle Schnittstelle zugreifen.

iIDRAC fir die Verwendung von SOL konfigurieren

Sie kdnnen die SOL-Einstellungen in iDRAC Uber die Webschnittstelle, tiber RACADM oder Uber das Dienstprogramm fUr die iDRAC-
Einstellungen festlegen.

iDRAC fir die Verwendung von SOL liber die iDRAC-Weboberflache
konfigurieren

Um IPMI Seriell Uber LAN (SOL) zu konfigurieren:
1. Gehen Sie auf der iIDRAC-Weboberflache zu iDRAC-Einstellungen > Konnektivitédt > Seriell Giber LAN.

Die

Seite Seriell Giber LAN wird angezeigt.

2. Aktivieren Sie SOL, geben Sie die Werte ein, und klicken Sie dann auf Anwenden.

Die
3. Um

IPMI-SOL-Einstellungen werden konfiguriert.

das Intervall der Zeichenakkumulation und den Schwellenwert flr die gesendeten Zeichen festzulegen, wahlen Sie Erweiterte

Einstellungen aus.

Die

Seite Seriell Gber LAN - Erweiterte Einstellungen wird angezeigt.

4. Geben Sie die Werte fur die Attribute ein, und klicken Sie auf Anwenden.
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Die erweiterten IPMI-SOL-Einstellungen werden konfiguriert. Diese Werte helfen dabei, die Leistung zu verbessern.

Informationen zu den verfligbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

iDRAC fir die Verwendung von SOL iiber RACADM konfigurieren

Um IPMI Seriell tber LAN (SOL) zu konfigurieren:
1. Aktivieren Sie unter Verwendung des Befehls ,Seriell tber LAN®.

racadm set iDRAC.IPMISol.Enable 1

2. Aktualisieren Sie die IPMI-SOL-Mindestberechtigungsebene unter Verwendung des Befehls.

racadm set iDRAC.IPMISol.MinPrivilege <level>

Parameter Berechtigungsstufe
<level>=2 Nutzerln
<level>=3 Operator
<level>=4 Administratorin

®

ANMERKUNG: Um IPMI-SOL zu aktivieren, mussen Sie Uber die in IPMI-SOL festgelegte Mindestberechtigung verfigen.
Weitere Informationen finden Sie in den IPMI-2.0-Spezifikationen.

3. Aktualisieren Sie die IPMI-SOL-Baudrate unter Verwendung des Befehls.

racadm set iDRAC.IPMISol.BaudRate <baud rate>

®

ANMERKUNG: Um die serielle Konsole Gber LAN umzuleiten, stellen Sie sicher, dass die SOL-Baudrate mit der Baudrate des

verwalteten Systems Ubereinstimmt.

Parameter

Zulassige Werte (in bps)

<baud_rate>

9600, 19200, 57600 und 115200.

4. Aktivieren Sie SOL fiir jeden Nutzer unter Verwendung des Befehls.

racadm set 1DRAC.Users.<id>.SolEnable 2

Parameter

Beschreibung

<id>

Eindeutige ID des Benutzers

Managed System identisch ist.

@ ANMERKUNG: Um die serielle Konsole Gber LAN umzuleiten, ist sicherzustellen, dass die SOL-Baudrate mit der Baudrate des

Unterstutztes Protokoll aktivieren

Die unterstttzten Protokolle sind IPMI und SSH.

Unterstitztes Protokoll tiber die Weboberflache aktivieren

Um SSH zu aktivieren, gehen Sie zu iDRAC-Einstellungen > Dienste und wéhlen Sie Aktiviert fur SSH aus.
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Um IPMI zu aktivieren, gehen Sie zu iDRAC-Einstellungen > Konnektivitat und wahlen Sie IPMI-Einstellungen aus. Stellen Sie sicher,
dass der Wert fUr den Verschliisselungsschliissel nur aus Nullen besteht oder driicken Sie die Rucktaste, um den Wert zu I6schen und
Nullzeichen einzugeben.

Unterstiutztes Protokoll iuber RACADM aktivieren

Um SSH zu aktivieren, geben Sie den folgenden Befehl ein.

SSH

racadm set i1iDRAC.SSH.Enable 1

So &ndern Sie den SSH-Port

racadm set 1DRAC.SSH.Port <port number>

Sie kdnnen u. a. die folgenden Tools verwenden:

e |PMItool zur Verwendung des IPMI-Protokolls
e Putty/OpenSSH zur Verwendung des SSH-Protokolls

SOL uiber das IPMI-Protokoll

Das IPMI-basierte SOL-Dienstprogramm und IPMItool verwenden RMCP+, bereitgestellt Uber UDP-Datagramme an Port 623. RMCP+
bietet verbesserte Authentifizierung, Datenintegritatsprifungen, Verschllsselung sowie die Moglichkeit, verschiedene Arten von
Nutzlasten bei Verwendung von IPMI 2.0 zu verwenden. Weitere Informationen finden Sie unter http://ipmitool.sourceforge.net/
manpage.html.

RMCP+ verwendet fur die Authentifizierung einen Verschlisselungsschlissel mit einer Hexadezimal-Zeichenkette aus 40 Zeichen (mit den
Zeichen 0-9, a-f und A-F). Der Standardwert ist eine Zeichenfolge mit 40 Nullen.

Eine RMCP+-Verbindung zum iDRAC muss mit dem VerschlUsselungsschltissel (Key Generator Key) verschlisselt werden. Sie konnen den
Verschlisselungsschltssel Uber die IDRAC-Weboberflache oder das Dienstprogramm iDRAC-Einstellungen konfigurieren.

So starten Sie eine SOL-Sitzung mithilfe von IPMItool von einer Management Station aus:

@ ANMERKUNG: Falls erforderlich, kédnnen Sie das Standard-Timeout fir SOL-Sitzungen Uber iDRAC-Einstellungen > Dienste
andern.

1. Installieren Sie das IPMITool von der DVD Dell Systems Management Tools and Documentation.
Weitere Anweisungen finden Sie im Software-Schnellinstallationshandbuch.

2. In der Eingabeaufforderung (Windows oder Linux) fihren Sie den folgenden Befehl aus, um SOL Uber iDRAC zu starten:

ipmitool -H <iDRAC-ip-address> -I lanplus -U <login name> -P <login password> sol activate

Mit diesem Befehl wurde eine Verbindung von der Management Station zum seriellen Anschluss des Managed System hergestellt.
3. Zum Beenden einer SOL-Sitzung Uber IPMITool dricken Sie ,~“ und anschlief3end ,,.“ (Punkt).

@ ANMERKUNG: Wenn sich eine SOL-Sitzung nicht beenden I8sst, setzen Sie iDRAC zurlck, und warten Sie etwa zwei Minuten,
bis der Startvorgang vollstandig abgeschlossen ist.

@ ANMERKUNG: Die IPMI SOL-Sitzung kann beendet werden, wenn ein grofier Text von einem Client mit Windows-Betriebssystem
auf einen Host mit Linux-Betriebssystem kopiert wird. Um ein abruptes Beenden der Sitzung zu vermeiden, konvertieren Sie jeden
grof3en Text in ein UNIX-basiertes Zeilenende.

ANMERKUNG: Wenn eine mit dem RACADM-Tool erstellte SOL-Sitzung existiert, werden beim Starten einer weiteren SOL-Sitzung
mit dem IPMI-Tool keine Benachrichtigungen oder Fehler Gber die vorhandenen Sitzungen angezeigt.

@ ANMERKUNG: Aufgrund der Einstellungen des Windows-Betriebssystems wird fiir die SOL-Sitzung Gber SSH und das IPMI-Tool
nach dem Start mdglicherweise ein leerer Bildschirm angezeigt. Trennen Sie die SOL-Sitzung und stellen Sie eine neue Verbindung
her, um die SAC-Eingabeaufforderung erneut anzuzeigen.
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SOL uber SSH

Secure Shell (SSH) ist ein Netzwerkprotokoll, das fir die Kommunikation Uber Befehlszeilen mit iDRAC verwendet wird. Sie kénnen
Remote-RACADM-Befehle Uber diese Schnittstelle parsen.

SSH bietet verbesserte Sicherheit. iIDRAC unterstitzt SSH Version 2 mit Kennwortauthentifizierung und ist standardmafig aktiviert.
iDRAC unterstltzt zwei bis vier SSH-Sitzungen gleichzeitig.

@ ANMERKUNG: Ab iDRAC-Version 4.40.00.00 wurde die Telnet-Funktion aus iDRAC entfernt, sodass die
Registrierungseigenschaften der zugehorigen Attribute veraltet sind. Einige dieser Eigenschaften sind zwar noch in iDRAC verfugbar,
um die Abwartskompatibilitdt mit vorhandenen Konsolenanwendungen und -Skripten aufrechtzuerhalten. Die entsprechenden
Einstellungen werden von der iDRAC-Firmware jedoch ignoriert.

@ ANMERKUNG: Beim Herstellen einer SSH Verbindung wird die Sicherheitsmeldung , Weitere Authentifizierung erforderlich*
angezeigt. Obwohl die 2FA deaktiviert ist.

@ ANMERKUNG: Fur MX-Plattformen wird eine SSH-Sitzung fur die iDRAC-Kommunikation verwendet. Wenn alle Sitzungen
verwendet werden, wird iDRAC erst gestartet, wenn eine Sitzung frei ist.

Verwenden Sie Open Source-Programme, wie z. B. PuTTY oder OpenSSH, die SSH auf einer Managementstation unterstttzen, um die

Verbindung zu iDRAC herzustellen.

@ ANMERKUNG: Flhren Sie OpenSsH Uber einen VT100- oder ANSI-Terminalemulator auf Windows aus. Wenn Sie OpenSSH an der
Windows-Befehlseingabe ausfuhren, kdnnen Sie nicht auf den vollen Funktionsumfang zugreifen (einige Tasten reagieren nicht, und
einige Grafiken werden nicht angezeigt).

Bevor Sie SSH fur die Kommunikation mit iDRAC verwenden, mussen Sie die folgenden Schritte ausfihren:

1. BIOS fur die Aktivierung der seriellen Konsole konfigurieren
2. SOL in iDRAC konfigurieren
8. SSH Uber die iIDRAC-Weboberflache oder RACADM aktivieren.

Client fur SSH (Schnittstelle 22) <--> WAN-Verbindung <--> iDRAC

Durch das IPMI-basierte SOL, das das SSH-Protokoll verwendet, ist kein zuséatzliches Dienstprogramm nétig, da die Umwandlung von
wseriell” zu ,Netzwerk” innerhalb von iDRAC erfolgt. Die verwendete SSH-Konsole muss die Daten, die von dem seriellen Anschluss
des verwalteten Systems eingehen, interpretieren und darauf reagieren kénnen. Der serielle Abschluss wird normalerweise mit einer
Shell verbunden, die ein ANSI- oder VT100/VT220-Terminal emuliert. Die serielle Konsole wird automatisch an die SSH-Konsole
umgeleitet.

SOL iliber PuTTY auf Windows verwenden

®

So starten Sie IPMI SOL Uber PuTTY auf einer Windows-Management Station:
1. Fuhren Sie den folgenden Befehl aus, um eine Verbindung zu iDRAC herzustellen

ANMERKUNG: Falls erforderlich, kdnnen Sie das Standard-Timeout fir SSH-Sitzungen Uber iDRAC-Einstellungen > Services
andern.

putty.exe [-ssh] <login name>@<iDRAC-ip-address> <port number>

®|ANMERKUNG: Die Portnummer ist optional. Sie ist nur erforderlich, wenn die Portnummer neu zugewiesen wird.

2. Fuhren Sie den Befehl console com?2 oder connect com2 aus, um SOL und das verwaltete System zu starten.

Es wird eine SOL-Sitzung von der Managementstation zum verwalteten System unter Verwendung des SSH-Protokolls gedffnet. Um

auf die IDRAC-Befehlszeilenkonsole zuzugreifen, befolgen Sie die ESC-Tastensequenz. Verhalten von PuTTY- und SOL-Verbindungen:

e \Wahrend Sie im Rahmen des POST auf das verwaltete System zugreifen, falls die Funktionstasten und Tastenfeld-Option unter
PuTTY wie folgt eingestellt sind:
o VT100+ — F2 erfolgreich, F12 nicht erfolgreich
o ESC[n~ — F12 erfolgreich, F2 jedoch nicht erfolgreich

e Wenn in Windows die Emergency Management System (EMS)-Konsole unmittelbar nach einem Host-Neustart gedffnet wird,
kann das Special Admin Console (SAC)-Terminal méglicherweise beschadigt sein. Beenden Sie die SOL-Sitzung, schlief3en Sie das
Terminal, 6ffnen Sie ein anderes Terminal und starten Sie die SOL-Sitzung mit demselben Befehl.
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@ ANMERKUNG: Aufgrund der Einstellungen des Windows-Betriebssystems wird flr die SOL-Sitzung Uber SSH und das IPMI-Tool
nach dem Start mdglicherweise ein leerer Bildschirm angezeigt. Trennen Sie die SOL-Sitzung und stellen Sie eine neue Verbindung
her, um die SAC-Eingabeaufforderung erneut anzuzeigen.

rwenden von SOL liber OpenSSH auf Linux

So verwenden Sie SOL Uber OpenSSH auf einer Linux-Managementstation:

®

ANMERKUNG: Falls erforderlich, kédnnen Sie das Standard-Timeout fir SSH-Sitzungen Uber iDRAC-Einstellungen > Services
andern.

Starten Sie eine Shell.

Stellen Sie eine Verbindung zum iDRAC Uber den folgenden Befehl her: ssh <iDRAC-IP-Adresse> -| <Anmeldename>.

Geben Sie zum Starten von SOL an der Befehlseingabeaufforderung einen der folgenden Befehle ein:

® connect com2

® console com2

Dies verbindet den iDRAC mit dem SOL-Port des verwalteten Systems. Sobald eine SOL-Sitzung eingerichtet wurde, ist die iDRAC-

Befehlszeilenkonsole nicht verflgbar. Fiihren Sie die Escape-Sequenz ordnungsgeméaf3 aus, um die iDRAC-Befehlszeilenkonsole zu

6ffnen. Die Escape-Sequenz wird auch auf dem Bildschirm angezeigt, sobald eine SOL-Sitzung verbunden ist. Wenn das verwaltete

System deaktiviert ist, dauert es einige Zeit, bis die SOL-Sitzung eingerichtet ist.

@ ANMERKUNG: Sie kénnen die Konsolen com? oder com2 zum Starten von SOL verwenden. Starten Sie den Server neu, um die
Verbindung herzustellen.

Aktivieren Sie die serielle Datenerfassung, um den Verlauf der SOL-Schnittstelle anzuzeigen. Sie schreibt alle vom Host empfangenen
seriellen Daten in einen iDRAC-Storage in einem sequenziellen Fenster mit 512 KB. Daflr wird eine Datacenter-Lizenz bendtigt.

Beenden Sie die SOL-Sitzung, um eine aktive SOL-Sitzung zu schlief3en.

Trennen der Verbindung zur SOL-Sitzung in der iDRAC-Befehlszeilenkonsole

Die

Befehle zum Trennen einer SOL-Sitzung hdngen vom Dienstprogramm ab. Sie kédnnen das Dienstprogramm nur dann beenden, wenn

eine SOL-Sitzung vollstédndig beendet wurde.

Beenden Sie zum Abbrechen einer SOL-Sitzung die SOL-Sitzung Uber die iIDRAC-Befehlszeilenkonsole.

Um
Die

die SOL-Umleitung zu beenden, betétigen Sie Eingabetaste, Esc, T.
SOL-Sitzung wird geschlossen.

Wenn eine SOL-Sitzung nicht vollstédndig im Dienstprogramm beendet wird, sind andere SOL-Sitzungen méglicherweise nicht verflgbar.

Um

dieses Problem zu beheben, beenden Sie die Befehlszeilenkonsole in der Weboberflache Gber iDRAC-Einstellungen > Konnektivitat

> Seriell liber LAN.

Mit iIDRAC uber IPMI tiber LAN kommunizieren

Sie

muUssen fir den iDRAC IPMI-Uber-LAN konfigurieren, um IPMI-Befehle Gber LAN-Kanale an externe Systeme zu aktivieren oder

zu deaktivieren. Wenn IPMI-Uber-LAN nicht konfiguriert ist, kdnnen externe Systeme nicht Uber IPMI-Befehle mit dem iDRAC-Server
kommunizieren.

®

|ANMERKUNG: IPMI unterstitzt auch das IPv6-Adressprotokoll fur Linux-basierte Betriebssysteme.

IPMI Giber LAN mithilfe der Weboberflache konfigurieren

So konfigurieren Sie IPMI Gber LAN:

1.

2,

152

Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Konnektivitat.
Die Seite Netzwerk wird angezeigt.

Geben Sie unter IPMI-Einstellungen die Attributwerte an, und klicken Sie dann auf Anwenden.
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Informationen zu den verfugbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

Die IPMI Uber LAN-Einstellungen werden konfiguriert.

IPMI Gber LAN mithilfe des Dienstprogramms fiir die iDRAC-

Einstellungen konfigurieren

So konfigurieren Sie IPMI Uber LAN:

1. Gehen Sie im Dienstprogramm fiir die iDRAC-Einstellungen zu Netzwerk.

Die Seite iDRAC-Netzwerkeinstellungen wird angezeigt.
2. Geben Sie die erforderlichen Werte fir die IPMI-Einstellungen ein.

Weitere Informationen zu den verfiigbaren Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-

Einstellungen.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.

Die IPMI Uber LAN-Einstellungen werden konfiguriert.

IPMI Giber LAN mithilfe von RACADM konfigurieren

1. IPMI-Gber-LAN aktivieren

racadm set iDRAC.IPMILan.Enable 1

@ ANMERKUNG: Diese Einstellung legt die IPMI-Befehle fest, die Uber die IPMI-tber-LAN-Schnittstelle ausgefuhrt werden.
Weitere Informationen finden Sie in den IPMI-2.0-Spezifikationen auf intel.com.

2. Aktualisieren Sie die IPMI-Kanalberechtigungen.

racadm set iDRAC.IPMILan.PrivLimit <level>

Parameter Berechtigungsstufe
<level>=2 Nutzerln
<level>=3 Operator
<level>=4 Administratorin

3. Legen Sie ggf. den IPMI-LAN-Kanalverschlisselungsschlissel fest:

racadm set i1iDRAC.IPMILan.EncryptionKey <key>

Parameter

Beschreibung

<key>

20-Zeichen-Verschlisselungsschlissel in einem giltigen Hexadezimalformat.

@ ANMERKUNG: Das iDRAC-IPMI unterstitzt das RMCP+-Protokoll. Weitere Informationen finden Sie in den IPMI-2.0-

Spezifikationen auf intel.com.

Remote-RACADM aktivieren oder deaktivieren

Sie kénnen Remote-RACADM Uber die iDRAC-Weboberflache oder RACADM aktivieren oder deaktivieren. Sie kdnnen bis zu funf Remote-

RACADM-Sitzungen parallel ausfihren.

®| ANMERKUNG: Remote-RACADM ist standardmanig aktiviert.
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Remote-RACADM tuber die Weboberflache aktivieren oder
deaktivieren

1. Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Dienste.

2. Wahlen Sie unter Remote-RACADM die gewlinschte Option aus und klicken Sie auf Anwenden.
Entsprechend lhrer Auswahl ist Remote-RACADM damit aktiviert oder deaktiviert.

Remote-RACADM uber RACADM aktivieren oder deaktivieren

@lANMERKUNG: Es wird empfohlen, diese Befehle tber lokales RACADM oder Firmware-RACADM auszufihren.
1. So deaktivieren Sie Remote-RACADM:

racadm set iDRAC.Racadm.Enable 0

2. So aktivieren Sie Remote-RACADM:

racadm set iDRAC.Racadm.Enable 1

Lokalen RACADM deaktivieren

Das lokale RACADM ist standardméfig aktiviert. Informationen zur Deaktivierung finden Sie in Zugriff zum Andern der iDRAC-
Konfigurationseinstellungen auf einem Host-System deaktivieren.

IPMI auf Managed System aktivieren

Verwenden Sie auf einem verwalteten System den Dell Open Manage Server Administrator, um IPMI zu aktivieren oder zu deaktivieren.
Weitere Informationen finden Sie im OpenManage Server Administrator Benutzerhandbuch verflgbar auf der Seite OpenManage
Handbucher ..

@lANMERKUNG: Ab iDRAC-Version 2.30.30.30 unterstutzt IPMI das IPv6-Adressprotokoll fur Linux-basierte Betriebssysteme.

Linux wahrend des Starts in RHEL 6 fiir die serielle
Konsole konfigurieren

Die folgenden Schritte beziehen sich speziell auf den Linux GRand Unified Bootloader (GRUB). Wenn ein anderer Bootloader verwendet

wird, sind 8hnliche Anderungen erforderlich.

@ ANMERKUNG: Beim Konfigurieren des Client-VT100-Emulationsfensters stellen Sie das Fenster bzw. die Anwendung, die die
umgeleitete virtuelle Konsole anzeigt, auf 25 Reihen x 80 Spalten ein, um eine ordnungsgemafe Textanzeige sicherzustellen.
Andernfalls werden einige Textanzeigen moglicherweise nicht richtig dargestellt.

Bearbeiten Sie die Datei /etc/grub.conf wie folgt:

1. Suchen Sie in der Datei die Abschnitte zur allgemeinen Einstellung und figen Sie Folgendes hinzu:

serial --unit=1 --speed=57600 terminal --timeout=10 serial

2. Hangen Sie zwei Optionen an die Kernel-Zeile an:

kernel ............. console=ttyS1,115200n8r console=ttyl

3. Deaktivieren Sie die grafische GRUB-Schnittstelle und verwenden Sie die textbasierte Schnittstelle. Andernfalls wird der GRUB-
Bildschirm nicht in der virtuellen RAC-Konsole angezeigt. Zum Deaktivieren der grafischen Schnittstelle kommentieren Sie die Zeile
aus, die mit splashimage beginnt.
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Das folgende Beispiel enthalt eine /etc/grub.conf-Beispieldatei, die die in diesem Verfahren beschriebenen Anderungen zeigt.

grub.conf generated by anaconda

Note that you do not have to rerun grub after making changes to this file
NOTICE: You do not have a /boot partition. This means that all
kernel and initrd paths are relative to /, e.g.

root (hd0,0)

kernel /boot/vmlinuz-version ro root=/dev/sdal

initrd /boot/initrd-version.img

#boot=/dev/sda

default=0

timeout=10

#splashimage=(hd0,2) /grub/splash.xpm.gz

e

serial --unit=1 --speed=57600
terminal --timeout=10 serial

title Red Hat Linux Advanced Server (2.4.9-e.3smp) root (hd0,0)

kernel /boot/vmlinuz-2.4.9-e.3smp ro root=/dev/sdal hda=ide-scsi console=ttyS0O
console=ttyS1,115200n8r

initrd /boot/initrd-2.4.9-e.3smp.img

title Red Hat Linux Advanced Server-up (2.4.9-e.3) root (hd0,00)

kernel /boot/vmlinuz-2.4.9-e.3 ro root=/dev/sdal s

initrd /boot/initrd-2.4.9-e.3.im

4. Um mehreren GRUB-Optionen das Starten von Sitzungen der virtuellen Konsole Uber die serielle RAC-Verbindung zu erméglichen,

flgen Sie die folgende Zeile allen Optionen hinzu:
console=ttyS1,115200n8r console=ttyl

Das Beispiel zeigt, dass console=ttyS1, 57600 zur ersten Option hinzugeflgt wurde.

@ ANMERKUNG: Wenn der Bootloader oder das Betriebssystem eine serielle Umleitung erméglicht, wie etwa GRUB oder

Linux, muss die BIOS-Einstellung Redirection After Boot (Umleitung nach Start) deaktiviert werden. Damit sollen potenzielle

Konkurrenzsituationen vermieden werden, in denen mehrere Komponenten auf die serielle Schnittstelle zugreifen.

Anmeldung an der virtuellen Konsole nach dem Start aktivieren

Flgen Sie in der Datei /etc/inittab eine neue Zeile hinzu, um agetty auf der seriellen COM2-Schnittstelle zu konfigurieren:
co:2345:respawn:/sbin/agetty -h -L 57600 ttySl ansi

Das folgende Beispiel zeigt eine Beispieldatei mit der neuen Zeile.

#inittab This file describes how the INIT process should set up
#the system in a certain run-level.

#Author:Miquel van Smoorenburg

#Modified for RHS Linux by Marc Ewing and Donnie Barnes
#Default runlevel. The runlevels used by RHS are:

#0 - halt (Do NOT set initdefault to this)

#1 - Single user mode

#2 - Multiuser, without NFS (The same as 3, if you do not have #networking)
#3 - Full multiuser mode

#4 - unused

#5 - X11

#6 - reboot (Do NOT set initdefault to this)

id:3:initdefault:

#System initialization.

si::sysinit:/etc/rc.d/rc.sysinit

10:0:wait:/etc/rc.d/rc 0O
11:1:wait:/etc/rc.d/rc 1
12:2:wait:/etc/rc.d/rc 2
13:3:wait:/etc/rc.d/rc 3
l4:4:wait:/etc/rc.d/rc 4
15:5:wait:/etc/rc.d/rc 5
16:6:wait:/etc/rc.d/rc 6

#Things to run in every runlevel.
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ud: :once:/sbin/update

ud: :once:/sbin/update

#Trap CTRL-ALT-DELETE

ca::ctrlaltdel:/sbin/shutdown -t3 -r now

#When our UPS tells us power has failed, assume we have a few

#minutes of power left. Schedule a shutdown for 2 minutes from now.

#This does, of course, assume you have power installed and your

#UPS is connected and working correctly.

pf::powerfail:/sbin/shutdown -f -h +2 "Power Failure; System Shutting Down"
#If power was restored before the shutdown kicked in, cancel it.
pr:12345:powerokwait:/sbin/shutdown -c "Power Restored; Shutdown Cancelled"

#Run gettys in standard runlevels
co:2345:respawn:/sbin/agetty -h -L 57600 ttySl ansi
:2345:respawn:/sbin/mingetty ttyl
:2345:respawn:/sbin/mingetty tty2
:2345:respawn:/sbin/mingetty tty3
:2345:respawn:/sbin/mingetty tty4
:2345:respawn:/sbin/mingetty tty5
:2345:respawn:/sbin/mingetty tty6

o Ul W N

#Run xdm in runlevel 5
#xdm is now a separate service
x:5:respawn:/etc/X11/prefdm -nodaemon

Flgen Sie in der Datei /etc/securetty eine neue Zeile mit dem Namen der seriellen tty fir COM2 hinzu:
ttySl
Das folgende Beispiel zeigt eine Beispieldatei mit der neuen Zeile.

ANMERKUNG: Verwenden Sie die Sequenz der Untbr-Taste (~B), um auf einer seriellen Konsole mithilfe des IPMI-Hilfsprogramms
die Befehle der magischen Linux S-Abf-Taste auszufuhren.

ve/l
ve/2
ve/3
ve/4
ve/5
vc/6
ve/7
vc/8
ve/9
vc/10
ve/11l
ttyl
tty2
tty3
tty4d
ttyb
tty6b
tty7
tty8
tty9
ttyl0
ttyll
ttySl

Konfigurieren des seriellen Terminals in RHEL 7

So konfigurieren Sie das serielle Terminal in RHEL 7:
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1. Flgen Sie die folgenden Zeilen zu /etc/default/grub hinzu, oder aktualisieren Sie sie:

GRUB_CMDLINE LINUX DEFAULT="console=tty0 console=ttyS0,115200n8"
GRUB_TERMINAL="console serial"

GRUB_SERIAL COMMAND="serial --speed=115200 --unit=0 --word=8 --parity=no --stop=1"

GRUB_CMDLINE LINUX DEFAULT wendet diese Konfiguration nur auf den Standardmenleintrag an, mit GRUB_ CMDLINE LINUX
wird sie auf alle MenUeintrage angewendet.

Jede Zeile sollte nur einmal innerhalb von /etc/default/grub auftreten. Wenn die Zeile bereits existiert, dann &ndern Sie sie, um
eine weitere Kopie zu vermeiden. Es ist daher nur eine Zeile GRUB_ CMDLINE LINUX DEFAULT zuléssig.

2. Erstellen Sie die Konfigurationsdatei /boot/grub2/grub.cfg neu, indem Sie den Befehl grub2-mkconfig -o wie folgt
ausfihren:

e auf BIOS-basierten Systemen:

~]# grub2-mkconfig -o /boot/grub2/grub.cfg

e auf UEFI-basierten Systemen:

~1# grub2-mkconfig -o /boot/efi/EFI/redhat/grub.cfg

Weitere Informationen finden Sie im RHEL 7 System Administrator's Guide (Administratorhandbuch fir Systemadministratoren) unter
redhat.com.

Steuern von GRUB von der seriellen Konsole

Sie kdnnen GRUB so konfigurieren, dass die serielle Konsole anstelle der VGA-Konsole verwendet wird. Dadurch kdnnen Sie den
Bootvorgang unterbrechen und einen anderen Kernel wéhlen oder Kernelparameter hinzufiigen, um z. B. in den Single-User-Modus
zu booten.
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Um GRUB fir die Verwendung der seriellen Konsole zu konfigurieren, kommentieren Sie das Splash-Image aus, und fligen Sie die Optionen
serial und terminal zu grub.conf hinzu:

[root@localhost ~]# cat /boot/grub/grub.conf

# grub.conf generated by anaconda

# Note that you do not have to rerun grub after making changes to this file

# NOTICE: You have a /boot partition. This means that

# all kernel and initrd paths are relative to /boot/, eg.
# root (hd0,0)

# kernel /vmlinuz-version ro root=/dev/hda?2

# initrd /initrd-version.img

#boot=/dev/hda

default=0

timeout=10
#splashimage= (hd0,0) /grub/splash.xpm.gz
serial --unit=0 --speed=1152001

®| ANMERKUNG: Starten Sie das System neu, damit die Einstellungen in Kraft treten.

Unterstiutzte SSH-Verschliusselungssysteme

Um mit iDRAC Uber das SSH-Protokoll zu kommunizieren, unterstiitzt es verschiedene Verschllsselungsschemas, die in der folgenden
Tabelle aufgelistet sind.

Tabelle 21. SSH-Verschliisselungsschemas

Schematyp Algorithmen

Asymmetrische Verschliisselung

curve25519-sha256
curve25519-sha256@libssh.org
ssh-rsa

ecdsa-sha2-nistp256
diffie-hellman-group16-shab12
diffie-hellman-group18-shab12
diffie-hellman-group14-sha256

Offentlicher Schlussel

Symmetrische Verschliisselung

Schltsselaustausch ® rsa-sha2-512
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Tabelle 21. SSH-Verschliisselungsschemas (fortgesetzt)

Schematyp Algorithmen

rsa-sha2-256

ssh-rsa

ecdsa-sha2-nistp256

ssh-ed25519

ecdh-sha2-nistp256
ecdh-sha2-nistp384
ecdh-sha2-nistp521
diffie-hellman-group-exchange-sha256

Verschlisselung chacha20-poly1305@openssh.com
aes128-ctr

aes192-ctr

aes2b6-ctr
aes128-gcm@openssh.com

aes256-gcm@openssh.com

MAC umac-64@openssh.com
umac-128-etm@openssh.com
hmac-sha2-256-etm@openssh.com
hmac-sha2-512-etm@openssh.com
umac-128@openssh.com
hmac-sha2-256

hmac-sha2-512

Komprimierung Keine

@ ANMERKUNG: Wenn Sie OpenSSH 7.0 oder héher aktivieren, ist die Unterstitzung fur 6ffentliche DSA-SchlUssel deaktiviert.
Um eine bessere Sicherheit fur iDRAC zu gewahrleisten, empfiehlt Dell, die Unterstltzung fur 6ffentliche DSA-SchlUssel nicht zu
aktivieren.

Authentifizierung mit 6ffentlichen Schlusseln fiir SSH verwenden

iDRAC unterstltzt die Authentifizierung mit 6ffentlichem Schltssel (Public Key Authentication, PKA) Gber SSH. Hierbei handelt es sich um
eine lizenzierte Funktion. Wenn PKA Uber SSH eingerichtet und korrekt verwendet wird, missen Sie den Nutzernamen eingeben, wenn
Sie sich beim iDRAC anmelden. Dies ist fur die Einrichtung automatisierter Skripte nutzlich, die verschiedene Funktionen ausfuhren. Die
hochgeladenen Schliissel mussen im RFC 4716- oder OpenSSH-Format vorliegen. Andernfalls missen Sie die SchlUssel in dieses Format
konvertieren.

Auf jeden Fall muss ein Paar privater und 6ffentlicher Schllssel auf der Managementstation erzeugt werden. Der 6ffentliche Schitssel
wird in den lokalen iDRAC-Nutzer hochgeladen und der private Schliissel wird vom SSH-Client verwendet, um die Vertrauensbeziehung
zwischen der Managementstation und dem iDRAC herzustellen.

Sie kdnnen das Paar aus einem 6ffentlichen und einem privaten SchlUssel Gber die folgenden Verfahren generieren:

e PuTTY-Schliisselgenerator-Anwendung fir Clients, die auf Windows ausgefthrt werden

e ssh-keygen-Befehlszeilenschnittstelle fir Clients, die unter Linux ausgefihrt werden

VORSICHT: Diese Berechtigung ist in der Regel fiir Nutzerinnen reserviert, die Mitglieder der Administrator-
Nutzergruppe auf dem iDRAC sind. Nutzerinnen in der ,,nutzerdefinierten‘ Nutzergruppe kann diese Berechtigung
jedoch zugewiesen werden. Ein Nutzer mit dieser Berechtigung kann die Konfiguration beliebiger Nutzer modifizieren.
Hierzu zahlen das Erstellen oder Loschen beliebiger Nutzer, die Verwaltung der SSH-Schliissel fiir Nutzer, usw. Weisen
Sie diese Berechtigung aus diesen Griinden also sorgfaltig zu.

VORSICHT: Die Méglichkeit zum Hochladen, Anzeigen und/oder Léschen von SSH-Schliisseln basiert auf der
Berechtigung zum Konfigurieren von Nutzerinnen. Diese Berechtigung ermdglicht es Nutzerinnen, den SSH-Schliissel
anderer Nutzerinnen zu konfigurieren. Sie sollten diese Berechtigung daher mit Bedacht gewahren.
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Generieren offentlicher Schliissel fir Windows

So verwenden Sie die Anwendung PuTTY-Schliisselgenerator zum Erstellen des GrundschlUssels:
1. Starten Sie die Anwendung und wahlen Sie RSA als den SchlUsseltyp.
2. Geben Sie die Anzahl an Bits fir den SchlUssel ein. Die Anzahl der Bits muss zwischen 2048 und 4096 Bit liegen.

3. Klicken Sie auf Generieren und bewegen Sie die Maus geméf3 Anleitung im Fenster.
Die Schlissel wurden erstellt.

4. Sie kdnnen das SchlUsselanmerkungsfeld &ndern.
B. Geben Sie eine Passphrase zur Sicherung des Schllssels ein.
6. Speichern Sie den 6ffentlichen und den privaten SchlUssel.

Generieren offentlicher Schliissel fiir Linux

Um die Anwendung ssh-keygen fir die Erstellung des BasisschlUssels zu verwenden, &ffnen Sie ein Terminalfenster und geben Sie bei
der Shell-Eingabeaufforderung den Befehl ssh-keygen -t rsa -b 2048 -C testingein,

Wobei:
-t rsaist.

[ ]
e D die Bit-VerschlUsselungsgréfie zwischen 2048 und 4096 angibt.
e —C das Andern des Kommentars des ¢ffentlichen Schiiissels ermaglicht und optional ist.

@ ANMERKUNG: Bei den Optionen wird zwischen Grof3- und Kleinschreibung unterschieden.

Befolgen Sie die Anweisungen. Laden Sie die 6ffentliche Datei nach der Ausfihrung des Befehls hoch.

VORSICHT: Schliissel, die von der Linux Management Station mithilfe von ssh-keygen erstellt werden, sind nicht

im 4716-Format. Konvertieren Sie die Schliissel in das 4716-Format mithilfe von ssh-keygen -e -f /root/.ssh/
id_rsa.pub > std_rsa.pub. Andern Sie nicht die Berechtigungen der Schliisseldatei. Die Konvertierung muss mit
Standardberechtigungen durchgefiihrt werden.

@ ANMERKUNG: iDRAC unterstitzt nicht die ssh-agent-Weiterleitung von Schlisseln.

SSH-Schliissel hochladen

Sie kdnnen bis zu vier ¢ffentliche Schlissel pro Nutzerln fir die Verwendung Uber eine SSH-Schnittstelle hochladen. Bevor Sie
die 6ffentlichen Schltssel hinzufligen, stellen Sie sicher, dass Sie bereits eingerichtete Schlissel anzeigen, damit ein Schlissel nicht
versehentlich Uberschrieben wird.

Beim Hinzuflgen neuer 6ffentlicher Schllssel missen Sie sicherstellen, dass bestehende SchlUssel nicht den Index belegen, zu dem der
neue Schltssel hinzugefugt werden soll. Der iDRAC fihrt vor dem Hinzuflgen neuer Schltssel keine Prifungen durch, um sicherzustellen,
dass vorhandene SchlUssel geldscht wurden. Wenn ein neuer Schlussel hinzugeflgt wird, kann er verwendet werden, wenn die SSH-
Schnittstelle aktiviert ist.

SSH-Schliissel iiber die Weboberflache hochladen

So laden Sie SSH-Schlissel hoch:

1. Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer > Lokale Nutzer.
Die Seite Lokale Nutzer wird angezeigt.

2. In der Spalte Nutzer-ID klicken Sie auf eine Nutzer-ID-Nummer.
Die Seite Nutzer-Hauptmenii wird angezeigt.

3. Wahlen Sie unter SSH-Schliisselkonfigurationen SSH-Schliissel hochladen aus, und klicken Sie dann auf Weiter.
Daraufhin wird die Seite SSH-Schliissel hochladen angezeigt.

4. Laden Sie die SSH-Schlussel Uber eines der folgenden Verfahren hoch:
e Schllsseldatei hochladen
e Inhalte der Schlisseldatei in das Textfeld kopieren

Weitere Informationen finden Sie in der iDRAC Online-Hilfe.
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5. Klicken Sie auf Anwenden.

SSH-Schliissel iiber RACADM hochladen

Um die SSH-Schlissel hochzuladen, fihren Sie den folgenden Befehl aus:
®| ANMERKUNG: Sie kdnnen einen Schlissel nicht gleichzeitig hochladen und kopieren.

e FUrlokales RACADM: racadm sshpkauth -i <2 to 16> -k <1 to 4> -f <filename>
e Uber Remote-RACADM mit SSH: racadm sshpkauth -i <2 to 16> -k <1 to 4> -t <key-text>

Beispiel: Um einen guiltigen Schlissel fur die Nutzer-ID 2 auf iDRAC fur den ersten Schitsselsektor mithilfe einer Datei hochzuladen, fihren
Sie den folgenden Befehl aus:

$ racadm sshpkauth -i 2 -k 1 -f pkkey.key

®|ANMERKUNG: Die Option - wird fur ssh/serielles RACADM nicht unterstitzt.

SSH-Schliissel anzeigen

Sie kdnnen die Schlissel anzeigen, die nach iDRAC hochgeladen wurden.

SSH-Schliissel liber die Weboberflache anzeigen

So zeigen Sie die SSH-Schlussel an:

1. Gehen Sie auf der iIDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer.
Die Seite Lokale Nutzer wird angezeigt.

2. In der Spalte Nutzer-ID klicken Sie auf eine Nutzer-ID-Nummer.
Die Seite Nutzer-Hauptmenii wird angezeigt.

3. Wahlen Sie unter SSH-Schliisselkonfiguration die Option SSH-Schliissel anzeigen/entfernen aus, und klicken Sie dann auf
Weiter.
Daraufhin wird die Seite SSH-Schliissel anzeigen/entfernen mit den SchlUsseldetails angezeigt.

SSH-Schliissel l6schen

Bevor Sie die 6ffentlichen Schlissel I6schen, mUssen Sie sicherstellen, dass Sie die SchlUssel anzeigen, wenn sie eingerichtet sind, so dass
ein SchlUssel nicht versehentlich geléscht werden kann.

SSH-Schliissel tiber die Weboberflache loschen

So l6schen Sie SSH-SchlUssel:

1. Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer.
Die Seite Lokale Nutzer wird angezeigt.

2. Wahlen Sie in der Spalte Nutzer-ID eine Nutzer-ID aus und klicken Sie auf Bearbeiten.
Die Seite Nutzer bearbeiten wird angezeigt.

3. Wahlen Sie unter SSH-Schliisselkonfigurationen einen SSH-Schlissel aus und klicken Sie dann auf Bearbeiten.
Auf der Seite SSH-Schliissel werden die Details zu Bearbeiten von angezeigt.

4. Wahlen Sie fir die zu l6schenden Schlissel die Option Entfernen aus und klicken Sie dann auf Anwenden.
Die ausgewahlten Schltssel werden daraufhin geléscht.

SSH-Schliissel iiber RACADM léschen

Fuhren Sie zum Léschen der SSH-Schlissel die folgenden Befehle aus:

e Spezifischer Schllssel: racadm sshpkauth -i <2 to 16> -d -k <1 to 4>
e Alle SchlUssel: racadm sshpkauth -i <2 to 16> -d -k all
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Benutzerkonten und Berechtigungen
konfigurieren

Sie kdnnen Benutzerkonten mit spezifischen Berechtigungen (rollenbasierte Autoritéat) einrichten, um Ihr System tber den iDRAC zu
managen und die Systemsicherheit zu gewahrleisten. Standardmafig ist der iDRAC mit einem lokalen Administratorkonto konfiguriert.

Der standardméfiige iDRAC-Benutzername und das Standard-iDRAC-Kennwort werden mit der Systemkennzeichnung bereitgestellt. Als
Administrator kénnen Sie Benutzerkonten einrichten, damit andere Nutzer auf den iDRAC zugreifen kénnen. Weitere Informationen finden
Sie in der Dokumentation fur den Server.

Sie kdnnen lokale Nutzer einrichten oder Verzeichnisdienste wie Microsoft Active Directory oder LDAP verwenden, um Benutzerkonten
einzurichten. Die Verwendung eines Verzeichnisdiensts stellt einen zentralen Standort fir die Verwaltung berechtigter Benutzerkonten
bereit.

Der iDRAC unterstutzt den rollenbasierten Zugriff auf Nutzer mit einer Reihe von zugehdrigen Berechtigungen. Die Rollen sind
Administrator, Operator, schreibgeschitzt oder keine. Die Rolle definiert die maximal verfugbaren Berechtigungen.

Themen:

¢ iDRAC-Benutzerrollen und -Berechtigungen

. Empfohlene Zeichen in Nutzernamen und Kennwaortern
e Lokale Nutzer konfigurieren

*  Konfigurieren von Active Directory-Nutzern

¢ Generische LDAP-Nutzer konfigurieren

IDRAC-Benutzerrollen und -Berechtigungen

Die iDRAC-Rolle und Berechtigungsnamen haben sich seit einer friiheren Generation von Servern gedndert. Die Rollennamen sind:

Tabelle 22. iDRAC-Rollen

Aktuelle Generation | Vorherige Generation Nutzerberechtigungen

Administrator Administrator Anmelden, Konfigurieren, Nutzer konfigurieren, Protokolle, Systemsteuerung,
Auf virtuelle Konsole zugreifen, Auf virtuelle Datentrager zugreifen,
Systemvorgénge, Debug

Operator Hauptnutzerln Anmelden, Konfigurieren, Systemsteuerung, Auf virtuelle Konsole zugreifen,
Auf virtuelle Datentrager zugreifen, Systemvorgéange, Debug

Schreibgeschutzt Gastnutzer Anmelden

Keine Keine Keine

In der folgenden Tabelle sind die IPMI-Benutzerberechtigungen beschrieben:

Tabelle 23. DRAC/iDRAC-Benutzerberechtigungen

Benutzerberechtigung Beschreibung
Am iDRAC anmelden Ermoglicht dem Nutzer, sich am iDRAC anzumelden.
iDRAC konfigurieren Ermdglicht dem Nutzer, den iDRAC zu konfigurieren. Mit dieser Berechtigung kann ein Nutzer auch

Energiemanagement, virtuelle Konsole, virtuelle Datentréger, Lizenzen, Systemeinstellungen, Storage-
Geréte, BIOS-Einstellungen, SCP usw. konfigurieren.

@l ANMERKUNG: Die Administratorrolle Gbersteuert alle Privilegien der anderen Komponenten wie z.B. das BIOS-Setup-Kennwort.

Nutzer konfigurieren Ermoglicht dem Nutzer, bestimmten Benutzern den Zugriff auf das System zu erlauben.
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Tabelle 23. DRAC/iDRAC-Benutzerberechtigungen (fortgesetzt)

Benutzerberechtigung Beschreibung

Protokolle Idschen Ermoglicht dem Nutzer, lediglich das Systemereignisprotokoll (SEL) zu I6schen.

System steuern und Ermoglicht Aus- und Einschalten des Host-Systems. Erméglicht Nutzerinnen die Konfiguration
konfigurieren von iDRAC, Energieverwaltung, virtueller Konsole, virtuellen Medien, Lizenzen, Systemeinstellungen,

Speichergeréaten, BIOS-Einstellungen, SCP und so weiter. Mit dieser Berechtigung kénnen
Nutzerlnnen auch Berichte fur den technischen Support (TSRs) erzeugen.

Auf die virtuelle Konsole Ermdglicht den Benutzern, die virtuelle Konsole auszufiihren.

zugreifen

Auf virtuelle Datentréger Ermoglicht dem Nutzer, virtuelle Datentrager auszuftihren und zu verwenden.

zugreifen

Testwarnungen Ermoglicht vom Nutzer initiierte und erzeugte Ereignisse und die Informationen werden als

asychnrone Benachrichtigung versendet und protokolliert.

Debug-Befehle ausfihren Ermdglicht dem Nutzer, Diagnosebefehle auszufihren.

Empfohlene Zeichen in Nutzernamen und Kennwortern

Dieser Abschnitt enthélt Details zu den empfohlenen Zeichen beim Erstellen und Verwenden von Nutzernamen und Kennwortern.

®| ANMERKUNG: Das Kennwort muss einen Grof3buchstaben und einen Kleinbuchstaben, eine Zahl und ein Sonderzeichen enthalten.

Verwenden Sie beim Erstellen von Nutzernamen und Kennwaortern die folgenden Zeichen:

Tabelle 24. Empfohlene Zeichen fiir Nutzernamen

Zeichen Bauladnge
e 0-9 1-16

o A-Z

e 3z

o HASBIO)*:;?2[\N]IA_ " {|}~+<=>

Tabelle 25. Empfohlene Zeichen fiir Kennworter

Zeichen iDRAC9-Versionen Bauldnge
e 0-9 7.00.00.00 und hoher 1-127
o A-Z e 4.00.00.00 1-40
* az e Zwischen 4.00.00.00 und 7.00.00.00
o '-I"AS%&()K,. /2@
INTAZ (|} ~+<=> Vor 4.00.00.00 1-20

®
®

ANMERKUNG: Sie kdnnen méglicherweise Nutzernamen und Kennworter erstellen, die andere Zeichen enthalten. Um allerdings die
Kompatibilitdt mit allen Schnittstellen zu gewahrleisten, empfiehlt Dell, nur die hier aufgefiihrten Zeichen zu verwenden.

ANMERKUNG: Die zuléssigen Zeichen in Nutzernamen und Kennwdrter fur Netzwerkfreigaben ergeben sich aus der
Netzwerkfreigabe. IDRAC unterstltzt zuldssige Zeichen in Anmeldeinformationen fir die Netzwerkfreigabe dem Freigabetyp, auf3er

<,>und, (Komma).

ANMERKUNG: Zur Erhéhung der Sicherheit wird empfohlen, komplexe Kennworter zu verwenden, die acht oder mehr Zeichen
sowie Kleinbuchstaben, Grof3buchstaben, Zahlen und Sonderzeichen enthalten. Es wird au3erdem empfohlen, die Kennwaorter

regelmaflig zu &ndern (sofern maglich).
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Lokale Nutzer konfigurieren

Sie kdnnen in iIDRAC bis zu 16 lokale Nutzer mit spezifischen Zugriffsberechtigungen konfigurieren. Bevor Sie einen iDRAC-Nutzer
erstellen, mussen Sie Uberprifen, ob etwaige aktuelle Nutzer vorhanden sind. Sie kdnnen Benutzernamen, Kennwdrter und Rollen mit den
Berechtigungen fir diese Nutzer definieren. Die Nutzernamen und Kennworter kdnnen Uber die sicheren iDRAC-Schnittstellen (z. B. die
Weboberflache, RACADM oder WSMan) geandert werden. Sie kdnnen auch SNMPv3-Authentifizierung fiir jeden Nutzer aktivieren oder
deaktivieren.

Lokale Nutzer uiber die iDRAC-Webschnittstelle konfigurieren

So fugen Sie lokale iDRAC-Nutzer hinzu und konfigurieren sie:

®| ANMERKUNG: Sie mussen die Berechtigung ,Nutzer konfigurieren® besitzen, um einen iDRAC-Nutzer zu erstellen.

1. Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer.
Die Seite Lokale Nutzer wird angezeigt.

2. Wahlen Sie in der Spalte Nutzer-ID eine Nutzer-ID aus und klicken Sie auf Bearbeiten.

®| ANMERKUNG: Nutzer 1ist fir den anonymen IPMI-Nutzer reserviert; diese Konfiguration kann nicht geandert werden.

Die Seite Benutzerkonfiguration wird angezeigt.
3. Geben Sie die Details fur die Nutzerkontoeinstellungen und Erweiterten Einstellungen ein, um das Nutzerkonto zu konfigurieren.
@ ANMERKUNG: Aktivieren Sie die Nutzer-ID und legen Sie den Nutzernamen, das Kennwort und die Nutzerrolle
(Zugriffsberechtigungen) fur den/die Nutzerln fest. Sie kdnnen auch eine LAN-Berechtigungsebene, eine Berechtigungsebene
fur den seriellen Anschluss, den Seriell-Gber-LAN-Status, die SNMPv3-Authentifizierung, den Authentifizierungstyp und den
Datenschutztyp fur den/die Nutzerln aktivieren. Weitere Informationen zu den verfligbaren Optionen finden Sie in der iDRAC-
Online-Hilfe.

4. Kiicken Sie auf Speichern. Der Nutzer wird mit den erforderlichen Berechtigungen erstellt.

Lokale Nutzer iiber RACADM konfigurieren

@ ANMERKUNG: Sie mussen als Nutzer root angemeldet sein, um RACADM-Befehle auf einem Remote-Linux-System ausfihren zu
kdnnen.

Sie kénnen einen oder mehrere iIDRAC-Nutzer Uber RACADM konfigurieren.

Um mehrere iDRAC-Nutzer mit identischen Konfigurationseinstellungen zu konfigurieren, fihren Sie folgende Schritte durch:

e FErstellen Sie mithilfe der RACADM-Beispiele in diesem Abschnitt eine Batchdatei mit RACADM-Befehlen, und flhren Sie diese
Batchdatei dann auf jedem verwalteten System aus.

e FErstellen Sie die IDRAC-Konfigurationsdatei und fUhren Sie unter Verwendung derselben Konfigurationsdatei den Befehl racadm set
auf den einzelnen verwalteten Systemen aus.

Wenn Sie einen neuen iDRAC konfigurieren oder wenn Sie den Befehl racadm racresetcfg verwendet haben, Uberpriifen Sie
den Standard-iDRAC-Nutzernamen und das Standardkennwort auf dem System-Badge. Der Befehl racadm racresetcfg setzt den
iDRAC auf die Standardwerte zurtick.

@ ANMERKUNG: Wenn SEKM auf dem Server aktiviert ist, deaktivieren Sie SEKM mithilfe des Befehls racadm sekm disable,
bevor Sie diesen Befehl verwenden. Somit kann verhindert werden, dass Storage-Gerate gesperrt werden, die durch iDRAC gesichert
sind, wenn SEKM-Einstellungen aus iDRAC geléscht werden, indem Sie den Befehl ausfuhren.

@ ANMERKUNG: Nutzer kénnen im Laufe der Zeit aktiviert und deaktiviert werden. Infolgedessen kann ein Nutzer auf jedem iDRAC
eine unterschiedliche Indexnummer besitzen.

Um zu Uberprifen, ob ein Nutzer existiert, geben Sie den folgenden Befehl einmal fur jeden Index (1-16) ein:
racadm get 1iDRAC.Users.<index>.UserName

Mehrere Parameter und Objekt-IDs werden mit inren aktuellen Werten angezeigt. Das Schiisselfeld ist iDRAC . Users.UserName=.
Wenn nach = ein Nutzername angezeigt wird, wird diese Indexnummer verwendet.

164 Benutzerkonten und Berechtigungen konfigurieren



@ ANMERKUNG: Verwenden kénnen Sie
racadm get -f <myfile.cfg>
und anzeigen oder bearbeiten,

myfile.cfg

die alle iDRAC-Konfigurationsparameter enthalt.

Zur Aktivierung der SNMP v3-Authentifizierung fur einen Nutzer verwenden Sie die Objekte SNMPv3AuthenticationType,
SNMPv3Enable, SNMPv3PrivacyType. Weitere Informationen finden Sie im Benutzerhandbuch fur den Integrated Dell Remote Access
Controller (RACADM CLI).

Wenn Sie die Serverkonfigurationsprofildatei zur Benutzerkonfiguration verwenden, dann verwenden Sie die Attribute
AuthenticationProtocol, ProtocolEnable, und PrivacyProtocol, um die SNMPv3-Authentifizierung zu aktivieren.

IDRAC-Nutzer iber RACADM hinzufiigen

1. Stellen Sie den Index und den Benutzernamen ein.

racadm set idrac.users.<index>.username <user name>

Parameter Beschreibung
<index> Eindeutiger Index des Benutzers
<user_name> Nutzername

2. Legen Sie das Kennwort fest.

racadm set idrac.users.<index>.password <password>

3. Legen Sie die Nutzerberechtigungen fest.
4. Aktivieren Sie den Nutzer.

racadm set idrac.users.<index>.enable 1

Fur eine Uberpriifung verwenden Sie den folgenden Befehl:
racadm get idrac.users.<index>

Weitere Informationen finden Sie im RACADM CLI-Handbuch fur den Integrated Dell Remote Access Controller 9.

Aktivieren des iDRAC-Benutzers mit Berechtigungen

Um einen Nutzer mit spezifischen administrativen Berechtigungen (rollenbasierte Autoritat) zu aktivieren:
1. Lokalisieren Sie einen verfluigbaren Benutzerindex.

racadm get iDRAC.Users <index>
2. Geben Sie die folgenden Befehle mit dem neuen Benutzernamen und dem neuen Kennwort ein.

racadm set 1DRAC.Users.<index>.Privilege <user privilege bit mask value>

ANMERKUNG: Der Standardberechtigungswert ist O, was bedeutet, dass der Nutzer Uber keine Berechtigungen verflgt.
Eine Liste der gltigen Bitmaskenwerte fir bestimmte Benutzerberechtigungen finden Sie unter RACADM-CLI-Handbuch fur
Integrated Dell Remote Access Controller.
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Konfigurieren von Active Directory-Nutzern

Wenn lhre Firma die Microsoft Active Directory-Software verwendet, kann die Software so konfiguriert werden, dass sie Zugriff auf
iDRAC bietet. Sie kdnnen dann bestehenden Nutzern im Verzeichnisdienst iDRAC-Nutzerberechtigungen erteilen und diese steuern.
Hierbei handelt es sich um eine lizenzierte Funktion.

Sie kdnnen die Nutzerauthentifizierung Uber Active Directory fur die Anmeldung bei iDRAC konfigurieren. Sie konnen zudem rollenbasierte
Autoritat bereitstellen, die es einem Administrator ermoglicht, spezifische Berechtigungen fir jeden Nutzer zu konfigurieren.

@ ANMERKUNG: StartTLS auf Port 389 wird unterstUtzt. Standardmafiig ist LDAPS auf Port 636 konfiguriert. Das
Verbindungsprotokoll kann mithilfe des Redfish- oder RACADM-Befehls racadm set iDRAC.ActiveDirectory.Connection
StartTLS auf StartTLS umkonfiguriert werden.

@ ANMERKUNG: Bei jeder Bereitstellung, die Uber eine MX-Vorlage erfolgt und bei der die CA-Validierung innerhalb der Vorlage
aktiviert ist, mussen Nutzerlnnen CA-Zertifikate bei der ersten Anmeldung oder vor dem Wechsel des Authentifizierungsdienstes von
LDAP zu Active Directory oder umgekehrt hochladen.

Voraussetzungen fiir die Verwendung der Active Directory-
Authentifizierung fur iDRAC

Um die Active Directory-Authentifizierungsfunktion auf dem iDRAC verwenden zu kénnen, stellen Sie sicher, dass Sie:

eine Active Directory-Infrastruktur bereitgestellt haben. Weitere Informationen finden Sie auf der Microsoft-Website.

PKI in die Active Directory-Infrastruktur integriert haben. iDRAC verwendet den standardméfligen PKI-Mechanismus (Public Key
Infrastructure), um sich sicher beim Active Directory zu authentifizieren. Weitere Informationen finden Sie auf der Microsoft-Website.

e das Secure Socket Layer (SSL) auf allen Doménen-Controllern aktiviert haben, mit denen sich iDRAC zur Authentifizierung mit allen
Doméanen-Controllern verbindet.

SSL auf Domanen-Controller aktivieren

Wenn iDRAC Nutzerlnnen mit einem Active Directory Domain Controller authentifiziert, startet er eine SSL-Sitzung mit dem Domain
Controller. Zu diesem Zeitpunkt muss der Domain Controller ein von der Zertifizierungsstelle (CA) signiertes Zertifikat verdffentlichen
— das Stammzertifikat, das auch in den iDRAC hochgeladen wurde. Damit sich iDRAC bei einem beliebigen Domain Controller
authentifizieren kann, unabhéngig davon, ob es sich um den Stamm- oder den untergeordneten Domain Controller handelt, muss dieser
Domain Controller Uber ein SSL-fahiges Zertifikat verfligen, das von der Zertifizierungsstelle der Domane signiert wurde.

Wenn Sie die Microsoft Enterprise Stamm-CA verwenden, um alle Doméanen-Controller-SSL-Zertifikate automatisch zuzuweisen,
mussen Sie:

1. SSL-Zertifikat auf jedem Domain-Controller installieren.
2. Das CA-Stammzertifikat des Doménen-Controllers zu iDRAC exportieren.
3. Das SSL-Zertifikat der iDRAC-Firmware importieren.

SSL-Zertifikat fir jeden Domanen-Controller installieren

So installieren Sie das SSL-Zertifikat fur jeden Controller:
1. Klicken Sie auf Start > Verwaltung > Doménensicherheitsrichtlinie.

2. Erweitern Sie den Ordner Richtlinien 6ffentlicher Schliissel, klicken Sie mit der rechten Maustaste auf Automatische
Zertifikatanforderungs-Einstellungen und klicken Sie auf Automatische Zertifikatanforderung.
Daraufhin wird der Assistent fiir die Einrichtung der automatischen Zertifikatanforderung angezeigt.

3. Klicken Sie auf Weiter, und wahlen Sie dann Domanen-Controller aus.
4. Kilicken Sie auf Weiter und dann auf Fertigstellen. Das SSL-Zertifikat wird installiert.

Exportieren des CA-Stammazertifikats des Domanen-Controllers zu iDRAC

So exportieren Sie das Stamm-Zertifizierungsstellenzertifikat des Doménen-Controllers nach iDRAC:

1. Suchen Sie den Domanen-Controller, der den Microsoft Enterprise-CA-Dienst ausfuhrt.
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Klicken Sie auf Start > Ausfiihren.

Geben Sie mmc ein und klicken Sie auf OK.

Klicken Sie im Fenster Konsole 1 (MMC) auf Datei (oder auf Konsole) und wéhlen Sie Snap-in hinzufiigen/entfernen.
Klicken Sie im Fenster Snap-In hinzufiigen/entfernen auf Hinzufiigen.

Waéhlen Sie im Fenster Eigenstédndiges Snap-In die Option Zertifikate aus und klicken Sie auf Hinzufiligen.

Waéhlen Sie Computer und klicken Sie auf Weiter.

Wahlen Sie Arbeitsplatz aus, klicken Sie auf Fertig stellen, und klicken Sie schlief3lich auf OK.

© © N O oA DN

Gehen Sie im Fenster Konsole 1 zum Ordner Zertifikate Personliche Zertifikate.

—
o

. Suchen Sie das CA-Stammezertifikat, klicken Sie mit der rechten Maustaste darauf, wéhlen Sie Alle Aufgaben aus, und klicken Sie auf
Exportieren...

1. Klicken Sie im Zertifikate exportieren-Assistenten auf Weiter und wahlen Sie Privaten Schliissel nicht exportieren aus.
12. Klicken Sie auf Weiter und wéhlen Sie Base-64-kodiert X.509 (.cer) als Format.

13. Klicken Sie auf Weiter, um das Zertifikat in einem Verzeichnis auf dem System zu speichern.

14. Laden Sie das in Schritt 13 gespeicherte Zertifikat auf das iDRAC.

Importieren des SSL-Zertifikats der iDRAC-Firmware

Das iDRAC-SSL-Zertifikat ist mit dem fur iDRAC-Webserver verwendeten Zertifikat identisch. Alle iDRAC-Controller werden mit einem
selbstsignierten Standardzertifikat geliefert.

Wenn der Active Directory-Server flr die Authentifizierung des Clients wahrend der Initialisierung einer SSL-Sitzung konfiguriert ist,

miussen Sie das iDRAC-Serverzertifikat auf dem Active Directory-Domanen-Controller hochladen. Dieser zuséatzliche Schritt ist nicht

erforderlich, wenn Active Directory wéhrend der Initialisierung einer SSL-Sitzung keine Clientauthentifizierung ausfuhrt.

@ ANMERKUNG: Wenn das SSL-Zertifikat der iDRAC-Firmware von einer Zertifizierungsstelle signiert wurde und das Zertifikat dieser
Zertifizierungsstelle bereits in der Liste der vertrauenswirdigen Stammzertifizierungsstellen des Domanen-Controllers verzeichnet ist,
mussen die Schritte in diesem Abschnitt nicht ausgefihrt werden.

So importieren Sie das SSL-Zertifikat der iDRAC-Firmware in alle Listen vertrauenswiirdiger Zertifikate der Domanen-Controller:
1. Laden Sie das iDRAC SSL-Zertifikat unter Verwendung des folgenden RACADM-Befehls herunter:

racadm sslcertdownload -t 1 -f <RAC SSL certificate>

2. Offnen Sie am Doménen-Controller ein Fenster der MMC-Konsole und wahlen Sie Zertifikate > Vertrauenswiirdige
Stammzertifizierungsstellen aus.

3. Klicken Sie mit der rechten Maustaste auf Zertifikate, wahlen Sie Alle Aufgaben aus, und klicken Sie auf Importieren.

4. Kilicken Sie auf Weiter und suchen Sie die SSL-Zertifikatdatei.

B. Installieren Sie das iIDRAC-SSL-Zertifikat in der vertrauenswiirdigen Stammzertifizierungsstelle der einzelnen Domanen-
Controller.

Wenn Sie ein eigenes Zertifikat installiert haben, stellen Sie sicher, dass die Zertifizierungsstelle, die das Zertifikat signiert, in der Liste
Vertrauenswiirdige Stammzertifizierungsstelle aufgefihrt wird. Wenn die Zertifizierungsstelle nicht in der Liste enthalten ist,
mussen sie es auf allen Domanen-Controllern installieren.

6. Klicken Sie auf Weiter und wéhlen Sie aus, ob Windows den Zertifikatspeicher automatisch aufgrund des Zertifikattyps auswahlen soll,

oder suchen Sie selbst nach einem Storage.

7. Klicken Sie auf Fertig stellen und klicken Sie auf OK. Das SSL-Zertifikat fur die iDRAC-Firmware wird in alle Listen mit
vertrauenswirdigen Zertifikaten fir Domanen-Controller importiert.

Unterstitzte Active Directory-Authentifizierungsmechanismen

Sie kdnnen mit Active Directory den Benutzerzugriff auf iDRAC mittels zweier Methoden definieren:

Die Standardschemalésung, die nur Microsoft-Standard-Active Directory-Gruppenobjekte verwendet.

Die Erweiterte Schemaldsung, die kundenspezifische Active Directory-Objekte verwendet. Alle Zugriffskontrollobjekte werden im
Active Directory verwaltet. Dies bietet maximale Flexibilitat bei der Konfiguration des Nutzerzugriffs auf verschiedenen iDRACs mit
unterschiedlichen Berechtigungsebenen.
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Ubersicht des Standardschema-Active Directory

Wie in der folgenden Abbildung dargestellt, erfordert die Verwendung des Standardschemas flr die Active Directory-Integration die
Konfiguration unter Active Directory und unter iDRAC.

Abbildung 1. Konfiguration von iDRAC mit Active Directory-Standardschema

In Active Directory wird ein Standardgruppenobjekt als Rollengruppe verwendet. Ein Nutzer, der iDRAC-Zugriff hat, ist ein Mitglied

der Rollengruppe. Um diesem Nutzer Zugang zu einem bestimmten iDRAC zu gewéahren, mussen der Rollengruppenname und sein
Domanenname fiir den bestimmten iDRAC konfiguriert werden. Die Rolle und Berechtigungsebene werden in jedem iDRAC definiert und
nicht in Active Directory. In jedem iDRAC k&énnen Sie bis zu 15 Rollengruppen konfigurieren und definieren. Tabellenreferenznummer zeigt
die standardmafigen Rollengruppen-Berechtigungen.

Tabelle 26. Standardeinstellungsberechtigungen der Rollengruppe

Rollengruppen Standard- Gewahrte Berechtigungen Bitmaske
Berechtigungsebene

Rollengruppe 1 Keine Am iDRAC anmelden, 0x000001ff
iDRAC konfigurieren,

Nutzer konfigurieren,
Protokolle I16schen,
Serversteuerungsbefehle
ausflhren, auf virtuelle
Konsole zugreifen, auf
virtuellen Datentrager
zugreifen, Warnungen testen,
Diagnosebefehle ausfuhren

Rollengruppe 2 Keine Am iDRAC anmelden, 0x0000001f3
iDRAC konfigurieren,
Serversteuerungsbefehle
ausflhren, auf virtuelle
Konsole zugreifen, auf
virtuellen Datentrager
zugreifen, Warnungen testen,
Diagnosebefehle ausfuhren

Rollengruppe 3 Keine Melden Sie sich bei iIDRAC an. 0x00000001

Rollengruppe 4 Keine Keine zugewiesenen 0x00000000
Berechtigungen

Rollengruppe 5 Keine Keine zugewiesenen 0x00000000
Berechtigungen

168 Benutzerkonten und Berechtigungen konfigurieren



®| ANMERKUNG: Die Bitmasken-Werte werden nur verwendet, wenn das Standardschema mit RACADM eingerichtet wird.

Einfache Domanen (Single Domains) und mehrfache Domanen (Multiple
Domains)

Wenn sich alle Anmeldenutzerinnen und Rollengruppen sowie die verschachtelten Gruppen in derselben Domane befinden, missen
lediglich die Adressen der Domain Controller auf dem iDRAC konfiguriert werden. In diesem Szenario mit nur einer Domane wird jeder
Gruppentyp untersttzt.

Wenn sich Anmeldenutzerinnen und Rollengruppen oder eine der verschachtelten Gruppen in mehreren Domanen befinden, missen
die Serveradressen des globalen Katalogs auf dem iDRAC konfiguriert werden. In diesem Szenario mit mehreren Domanen mussen alle
Rollengruppen und verschachtelten Gruppen, falls vorhanden, zum universellen Gruppentyp gehéren.

Active Directory-Standardschema konfigurieren

Bevor Sie das Standardschema Active Directory konfigurieren, stellen Sie Folgendes sicher:

Sie haben eine iDRAC Enterprise oder Datacenter Lizenz.
Die Konfiguration erfolgt auf einem Server, der als Domain Controller verwendet wird.
Datum, Uhrzeit und Zeitzone auf dem Server sind korrekt.

Konnektivitdt > Netzwerk > Allgemeine Einstellungen, um die Netzwerkeinstellungen zu konfigurieren.

So konfigurieren Sie CMC fir den Zugriff auf eine Active Directory-Anmeldung:
1. Offnen Sie auf einem Active Directory-Server (Domanen-Controller) das Active Directory-Nutzer- und -Computer-Snap-In.
2. Erstellen Sie die iDRAC-Gruppen und -Nutzer.

3. Konfigurieren Sie den Gruppennamen, den Domé&nennamen und die Rollenberechtigungen auf iDRAC Uber die iDRAC-Web-
Schnittstelle oder RACADM.

Active Directory mit Standardschema unter Verwendung der CMC-
Webschnittstelle konfigurieren

®| ANMERKUNG: Weitere Informationen zu den verschiedenen Feldern finden Sie in der iDRAC-Online-Hilfe.

1. Gehen Sie auf der iIDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer > Verzeichnisdienste.
Die Seite Verzeichnisdienste wird angezeigt.

2. Wahlen Sie die Option Microsoft Active Directory und klicken Sie dann auf Bearbeiten.
Die Seite Active Directory-Konfiguration und Verwaltung wird angezeigt.

3. Kilicken Sie auf Active Directory konfigurieren.
Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 1 von 4 wird angezeigt.

4. Aktivieren Sie optional die Zertifikatvalidierung, und laden Sie das durch die Zertifikatstelle signierte digitale Zertifikat hoch, das im

Rahmen der Initierung von SSL-Verbindungen wéhrend der Kommunikation mit dem Active Directory (AD)-Server verwendet wird.

Hierflr mUssen die FQDN der Domain Controller und des globalen Katalogs angegeben werden. Dies geschieht in den nadchsten
Schritten. Daher sollte der DNS in den Netzwerkeinstellungen ordnungsgemaf konfiguriert werden.

5. Klicken Sie auf Weiter.

Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 2 von 4 wird angezeigt.

6. Aktivieren Sie das Active Directory und geben Sie die Speicherorte der Active Directory-Server und -Nutzerkonten an. Legen Sie
auf3erdem die Zeit fest, die IDRAC wahrend des iDRAC-Anmeldevorgangs auf Antworten vom Active Directory warten soll.

ANMERKUNG: Wenn die Zertifikatlberprifung aktiviert ist, geben Sie die Adressen des Domanencontrollerservers und den

Die iDRAC-Netzwerkeinstellungen sind konfiguriert. Falls nicht, gehen Sie auf der IDRAC-Weboberflache zu iDRAC-Einstellungen >

FQDN des globalen Katalogs an. Stellen Sie sicher, dass der DNS Uber iDRAC-Einstellungen > Netzwerk korrekt konfiguriert

ist.

7. Klicken Sie auf Weiter. Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 3 von 4 wird angezeigt.

8. Wahlen Sie Standardschema aus, und klicken Sie auf , Weiter*.
Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 4a von 4 wird angezeigt.
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9. Geben Sie den Standort der globalen Katalogservers flr Active Directory an, und geben Sie auf3erdem die Berechtigungsgruppen an,
die fur die Autorisierung von Benutzern verwendet werden.

10. Klicken Sie auf eine Rollengruppe, um die Steuerungsauthentifizierungsrichtlinie fir Nutzer unter dem Standardschemacode zu
konfigurieren.
Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 4b von 4 wird angezeigt.

11. Geben Sie die Berechtigungen an, und klicken Sie auf Anwenden.

Die Einstellungen werden angewendet, und die Seite Active Directory — Konfiguration und Verwaltung — Schritt 4a von 4 wird

angezeigt.

12. Klicken Sie auf Fertigstellen. Daraufhin werden die Active Directory-Einstellungen fur das Standardschema konfiguriert.

Konfiguration des Active Directory mit Standardschema unter Verwendung von
RACADM

1. Verwenden Sie die folgenden Befehle:

racadm
racadm
racadm
racadm
racadm
racadm

set
set
set
set
set
set

address of

racadm

set

address of

racadm

set

address of

racadm
of the
racadm
of the
racadm
of the

set

iDRAC.ActiveDirectory.Enable 1
iDRAC.ActiveDirectory.Schema 2
1iDRAC.ADGroup.Name <common name of the role group>
iDRAC.ADGroup.Domain <fully qualified domain name>

iDRAC.ADGroup.Privilege <Bit-mask value for specific RoleGroup permissions>
iDRAC.ActiveDirectory.DomainControllerl <fully qualified domain name or IP

the domain controller>
iDRAC.ActiveDirectory.DomainController2 <fully qualified domain name
the domain controller>
iDRAC.ActiveDirectory.DomainController3 <fully qualified domain name
the domain controller>
iDRAC.ActiveDirectory.GlobalCatalogl <fully qualified domain name or

domain controller>

set

iDRAC.ActiveDirectory.GlobalCatalog2 <fully qualified domain name or

domain controller>

set

iDRAC.ActiveDirectory.GlobalCatalog3 <fully qualified domain name or

domain controller>

or

or

IP

IP

IP

IP

IP

address

address

address

e (Geben Sie unbedingt den vollstandig qualifizierten Doménennamen (FQDN) des Domanencontrollers ein, nicht den FQDN der
Domane selbst. Geben Sie z. B. servername.dell.com statt dell.comein.

e Informationen zu Bitmaskenwerten flr spezifische Rollengruppenberechtigungen finden Sie unter
Standardeinstellungsberechtigungen der Rollengruppe.

e Sie mUssen mindestens eine der drei Domanencontrolleradressen angeben. iDRAC versucht solange, nacheinander mit jeder der
konfigurierten Adressen eine Verbindung herzustellen, bis eine Verbindung erfolgreich hergestellt ist. Mit Standardschema sind dies
die Adressen der Domanencontroller, auf denen sich die Benutzerkonten und Rollengruppen befinden.

e Der globale Katalogserver ist nur fur das Standardschema erforderlich, wenn sich die Benutzerkonten und Rollengruppen in
verschiedenen Doménen befinden. Bei mehreren Domanen kann nur die Universalgruppe verwendet werden.

e \Wenn die Zertifikatstberprifung aktiviert ist, muss der vollstédndig qualifizierte Domanenname (FQDN) oder die IP-Adresse, die
Sie in diesem Feld angeben, mit dem Feld ,Servername” oder , Alternativer Servername” Ihres Domanen-Controller-Zertifikats
Ubereinstimmen.

e Um die Zertifikatvalidierung wahrend eines SSL-Handshake zu deaktivieren, verwenden Sie den folgenden Befehl:

racadm set i1iDRAC.ActiveDirectory.CertValidationEnable 0

In diesem Fall brauchen Sie kein CA-Zertifikat zu laden.
e Um die Zertifikatvalidierung wahrend eines SSL-Handshake (optional) durchzusetzen, verwenden Sie den folgenden Befehl:

racadm set 1iDRAC.ActiveDirectory.CertValidationEnable 1

In diesem Fall missen Sie mit dem folgenden RACADM-Befehl das CA-Zertifikat hochladen:

racadm sslcertupload -t 0x2 -f <ADS root CA certificate>
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ANMERKUNG: Wenn die ZertifikatUberprifung aktiviert ist, geben Sie die Adressen des Domanencontrollerservers und den
FQDN des globalen Katalogs an. Stellen Sie unter Overview (Ubersicht) > iDRAC Settings (iDRAC-Einstellungen) >
Network (Netzwerk) sicher, dass DNS korrekt konfiguriert ist.

Die Verwendung des folgenden RACADM-Befehls kann optional sein.

racadm sslcertdownload -t 1 -f <RAC SSL certificate>

2. Wenn DHCP auf dem iDRAC aktiviert ist und Sie den vom DHCP-Server bereitgestellten DNS verwenden mdchten, geben Sie
folgenden Befehl ein:

racadm set iDRAC.IPv4.DNSFromDHCP 1

3. Wenn DHCP auf dem iDRAC deaktiviert ist oder Sie die DNS IP-Adresse manuell eingeben mochten, geben Sie den folgenden
RACADM-Befehl ein:

racadm set i1iDRAC.IPv4.DNSFromDHCP 0
racadm set 1iDRAC.IPv4.DNSFromDHCP.DNS1 <primary DNS IP address>
racadm set i1iDRAC.IPv4.DNSFromDHCP.DNS2 <secondary DNS IP address>

4. Wenn Sie eine Liste von Benutzerdomanen konfigurieren mdchten, sodass fiir die Anmeldung an der Webschnittstelle nur der
Benutzername eingegeben werden muss, verwenden Sie den folgenden Befehl:

racadm set 1DRAC.UserDomain.<index>.Name <fully qualified domain name or IP Address of the
domain controller>

Sie kdénnen bis zu 40 Benutzerdomanen mit Indexzahlen zwischen 1 und 40 konfigurieren.

Ubersicht iiber Active Directory mit erweitertem Schema

Fur die Verwendung der Lésung mit dem erweiterten Schema bendtigen Sie die Active Directory-Schema-Erweiterung.

Optimale Verfahren fur das erweiterte Schema

Das erweiterte Schema verwendet Dell Zuordnungsobjekte, um den iDRAC und Berechtigungen zu integrieren. Auf diese Weise kénnen
Sie den iIDRAC basierend auf den erteilten Berechtigungen verwenden. Die standardmafige Zugriffskontrollliste (Access Control List,
ACL) der Dell Zuordnungsobjekte ermdglicht es Selbst- und Domé&nenadministratorinnen, die Berechtigungen und den Umfang von
iDRAC-Objekten zu managen.

Standardmaf3ig erben die Dell Zuordnungsobjekte nicht alle Berechtigungen von den Ubergeordneten Active Directory-Objekten. Wenn
Sie fur das Dell Zuordnungsobjekt die Vererbung aktivieren, werden die vererbten Berechtigungen fur dieses Zuordnungsobjekt den
ausgewahlten Nutzerlnnen und Gruppen gewahrt. Dies kann dazu fUhren, dass unbeabsichtigte Berechtigungen fir den iDRAC gewahrt
werden.

Um das erweiterte Schema sicher zu verwenden, empfiehlt Dell, dass Sie die Vererbung von Dell-Zuordnungsobjekten innerhalb der
erweiterten Schemaimplementierung nicht aktivieren.

Active Directory-Schemaerweiterungen

Bei den Active Directory-Daten handelt es sich um eine verteilte Datenbank mit Attributen und Klassen. Das Active Directory-Schema
enthélt die Regeln, die den Datentyp bestimmen, der der Datenbank hinzugefligt oder in die Datenbank aufgenommen werden kann. Die
Nutzerklasse ist ein Beispiel fir eine Klasse, die in der Datenbank gespeichert ist. Zu den Attributen der Nutzerklasse z&hlen beispielsweise
der Vor- und Nachname von Nutzerinnen, die Telefonnummer usw. Sie kdnnen die Active Directory-Datenbank erweitern, indem Sie

Ihre eigenen individuellen Attribute und Klassen fir bestimmte Anforderungen hinzuftigen. Dell hat das Schema um die erforderlichen
Anderungen erweitert, um die Remotemanagement-Authentifizierung und -Autorisierung tber Active Directory zu unterstiitzen.

Jedes Attribut und jede Klasse, das/die einem vorhandenen Active Directory-Schema hinzugefigt wird, muss Uber eine eindeutige

ID verfuigen. Um branchenweit eindeutige IDs zu gewahrleisten, fihrt Microsoft eine Datenbank mit Active Directory-Objektkennungen
(OIDs), sodass beim Hinzufligen von Erweiterungen zum Schema sichergestellt werden kann, dass diese eindeutig sind und nicht
miteinander in Konflikt stehen. Um das Schema im Microsoft Active Directory zu erweitern, hat Dell eindeutige OIDs, eindeutige
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Namenserweiterungen und eindeutig verknlpfte Attribut-IDs fur die Attribute und Klassen erhalten, die dem Verzeichnisdienst
hinzugeflgt werden:

e FErweiterung: dell
e Basis-OID:1.2.840.113556.1.8000.1280
e RAC-LinklD-Bereich: 12070 to 12079

Ubersicht iiber die iDRAC-Schemaerweiterungen

Dell hat das Schema um die Eigenschaften Zuordnung, Gerat und Berechtigung erweitert. Die Eigenschaft Zuordnung wird
verwendet, um Nutzerlnnen oder Gruppen mit einem bestimmten Satz an Berechtigungen fur ein oder mehrere iDRAC-Geréte
zu verknipfen. Dieses Modell bietet Administratorinnen maximale Flexibilitdt fur die verschiedenen Nutzerkombinationen, iDRAC-
Berechtigungen und iDRAC-Geréate im Netzwerk ohne grofie Komplexitét.

Erstellen Sie fur jedes physische iDRAC-Gerat im Netzwerk, das Sie fur die Authentifizierung und Autorisierung in das Active Directory
integrieren mochten, mindestens ein Zuordnungsobjekt und ein iDRAC-Gerateobjekt. Sie kdnnen mehrere Zuordnungsobjekte erstellen
und jedes Zuordnungsobjekt kann mit beliebig vielen Nutzerlnnen, Nutzergruppen oder iDRAC-Geréateobjekten verknipft werden. Die
Nutzerlnnen und iDRAC-Nutzergruppen kénnen Mitglieder jeder Doméne im Unternehmen sein.

Jedes Zuordnungsobjekt kann jedoch nur mit einem Berechtigungsobjekt verknlpft werden (oder kann Nutzerlnnen, Nutzergruppen oder
iDRAC-Geréateobjekte verknlpfen). In diesem Beispiel kann ein/e Administratorin die Berechtigungen jedes Nutzers/jeder NutzerIn auf
spezifischen DRAC-Geréten steuern.

Das iDRAC-Geréateobjekt ist die Verbindung zur iDRAC-Firmware bei der Abfrage des Active Directory fur die Authentifizierung und
Autorisierung. Wenn ein iDRAC zum Netzwerk hinzugefiigt wird, muss der/die Administratorin den iDRAC und sein Geré&teobjekt mit
seinem Active Directory-Namen konfigurieren, damit Nutzerlnnen eine Authentifizierung und Autorisierung Uber das Active Directory
durchfihren kénnen. DarUber hinaus muss der/die Administratorin den iDRAC zu mindestens einem Zuordnungsobjekt hinzufigen, damit
sich Nutzerlnnen authentifizieren kénnen.

Die folgende Abbildung zeigt, dass das Zuordnungsobjekt die Verbindung bereitstellt, die fur die gesamte Authentifizierung und
Genehmigung erforderlich ist.

(/ iDRAC
\ Association Object

,,///r s p .- ’((- T
{ User(s) % iDRAC
A Groupl(s) \\ Device Object(s)

Abbildung 2. Typisches Setup fiir Active Directory-Objekte

Sie kdnnen eine beliebige Anzahl an Zuordnungsobjekten erstellen. Sie miUssen jedoch mindestens ein Zuordnungsobjekt erstellen und Uber
ein iDRAC-Gerateobjekt fur jeden iDRAC im Netzwerk verflgen, der fir die Authentifizierung und Autorisierung Uber iDRAC mit dem
Active Directory integriert werden soll.

Das Zuordnungsobjekt erlaubt eine beliebige Anzahl von Nutzerlnnen und/oder Gruppen sowie iDRAC-Geréateobjekten. Das
Zuordnungsobjekt enthalt jedoch nur ein Berechtigungsobjekt pro Zuordnungsobjekt. Das Zuordnungsobjekt verbindet die Nutzerlnnen,
die Uber Berechtigungen auf iDRAC-Geraten verflgen.

Die Dell Erweiterung zum ADUC-MMC-Snap-in erlaubt nur die Zuordnung von Berechtigungsobjekten und iDRAC-Objekte aus derselben
Domane zum Zuordnungsobjekt. Die Dell Erweiterung l&sst nicht zu, dass eine Gruppe oder ein iDRAC-Objekt aus anderen Domanen als
Produktmitglied des Zuordnungsobjekts hinzugeflgt wird.

Wenn Sie universelle Gruppen aus verschiedenen Domanen hinzufligen, erstellen Sie ein Zuordnungsobjekt mit universellem Umfang. Die
vom Schema Extender-Dienstprogramm erstellten Standardzuordnungsobjekte sind lokale Gruppen der Doméne und funktionieren nicht
mit universellen Gruppen aus anderen Domanen.

Dem Zuordnungsobjekt kdnnen Nutzerinnen, Nutzergruppen oder verschachtelte Nutzergruppen aus jeder Doméane hinzugefligt
werden. Erweiterte Schemaldsungen unterstitzen jeden Nutzergruppentyp und jede Nutzergruppe, die Gber mehrere Doménen hinweg
verschachtelt ist, die vom Microsoft Active Directory zuléssig sind.
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Unter Verwendung des erweiterten Schemas Berechtigungen ansammeln

Der Authentifizierungsmechanismus fur das erweiterte Schema unterstitzt das Akkumulieren von Berechtigungen fur unterschiedliche
Berechtigungsobjekte, die tber verschiedene Zuordnungsobjekte demselben/derselben Nutzerin zugeordnet sind. Mit anderen Worten
sammelt die Authentifizierung des erweiterten Schemas Berechtigungen an, um Nutzerinnen einen Ubergeordneten Satz aller
zugewiesenen Berechtigungen zu gewahren, die zu den verschiedenen Berechtigungsobjekten gehéren, die dem jeweiligen/der jeweiligen
Nutzerln zugeordnet sind.

Die folgende Abbildung enthélt ein Beispiel fur das Ansammeln von Berechtigungen unter Verwendung des erweiterten Schemas.
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Abbildung 3. Ansammeln von Berechtigungen fiir einen Nutzer

Die Abbildung zeigt zwei Zuordnungsobjekte: AO1 und AO2. Nutzerln1ist Uber beide Zuordnungsobjekte iDRAC2 zugeordnet.

Die Authentifizierung des erweiterten Schemas sammelt Berechtigungen an, um dem Nutzer den maximalen Satz aller
madglichen Berechtigungen zur Verfligung zu stellen, und berticksichtigt dabei die zugewiesenen Berechtigungen der verschiedenen
Berechtigungsobjekte fur den gleichen Nutzer.

In diesem Beispiel verflgt Nutzerin1 Gber Priv1- und Priv2-Berechtigungen fir iDRAC2. NutzerIn1 verfugt fur iDRAC1 nur Uber Priv1-
Berechtigungen. NutzerIn2 verfiigt Uber Priv1-Berechtigungen fur iDRAC1 und iDRAC2. DarUber hinaus zeigt diese Abbildung, dass sich
Nutzerln1in einer anderen Domane befinden und Mitglied einer Gruppe sein kann.

Active Directory mit erweitertem Schema konfigurieren

So konfigurieren Sie Active Directory fur den Zugriff auf iDRAC:

1. Erweitern des Active Directory-Schemas.

2. Active Directory-Nutzer und Computer-Snap-In erweitern.

8. IDRAC-Nutzer mit Berechtigungen zum Active Directory hinzufligen.

4. Konfigurieren Sie die iDRAC Active Directory-Eigenschaften Uber die iDRAC-Web-Schnittstelle oder RACADM.

Erweitern des Active Directory-Schemas

Durch die Erweiterung des Active Directory-Schemas werden dem Active Directory-Schema eine Dell Organisationseinheit,
Schemaklassen und -attribute sowie Beispielberechtigungen und Zuordnungsobjekte hinzugefugt. Bevor Sie das Schema erweitern, stellen
Sie sicher, dass Sie Uber Schema-Administratorberechtigungen auf dem Schemamaster-FSMO-Rollenbesitzer der Domanenstruktur
verfugen.

®

ANMERKUNG: Die Schemaerweiterung fur dieses Produkt unterscheidet sich von den vorherigen Generationen. Das friihere
Schema funktioniert mit diesem Produkt nicht.

®| ANMERKUNG: Eine Erweiterung des neuen Schemas andert nichts an den Vorgéngerversionen des Produktes.

Sie kdnnen das Schema mit einer der folgenden Methoden erweitern:

Benutzerkonten und Berechtigungen konfigurieren 173



e Dell Schema Extender-Dienstprogramm
e | DIF-Script-Datei

Die Dell-Organisationseinheit wird dem Schema nicht hinzugeftigt, wenn Sie die LDIF-Skriptdatei verwenden.

Die LDIF-Dateien und der Dell Schema Extender befinden sich auf der DVD Dell Systems Management Tools and Documentation in
den folgenden jeweiligen Verzeichnissen:

e DVD-
Laufwerk : \SYSMGMT \ManagementStation\support\OMActiveDirectory Tools\Remote Management Advanced
\LDIF Files

e <DVD-Laufwerk>:
\SYSMGMT \ManagementStation\support\OMActiveDirectory Tools\Remote Management Advanced\Schema
Extender

Lesen Sie fur die Verwendung der LDIF-Dateien die Anleitungen in der Infodatei im Verzeichnis LDIF_Files.

Sie kdnnen Schema Extender oder die LDIF-Dateien an einem beliebigen Standort kopieren und ausfthren.

Dell Schema Extender verwenden

VORSICHT: Der Dell Schema Extender verwendet die Datei SchemaExtenderOem.ini. Damit das Dienstprogramm Dell
Schema Extender richtig funktioniert, diirfen Sie den Namen der Datei nicht verandern.

1. Klicken Sie im BegriiBungsbildschirm auf Weiter.
2. Lesen Sie die Warnung und vergewissern Sie sich, dass Sie sie verstehen und klicken Sie dann auf Weiter.

3. Wahlen Sie Aktuelle Anmeldeinformationen Verwenden aus, oder geben Sie einen Benutzernamen und ein Kennwort mit Schema-
Administratorrechten ein.

4, Klicken Sie auf Weiter, um Dell Schema Extender auszufihren.
5. Klicken Sie auf Fertigstellen.
Das Schema wird erweitert. Zur Uberpriifung der Schemaerweiterung verwenden Sie MMC und das Active Directory-Schema-Snap-

in, um zu Uberprifen, ob die Klassen und Attribute vorhanden sind. Weitere Informationen zum Verwenden von MMC und dem Active
Directory-Schema-Snap-in finden Sie in der Microsoft Dokumentation.

Klassen und Attribute

Tabelle 27. Klassendefinitionen fiir Klassen, die zum Active Directory-Schema hinzugefiigt wurden

Klassenname Zugewiesene Objekt-Identifikationsnummer (OID)
delliDRACDevice 1.2.840.113556.1.8000.1280.1.7.1.1
delliDRACAssociation 1.2.840.113556.1.8000.1280.1.7.1.2
delRACAPrivileges 1.2.840.113556.1.8000.1280.1.1.1.3
dellPrivileges 1.2.840.113556.1.8000.1280.1.1.1.4
dellProduct 1.2.840.113556.1.8000.1280.1.1.1.5

Tabelle 28. DelliDRACdevice-Klasse

oib 1.2.840.113556.1.8000.1280.1.7.1.1

Beschreibung Stellt das Dell iDRAC-Geréat dar. iDRAC muss im Active Directory
als delliDRACDevice konfiguriert werden. Diese Konfiguration
ermdglicht es iDRAC, LDAP-Abfragen (Lightweight Directory
Access Protocol) an das Active Directory zu senden.

Klassentyp Strukturklasse
SuperClasses dellProduct
Attribute dellSchemaVersion dellRacType
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Tabelle 29. delliDRACAssociationObject Class

oID 1.2.840.113556.1.8000.1280.1.7.1.2

Beschreibung Stellt das Dell Zuordnungsobjekt dar. Das Zuordnungsobjekt stellt
die Verbindung zwischen den Nutzerlnnen und den Geréaten bereit.

Klassentyp Strukturklasse

SuperClasses Gruppe

Attribute

dellProductMembers dellPrivilegeMember

Tabelle 30. dellIRACA4Privileges Class

oID

1.2.840.113556.1.8000.1280.1.1.1.3

Beschreibung Legt die Berechtigungen fur iDRAC fest (Autorisierungsrechte)
Klassentyp Erweiterungsklasse

SuperClasses Keine

Attribute delllsLoginUser

delllsCardConfigAdmin
delllsUserConfigAdmin
delllsLogClearAdmin
delllsServerResetUser
delllsConsoleRedirectUser
delllsVirtualMediaUser
delllsTestAlertUser
delllsDebugCommandAdmin

Tabelle 31. dellPrivileges Class

oID 1.2.840.113556.1.8000.1280.1.1.1.4

Beschreibung Wird als Container-Klasse fur die Dell-Berechtigungen
(Autorisierungsrechte) verwendet.

Klassentyp Strukturklasse

SuperClasses Nutzerin

Attribute

dellRACA4Privileges

Tabelle 32. dellProduct Class

oID

1.2.840.113556.1.8000.1280.1.1.1.5

Beschreibung Die Hauptklasse, von der alle Dell-Produkte abgeleitet werden.
Klassentyp Strukturklasse

SuperClasses Computer

Attribute dellAssociationMembers

Tabelle 33. Liste von Attributen, die dem Active Directory-Schema hinzugefiigt wurden

Attributname/Beschreibung

Zugewiesener OID/Syntax-
Objektkennzeichner

Einzelbewertung

dellPrivilegeMember — Liste der
dellPrivilege-Objekte, die zu diesem
Attribut gehdren.

1.2.840.113556.1.8000.1280.1.1.2.1 FALSE

Eindeutiger Name (LDAPTYPE_DN
1.3.6.1.4.1.1466.115.121.1.12)

dellProductMembers — Liste der
dellRacDevices- und delliDRACDevice-
Objekte, die zu dieser

Rolle gehdren. Dieses Attribut

1.2.840.113556.1.8000.1280.1.1.2.2 FALSE

Eindeutiger Name (LDAPTYPE_DN
1.3.6.1.4.1.1466.115.121.1.12)
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Tabelle 33. Liste von Attributen, die dem Active Directory-Schema hinzugefiigt wurden (fortgesetzt)

Attributname/Beschreibung

Zugewiesener OID/Syntax-
Objektkennzeichner

Einzelbewertung

ist die Vorwartsverbindung
zur dellAssociationMembers-
Ruckwartsverbindung. Link-1D: 12070

der dellAssociationObjectMembers, die
zu diesem Produkt gehoren. Dieses
Attribut ist die Rickwartsverbindung
zum zugehorigen dellProductMembers-
Attribut. Link-ID: 12071

Eindeutiger Name (LDAPTYPE_DN
1.3.6.1.4.1.1466.115.121.1.12)

delllsLoginUser — TRUE, wenn 1.2.840.113556.1.8000.1280.1.1.2.3 TRUE

Nutzerlnnen Anmelderechte auf dem Boolesch (LDAPTYPE_BOOLEAN

Gerat haben. 1.3.6.1.4.1.1466.115.121.1.7)

delllsCardConfigAdmin — TRUE, wenn 1.2.840.113556.1.8000.1280.1.1.2.4 TRUE

Nutzerlnnen Kartenkonfigurationsrechte Boolesch (LDAPTYPE_BOOLEAN

auf dem Geré&t haben. 1.3.6.1.4.1.1466.115.121.1.7)

delllsUserConfigAdmin — TRUE, wenn 1.2.840.113556.1.8000.1280.1.1.2.5 TRUE

Nutzerlnnen Nutzerkonfigurationsrechte Boolesch (LDAPTYPE_BOOLEAN

auf dem Geré&t haben. 1.3.6.1.4.1.1466.115.121.1.7)

dellsLogClearAdmin — TRUE, wenn e 1.2.840.113556.1.8000.1280.1.1.2.6 TRUE

Nutzerlnnen Protokollldschrechte auf Boolesch (LDAPTYPE_BOOLEAN

dem Gerat haben. 1.3.6.1.4.1.1466.115.121.1.7)

delllsServerResetUser — e 1.2.840.113556.1.8000.1280.1.1.2.7 TRUE

TRUE, wenn Nutzerlnnen Server- Boolesch (LDAPTYPE_BOOLEAN

Zurlcksetzungsrechte auf dem Geréat 1.3.6.1.4.1.1466.115.121.1.7)

haben.

delllsConsoleRedirectUser — TRUE, 1.2.840.113556.1.8000.1280.1.1.2.8 TRUE

wenn Nutzerinnen Rechte flr die Boolesch (LDAPTYPE_BOOLEAN

virtuelle Konsole auf dem Geréat haben. 1.3.6.1.4.1.1466.115.121.1.7)

delllsVirtualMediaUser — TRUE, wenn 1.2.840.113556.1.8000.1280.1.1.2.9 TRUE

Nutzerlnnen Rechte fur virtuelle Boolesch (LDAPTYPE_BOOLEAN

Datentréger auf dem Gerat haben. 1.3.6.1.4.1.1466.115.121.1.7)

delllsTestAlertUser - TRUE, wenn 1.2.840.113556.1.8000.1280.1.1.2.10 TRUE

Nutzerlnnen Rechte fir Warnungstests Boolesch (LDAPTYPE_BOOLEAN

far Nutzer auf dem Geréat haben. 1.3.6.1.4.1.1466.115.121.1.7)

delllsDebugCommandAdmin — 1.2.840.113556.1.8000.1280.1.1.2.11 TRUE

TRUE, wenn Nutzerlnnen Debug- Boolesch (LDAPTYPE_BOOLEAN

Befehlsadministratorenrechte auf dem 1.3.6.1.4.1.1466.115.121.1.7)

Gerat haben.

dellSchemaVersion — Die aktuelle 1.2.840.113556.1.8000.1280.1.1.2.12 TRUE

Schemaversion wird verwendet, um das Zeichenfolge zum Ignorieren

Schema zu aktualisieren. von Grof3-/Kleinschreibung
(LDAPTYPE_CASEIGNORESTRING
1.2.840.113556.1.4.905)

dellRacType- Dieses Attribut 1.2.840.113556.1.8000.1280.1.1.2.13 TRUE

ist der aktuelle RAC-Typ Zeichenfolge zum Ignorieren

flr das delliDRACDevice-Objekt von Grof3-/Kleinschreibung

und die Rickwartsverbindung (LDAPTYPE_CASEIGNORESTRING

zur dellAssociationObjectMembers- 1.2.840.113556.1.4.905)

Vorwartsverbindung.

dellAssociationMembers - Liste 1.2.840.113556.1.8000.1280.1.1.2.14 FALSE
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Dell Erweiterung zu Active Directory Nutzer- und Computer-Snap-In installieren

Wenn Sie das Schema im Active Directory erweitern, missen Sie auch das Active Directory-Nutzer- und -Computer-Snap-In erweitern, so
dass der Administrator iDRAC-Gerate, Nutzer und Benutzergruppen, iDRAC-Zuordnungen und iDRAC-Berechtigungen managen kann.

Wenn Sie die Systems Management Software von der DVD Dell Systems Management Tools and Documentation installieren,
kdnnen Sie das Snap-in erweitern, indem Sie wahrend des Installationsvorgangs die Option Snap-in von Active Directory-
Nutzern und -Computern auswahlen. Weitere Anweisungen zur Installation der Systems Management Software finden Sie im
Schnellinstallationshandbuch fir die Dell OpenManage Software. Fir 64-Bit-Windows-Betriebssysteme befindet sich das Snap-in-
Installationsprogramm unter:

<DVD-Laufwerk>:\SYSMGMT\ManagementStation\support\OMActiveDirectory_SnapIn64

Weitere Informationen Uber Active Directory-Nutzer- und -Computer-Snap-In finden Sie in der Microsoft-Dokumentation.

IDRAC-Nutzer und -Berechtigungen zu Active Directory hinzufiigen

Mit dem von Dell erweiterten Active Directory-Nutzer- und -Computer-Snap-in kénnen Sie iDRAC-Nutzerlnnen und -Berechtigungen
hinzuzuflgen, indem Sie Gerate-, Zuordnungs- und Berechtigungsobjekte erstellen. Um die einzelnen Objekte hinzuzufigen, flhren Sie die
folgenden Schritte aus:

Erstellen eines iDRAC-Geréateobjekts
Erstellen eines Berechtigungsobjekts
Erstellen eines Zuordnungsobjekts

Einem Zuordnungsobjekt Objekte hinzufiigen

Erstellen von iDRAC-Gerateobjekten

So erstellen Sie ein IDRAC-Gerateobjekt:
1. Klicken Sie im Fenster Console Root (MCC) mit der rechten Maustaste auf einen Container.

2. Wahlen Sie Neu > Dell Remote Management Object Advanced aus.
Das Fenster Neues Objekt wird angezeigt.

3. Geben Sie einen Namen fur das neue Objekt ein. Dieser Name muss mit dem iDRAC-Namen identisch sein, den Sie bei der
Konfiguration der Active Directory-Eigenschaften Uber die iDRAC-Weboberflache eingegeben haben.

4. Wahlen Sie iDRAC-Gerateobjekt und klicken Sie auf OK.

Berechtigungsobjekt erstellen

So erstellen Sie ein Berechtigungsobjekt:
@ ANMERKUNG: Sie mussen ein Berechtigungsobjekt in der gleichen Domane erstellen, in der auch das verknlpfte Zuordnungsobjekt
vorhanden ist.

Klicken Sie im Fenster Console Root (MMC) mit der rechten Maustaste auf einen Container.

N

Wahlen Sie Neu > Dell Remote Management Object Advanced aus.
Das Fenster Neues Objekt wird angezeigt.

Geben Sie einen Namen fir das neue Objekt ein.
Wahlen Sie Berechtigungsobjekt und klicken Sie auf OK.
Klicken Sie mit der rechten Maustaste auf das Berechtigungsobjekt, das Sie erstellt haben, und wahlen Sie Eigenschaften aus.

o o~ o

Klicken Sie auf die Registerkarte Remote-Verwaltungsberechtigungen, und weisen Sie die Berechtigungen fir den Nutzer oder die
Gruppe zu.

Zuordnungsobjekt erstellen

So erstellen Sie ein Zuordnungsobjekt:
@ ANMERKUNG: Das iDRAC-Zuordnungsobjekt wird von der Gruppe abgeleitet und hat einen Wirkungsbereich in einer lokalen
Domane.

1. Klicken Sie im Fenster Console Root (MMC) mit der rechten Maustaste auf einen Container.
2. Wahlen Sie Neu > Dell Remote Management Object Advanced aus.
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Das Fenster Neues Objekt wird angezeigt.
3. Geben Sie einen Namen flr das neue Objekt ein, und wéhlen Sie Zuordnungsobjekt aus.
4. Wahlen Sie den Bereich fir das Zuordnungsobjekt und klicken Sie auf OK.
5. Geben Sie den authentifizierten Benutzern Zugriffsberechtigungen fir den Zugriff auf die angelegten Zuordnungsobjekte.

Benutzerzugriffsberechtigungen fiir verkniipfte Objekte bereitstellen

Um den authentifizierten Benutzern Zugriffsberechtigungen flr den Zugriff auf die angelegten Zuordnungsobjekte zu geben:
1. Gehen Sie zu Verwaltung > ADSI-Bearbeitung. Das Fenster ADSI-Bearbeitung wird angezeigt.

2. Wechseln Sie im rechten Bereich zum angelegten Zuordnungsobjekt, klicken Sie auf die rechte Maustaste und wahlen Sie
Eigenschaften.

3. Kilicken Sie auf Registerkarte Sicherheit auf Hinzufligen.

4. Geben Sie Authenticated Users ein und klicken Sie auf Namen lberpriifen und dann auf OK. Die authentifizierten Nutzerlnnen
werden der Liste der Gruppen und Nutzernamen hinzugefigt.

5. Klicken Sie auf OK.

Objekte zu einem Zuordnungsobjekt hinzufiigen

Durch die Verwendung des Fensters Zuordnungsobjekt-Eigenschaften kdnnen Sie Nutzer oder Benutzergruppen,
Berechtigungsobjekte und iDRAC-Geré&te oder iDRAC-Gerategruppen zuordnen.

Sie kdnnen Benutzergruppen und iDRAC-Geréte hinzufiigen.

Nutzer oder Benutzergruppen hinzufiigen

So flgen Sie Nutzer oder Benutzergruppen hinzu:

1. Klicken Sie mit der rechten Maustaste auf das Zuordnungsobjekt und wéahlen Sie Eigenschaften aus.
2. Wahlen Sie das Register Nutzer und klicken Sie auf Hinzufiigen.

3. Geben Sie den Namen des Benutzers oder der Benutzergruppe ein und klicken Sie auf OK.

Berechtigungen hinzufugen

So fligen Sie Berechtigungen hinzu:

Klicken Sie auf die Registerkarte Berechtigungsobjekt, um das Berechtigungsobjekt der Zuordnung hinzuzuftigen, die die
Berechtigungen fir die Nutzerlnnen oder die Nutzergruppe fur die Authentifizierung bei einem iDRAC-Gerét festlegt. Einem
Zuordnungsobjekt kann nur ein Berechtigungsobjekt hinzugeflugt werden.

1. Wahlen Sie das Register Berechtigungsobjekt und klicken Sie auf Hinzufiigen.

2. Geben Sie den Namen des Berechtigungsobjekts ein und klicken Sie auf OK.

3. Kilicken Sie auf die Registerkarte Berechtigungsobjekt, um das Berechtigungsobjekt der Zuordnung hinzuzufligen, die die
Berechtigungen fiir die Nutzerlnnen oder die Nutzergruppe fur die Authentifizierung bei einem iDRAC-Gerét festlegt. Einem
Zuordnungsobjekt kann nur ein Berechtigungsobjekt hinzugefugt werden.

Hinzufliigen von iDRAC-Geraten oder iDRAC-Gerategruppen

So flgen Sie iDRAC-Gerate oder iDRAC-Gerategruppen hinzu:

1. Wahlen Sie die Registerkarte Produkte und klicken Sie auf Hinzufiigen.

2. Geben Sie die Namen der iDRAC-Gerate oder iDRAC-Gerategruppen ein und klicken Sie auf OK.
3. Im Fenster Eigenschaften klicken Sie auf Anwenden und dann auf OK.
4

Klicken Sie auf die Registerkarte Produkte, um ein iDRAC-Geréat hinzuzufligen, das mit dem Netzwerk verbunden ist, das den
angegebenen Nutzerlnnen oder Nutzergruppen zur Verflgung steht. Sie kdnnen einem Zuordnungsobjekt mehrere iDRAC-Geréate
hinzuftgen.
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Active Directory mit erweitertem Schema unter Verwendung der iDRAC-
Webschnittstelle konfigurieren

So konfigurieren Sie Active Directory mit erweitertem Schema Uber die Web-Schnittstelle:
®| ANMERKUNG: Weitere Informationen zu den verschiedenen Feldern finden Sie in der iDRAC-Online-Hilfe.

1.

Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer > Verzeichnisdienste > Microsoft Active
Directory. Klicken Sie auf Edit (Bearbeiten).
Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 1 von 4 wird angezeigt.

Aktivieren Sie optional die Zertifikatvalidierung, und laden Sie das durch die Zertifikatstelle signierte digitale Zertifikat hoch, das im
Rahmen der Initierung von SSL-Verbindungen wéhrend der Kommunikation mit dem Active Directory (AD)-Server verwendet wird.

Klicken Sie auf Weiter.
Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 2 von 4 wird angezeigt.

Geben Sie die Standortinformationen der Active Directory-(AD-)Server und -Nutzerkonten an. Legen Sie auf3erdem die Zeit fest, die
iDRAC wahrend des Anmeldevorgangs auf Antworten vom AD warten soll.

@ ANMERKUNG:

e Wenn die Zertifikatvalidierung aktiviert ist, geben Sie die Serveradressen des Domanen-Controllers und den FQDN an. Stellen
Sie sicher, dass DNS Uber iDRAC-Einstellungen > Netzwerk korrekt konfiguriert ist.

e Wenn sich Nutzerinnen und iDRAC-Objekte in unterschiedlichen Doméanen befinden, wéahlen Sie nicht die Option

Nutzerdomidne von Anmeldung aus. Wahlen Sie stattdessen die Option Eine Doméne angeben aus und geben Sie den
Namen der Doméane ein, in der das iDRAC-Objekt verflgbar ist.

Klicken Sie auf Weiter. Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 3 von 4 wird angezeigt.
Wahlen Sie Erweitertes Schema aus, und klicken Sie auf Weiter.
Die Seite Active Directory-Konfiguration und -Verwaltung Schritt 4 von 4 wird angezeigt.

Geben Sie den Namen und den Speicherort des iIDRAC-Geréateobjekts unter Active Directory (AD) an, und klicken Sie auf
Fertigstellen.
Die Active Directory-Einstellungen fur den Modus , Erweitertes Schema* wird konfiguriert.

Konfiguration des Active Directory mit erweitertem Schema unter Verwendung
von RACADM

So konfigurieren Sie Active Directory mit erweitertem Schema unter Verwendung von RACADM:

1.

Verwenden Sie die folgenden Befehle:

racadm set i1iDRAC.ActiveDirectory.Enable 1

racadm set iDRAC.ActiveDirectory.Schema 2

racadm set i1iDRAC.ActiveDirectory.RacName <RAC common name>

racadm set 1iDRAC.ActiveDirectory.RacDomain <fully qualified rac domain name>

racadm set i1iDRAC.ActiveDirectory.DomainControllerl <fully qualified domain name or IP
address of the domain controller>

racadm set i1iDRAC.ActiveDirectory.DomainController2 <fully qualified domain name or IP
address of the domain controller>

racadm set i1iDRAC.ActiveDirectory.DomainController3 <fully qualified domain name or IP
address of the domain controller>

e Geben Sie unbedingt den vollstédndig qualifizierten Dom&nennamen (FQDN) des Doméanencontrollers ein, nicht den FQDN der
Doméne selbst. Geben Sie z. B. servername.dell.comstatt dell.com ein.

e Sie mUssen mindestens eine der drei Adressen angeben. iDRAC versucht solange, nacheinander mit jeder der konfigurierten
Adressen eine Verbindung herzustellen, bis eine Verbindung erfolgreich hergestellt ist. Mit erweitertem Schema sind diese der
FQDN oder die IP-Adresse des Domanen-Controllers, auf dem sich das iDRAC-Gerat befindet.

e Um die Zertifikatvalidierung wahrend eines SSL-Handshake zu deaktivieren, verwenden Sie den folgenden Befehl:

racadm set i1iDRAC.ActiveDirectory.CertValidationEnable 0

In diesem Fall brauchen Sie kein CA-Zertifikat zu laden.
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e So erzwingen Sie die Zertifikatvalidierung wéhrend eines SSL-Handshake (optional):
racadm set iDRAC.ActiveDirectory.CertValidationEnable 1
In diesem Fall missen Sie mit dem folgenden Befehl ein CA-Zertifikat laden:

racadm sslcertupload -t 0x2 -f <ADS root CA certificate>

ANMERKUNG: Wenn die Zertifikatvalidierung aktiviert ist, geben Sie die Serveradressen des Doméanen-Controllers und den
FQDN an. Stellen Sie sicher, dass DNS unter iDRAC-Einstellungen > Netzwerk korrekt konfiguriert ist.

Die Verwendung des folgenden RACADM-Befehls kann optional sein.
racadm sslcertdownload -t 1 -f <RAC SSL certificate>

2. Wenn DHCP auf dem iDRAC aktiviert ist und Sie den vom DHCP-Server bereitgestellten DNS verwenden mdchten, geben Sie
folgenden Befehl ein:

racadm set iDRAC.IPv4.DNSFromDHCP 1

8. Wenn DHCP auf dem iDRAC deaktiviert ist oder Sie ihre DNS IP-Adresse manuell eingeben mdchten, arbeiten Sie mit den folgenden
Befehlen:

racadm set iDRAC.IPv4.DNSFromDHCP 0
racadm set 1iDRAC.IPv4.DNSFromDHCP.DNS1 <primary DNS IP address>
racadm set i1iDRAC.IPv4.DNSFromDHCP.DNS2 <secondary DNS IP address>

4. Médchten Sie eine Liste mit Benutzerdomanen konfigurieren, sodass flr die Anmeldung an der iDRAC-Webschnittstelle nur der
Benutzername eingegeben werden muss, verwenden Sie dazu den folgenden Befehl:

racadm set 1DRAC.UserDomain.<index>.Name <fully qualified domain name or IP Address of the
domain controller>

Sie kdénnen bis zu 40 Benutzerdomanen mit Indexzahlen zwischen 1 und 40 konfigurieren.

Active Directory-Einstellungen testen

Sie kdnnen die Active Directory-Einstellungen testen, um zu Uberprifen, ob Ihre Konfiguration korrekt ist oder um Fehler bei der Active
Directory-Anmeldung zu analysieren.

Active Directory-Einstellungen uber die iDRAC-Webschnittstelle testen

So testen Sie die Active Directory-Einstellungen:

1. Navigieren Sie auf der IDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer > Verzeichnisdienste > Microsoft Active
Directory, und klicken Sie auf Testen.
Die Seite Test Active Directory Settings (Active Directory-Einstellungen testen) wird angezeigt.

2. Klicken Sie auf Testen.

3. Geben Sie einen Test-Benutzernamen (z. B. benutzername@domain.com) sowie ein Kennwort ein und klicken Sie auf Start Test
(Test starten). Es werden ausfuhrliche Testergebnisse und das Testprotokoll angezeigt.
Uberpriifen Sie gegebenenfalls die einzelnen Fehlermeldungen und mégliche Lésungen im Testprotokoll.

@ ANMERKUNG: Wenn beim Testen der Active Directory-Einstellungen die Zertifikatstberpriifung aktiviert ist, verlangt iDRAC,
dass der Active Directory-Server (ber den FQDN und nicht Uber eine IP-Adresse identifiziert wird. Wenn der Active Directory-
Server Uber eine IP-Adresse identifiziert wird, schlagt die Zertifikatsvalidierung fehl, da iDRAC nicht mit dem Active Directory-
Server kommunizieren kann.
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Generische LDAP-Nutzer konfigurieren

iDRAC bietet eine generische Lésung fur den Support der LDAP-basierten Authentifizierung (Lightweight Directory Access Protocal).
Diese Funktion erfordert keine Schemaerweiterung fur Ihre Verzeichnisservices.

Um die iDRAC-LDAP-Implementierung generisch zu machen, wird die Gemeinsamkeit zwischen verschiedenen Verzeichnisservices
genutzt, um Nutzer zu gruppieren und dann die Nutzer-Gruppen-Beziehung zuzuordnen. Die fur die Verzeichnisservices spezifische

Aktion ist das Schema. Es kdnnen beispielsweise unterschiedliche Attributnamen fur die Gruppe, den Nutzer und die Verbindung zwischen

dem Nutzer und der Gruppe vorliegen. Diese Aktionen kdnnen in iDRAC konfiguriert werden.

@ ANMERKUNG: StartTLS auf Port 389 wird unterstUtzt. Standardmafiig ist LDAPS auf Port 636 konfiguriert. Das
Verbindungsprotokoll kann mithilfe von Redfish oder dem RACADM-Befehl racadm set iDRAC.LDAP.Connection
StartTLS auf StartTLS umkonfiguriert werden.

@ ANMERKUNG: Die Smartcard-basierte Zweifaktor-Authentifizierung (TFA) und einfache Anmeldung (SSO) werden nicht fir den
allgemeinen LDAP-Verzeichnisdienst unterstitzt.

Konfiguration des allgemeinen LDAP-Verzeichnisdienstes mit der
IDRAC-Webschnittstelle

So konfigurieren Sie den generischen LDAP-Verzeichnisdienst Uber die Web-Schnittstelle:
®| ANMERKUNG: Weitere Informationen zu den verschiedenen Feldern finden Sie in der iDRAC-Online-Hilfe.

1. Navigieren Sie in der IDRAC-Webschnittstelle zu iDRAC-Einstellungen > Nutzer > Verzeichnisservices > Generischer LDAP-

Verzeichnisservice und klicken Sie auf Bearbeiten.
Die Seite Generisches LDAP - Konfiguration und Management — Schritt 1 von 3 zeigt die aktuellen Einstellungen fir das
generische LDAP an.

2. Aktivieren Sie optional Zertifikatsvalidierung und laden Sie das digitale Zertifikat hoch, das Sie zum Aufbau von SSL-Verbindungen bei

der Kommunikation mit einem generischen LDAP-Server verwendet haben.

3. Kiicken Sie auf Weiter.
Die Seite Allgemeines LDAP - Konfiguration und Verwaltung Schritt 2 von 3 wird angezeigt.

4. Aktivieren Sie die generische LDAP-Authentifizierung, und geben Sie die Speicherortinformationen zu den generischen LDAP-Servern

und -Benutzerkonten an.

ANMERKUNG: Wenn die Zertifikatvalidierung aktiviert ist, geben Sie die FQDN des LDAP-Servers an, und stellen Sie sicher, dass

DNS unter iDRAC-Einstellungen > Netzwerk korrekt konfiguriert ist.

ANMERKUNG: In dieser Version werden verschachtelte Gruppen nicht unterstitzt. Die Firmware sucht nach dem direkten

Mitglied der Gruppe, das der Nutzer-DN entspricht. Auf3erdem wird nur eine einzelne Domain unterstitzt. Domaintbergreifende

Anwendungen werden nicht unterstitzt.

5. Klicken Sie auf Weiter.
Die Seite Allgemeines LDAP - Konfiguration und Verwaltung Schritt 3a von 3 wird angezeigt.

6. Klicken Sie auf Rollengruppe.
Die Seite Allgemeines LDAP - Konfiguration und Verwaltung Schritt 3b von 3 wird angezeigt.

7. Geben Sie den abgegrenzten Namen fir die Gruppe und die mit dieser Gruppe verbundenen Berechtigungen ein, und klicken Sie dann

auf Anwenden.

@ ANMERKUNG: Wenn Sie Novell eDirectory verwenden und die folgenden Zeichen fur den Gruppen-Domanennamen verwendet

haben, missen diese Zeichen umgeschrieben werden: # (Hash-Zeichen), " (doppelte Anfiihrungszeichen), ; (Semikolon), >
(grof3er als), , (Komma) oder < (kleiner als).

Die neuen Rollengruppen-Einstellungen werden gespeichert. Die Seite Generisches LDAP - Konfiguration und Management -
Schritt 3a von 3 zeigt die aktuellen Einstellungen fur Rollengruppen an.

8. Wenn Sie weitere Rollengruppen konfigurieren méchten, wiederholen Sie die Schritte 7 und 8.
9. Kiicken Sie auf Fertigstellen. Der allgemeine LDAP-Verzeichnisdienst ist damit konfiguriert.
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Konfiguration des allgemeinen LDAP-Verzeichnisdienstes mittels
RACADM

Um den LDAP-Verzeichnisdienst zu konfigurieren, verwenden Sie die Objekte in den Gruppen iDRAC . LDAP und iDRAC.LDAPRole.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Einstellungen fur LDAP-Verzeichnisdienst testen

Sie kdnnen die Einstellungen fur LDAP-Verzeichnisdienste testen, um zu Uberprifen, ob Ihre Konfiguration korrekt ist oder um Fehler bei
der Active Directory-Anmeldung zu analysieren.

Testen der Einstellungen des LDAP-Verzeichnisdienstes iiber die iDRAC-
Webschnittstelle

So testen Sie die Einstellungen fiir den LDAP-Verzeichnisdienst:

1. Navigieren Sie auf der iIDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer > Verzeichnisdienste > Generischer LDAP-
Verzeichnisdienst.
Die Seite Generisches LDAP - Konfiguration und Verwaltung zeigt die aktuellen Einstellungen fur das generische LDAP an.

2. Klicken Sie auf Testen.

3. Geben Sie den Benutzernamen und das Kennwort eines Verzeichnisbenutzers ein, der zur Uberpriifung der LDAP-Einstellungen
ausgewahlt wurde. Das Format hangt vom verwendeten Attribut der Benutzeranmeldung ab und der eingegebene Benutzername
muss dem Wert des gewahlten Attributs entsprechen.

@ ANMERKUNG: Wenn beim Testen der LDAP-Einstellungen Enable Certificate Validation (Zertifikatsiiberpriifung
aktivieren) ausgewahlt ist, verlangt iDRAC, dass der LDAP-Server tber den FQDN und nicht Uber eine IP-Adresse identifiziert
wird. Wenn der LDAP-Server Uber eine IP-Adresse identifiziert wird, schlégt die Zertifikatsvalidierung fehl, da iDRAC nicht mit
dem LDAP-Server kommunizieren kann.

@ ANMERKUNG: Wenn generisches LDAP aktiviert ist, versucht iDRAC zuné&chst, den Nutzer als Verzeichnisbenutzer
anzumelden. Schl&gt dies fehl, wird die Suche nach lokalen Benutzern aktiviert.

Die Testergebnisse und das Testprotokoll werden angezeigt.
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Systemkonfigurations-Sperrmodus

Der Systemkonfigurations-Sperrmodus hilft, unbeabsichtigte Anderungen nach der Bereitstellung eines Systems zu verhindern. Der
Sperrmodus gilt sowohl fir Konfigurations- als auch fur Firmware-Updates. Wenn das System gesperrt ist, wird jeder Versuch, die
Systemkonfiguration zu dndern, blockiert. Wenn versucht wird, die kritischen Systemeinstellungen zu &ndern, wird eine Fehlermeldung
angezeigt. Das Aktivieren des Systemsperrmodus sperrt die Firmwareupdates von Drittanbieter-1/O-Karten Uber die Anbieter-Tools.

Der Systemsperrmodus ist nur fur Kunden mit Enterprise-Lizenz verflgbar.

In der Version 4.40.00.00 wird die Systemsperrfunktion auch auf NICs ausgeweitet.

®
®

ANMERKUNG: Die verbesserte Sperrung fur NICs umfasst nur die Firmwaresperrung, um Firmwareupdates zu verhindern. Die
Sperrung der Konfiguration (x-UEFI) wird nicht unterstitzt.

ANMERKUNG: Wenn der Sperrmodus des Systems aktiviert ist, kénnen Sie keine Konfigurationseinstellungen mehr andern. Die
Felder unter Systemeinstellungen sind deaktiviert.

Der Sperrmodus kann tber die folgenden Schnittstellen aktiviert oder deaktiviert werden:

iDRAC-Weboberflache

RACADM

WSMan

Systemkonfigurationsprofil (SCP)

Redfish

Verwendung von F2 beim POST und Auswahl der iDRAC-Einstellungen

Léschen des werkseitigen Systems

ANMERKUNG: Um den Sperrmodus zu aktivieren, mussen Sie Uber eine iDRAC Datacenter-Lizenz und Berechtigungen zur
Steuerung und Konfiguration des Systems verfugen.

ANMERKUNG: Sie kdnnen moglicherweise auf vMedia zugreifen, wéahrend sich das System im Sperrmodus befindet, doch das
Konfigurieren der Remote-Dateifreigabe nicht aktiviert ist.

@ @ @.......

ANMERKUNG: Die Schnittstellen, wie z. B. OMSA, SysCfg und USC, kdnnen die Einstellungen nur Uberprifen, aber keine
Anderungen an den Konfigurationen vornehmen.

@ ANMERKUNG: Wenn der Sperrmodus aktiviert ist, kdnnen Sie keine Warnmeldungen konfigurieren. Sie kdnnen jedoch eine Test-E-
Mail senden.

Die folgende Tabelle listet die funktionalen und nicht-funktionalen Funktionen, Schnittstellen und Dienstprogramme auf, die vom

Sperrmodus betroffen sind:

@ ANMERKUNG: Das Andern der Bootreihenfolge mittels iDRAC wird nicht unterstiitzt, wenn der Sperrmodus aktiviert ist. Die
Boot-Control-Option ist jedoch im vConsole-Ment verflgbar, was keine Auswirkung hat, wenn sich der iDRAC im Sperrmodus
befindet.

Tabelle 34. Vom Sperrmodus betroffene Elemente

Deaktiviert Weiterhin funktionsfahig

e Lizenzen léschen e Betriebsvorgange — Einschalten/Ausschalten, Zurlicksetzen
o DUP-Updates e FEinstellung der Stromobergrenze

e SCP-Import e | eistungsprioritat

e Auf Standardeinstellung zuriicksetzen e |dentifizierung von Geraten (Geh&use oder PERC)

o OMSA/OMSS e Teileaustausch, Easy Restore (Einfache Wiederherstellung) und
e IPMI Austausch der Hauptplatine

e DRAC/LC e Ausflhren von Diagnosen

e DTK-Dienstprogramm SYSCFG e Modulare Vorgange (FlexAddress- oder Remote-zugewiesene
e Redfish Adresse)

e OpenManage Essentials e Group Manager-Passcode
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Tabelle 34. Vom Sperrmodus betroffene Elemente

Deaktiviert Weiterhin funktionsfahig
e BIOS (F2-Einstellungen werden schreibgeschiitzt) e Alle Anbieterhilfsprogramme mit direktem Zugriff auf das Gerat
e Group Manager (ausgewahlte NICs ausgeschlossen)
e Auswahlen von Netzwerkkarten Lizenzexport
o LKM/SEKM PERC
o PERCCLI

o DTK-RAIDCFG

o F2/Strg+R

Alle Herstellerhilfsprogramme mit direktem Zugriff auf das Geréat
NVMe

o DTK-RAIDCFG

o F2/Strg+R

BOSS-S1

o Marvell CLI

o F2/Strg+R

ISM-/OMSA-Einstellungen (BS BMC-Aktivierung, Watchdog-Ping,
Betriebssystemname, Betriebssystemversion)

@ ANMERKUNG: Wenn der Sperrmodus aktiviert ist, wird die OpenlD Connect-Anmeldeoption nicht auf der iDRAC-Anmeldeseite

angezeigt.
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IDRAC fur die einfache Anmeldung oder Smart
Card-Anmeldung konfigurieren

In diesem Abschnitt erhalten Sie Informationen zur Konfiguration von iDRAC fir die Smart Card-Anmeldung (fur lokale und Active
Directory-Nutzer) und die einmalige Anmeldung (SSO, fir Active Directory-Nutzer.) Die SSO- und Smart Card-Anmeldungen sind
lizenzierte Funktionen.

Der iDRAC unterstutzt die Kerberos-basierte Active Directory-Authentifizierung zur Unterstiitzung von Smart Card- und SSO-
Anmeldungen. Weitere Informationen Uber Kerberos finden Sie auf der Microsoft-Website.

Themen:

e Voraussetzungen fir die einmalige Active Directory-Anmeldung oder die Smartcard-Anmeldung
. iDRAC-SSO-Anmeldung fir Active Directory-Nutzer konfigurieren

e Smartcard-Anmeldung aktivieren oder deaktivieren

¢ Konfigurieren von Smart Card-Anmeldung

¢  Anmelden mit Smartcard

Voraussetzungen fur die einmalige Active Directory-
Anmeldung oder die Smartcard-Anmeldung

Die Voraussetzungen fur die Active Directory-basierten SSO- oder Smartcard-Anmeldungen lauten wie folgt:

e Die iDRAC-Zeit muss mit der Zeit des Active Directory Domain Controllers synchronisiert werden. Andernfalls schlagt die Kerberos-
Authentifizierung auf dem iDRAC fehl. Sie kdnnen die Zeitzonen- und NTP-Funktion verwenden, um die Uhrzeit zu synchronisieren.
Anleitungen dazu finden Sie unter Das Konfigurieren von Zeitzone und NTP.

e Registrieren Sie den iDRAC als Computer in der Active Directory-Root-Doméne.

@ ANMERKUNG: iDRAC unterstitzt keine PIV- (Personal Identity Verification) oder CAC-Smartcard-Nutzerkonten (Common
Access Card) in einer untergeordneten oder Subdomain in einer Gesamtstruktur oder Sammlung von Domains. Um diese
Einschrankung zu umgehen, wird empfohlen, alle Smartcard-Nutzerkonten in der Stammdomain und nicht in den untergeordneten
Domains innerhalb der Gesamtstruktur bereitzustellen.

Generieren Sie eine Keytab-Datei Uber das Ktpass-Tool.

Um Single Sign-On fur das erweiterte Schema zu aktivieren, stellen Sie sicher, dass die Option Diesem Nutzer fiir die Delegierung
zu einem beliebigen Dienst vertrauen (nur Kerberos) auf der Registerkarte Delegierung fiir den/die Keytab-Nutzerin
ausgewahlt ist. Diese Registerkarte ist erst verfligbar, nachdem die Keytab-Datei Uber das ktpass-Dienstprogramm erstellt wurde.

Konfigurieren Sie den Browser fUr die Aktivierung der SSO-Anmeldung.
Erstellen Sie die Active Directory-Objekte, und stellen Sie die erforderlichen Berechtigungen bereit.
Konfigurieren Sie fur SSO auf den DNS-Servern die Zone fUr die Ruckwartssuche fiir das Subnetz, auf dem sich iDRAC befindet.

®

ANMERKUNG: Wenn der Hostname mit der DNS-RUckwartssuche nicht Gbereinstimmt, schlagt die Kerberos-Authentifizierung
fehl.

e Konfigurieren Sie den Browser fur die SSO-Anmeldung. Weitere Informationen finden Sie unter Single Sign-On.

@lANMERKUNG: Google Chrome und Safari unterstitzen Active Directory fur die SSO-Anmeldung nicht.

IDRAC im Domanennamensystem registrieren

So registrieren Sie iDRAC in der Active Directory-Stammdomane:

iDRAC fiir die einfache Anmeldung oder Smart Card-Anmeldung konfigurieren 185



Klicken Sie auf iDRAC Einstellungen > Konnektivitat > Netzwerk.
Die Seite Netzwerk wird angezeigt.

Wahlen Sie IPv4-Einstellungen oder IPv6-Einstellungen basierend auf den IP-Einstellungen.

Geben Sie eine gultige IP-Adresse fur den Bevorzugten/Alternativen DNS Server an. Dieser Wert ist eine gultige DNS-Server-1P-
Adresse, die Teil der Root-Doméne ist.

Wahlen Sie iDRAC auf DNS registrieren aus.

Geben Sie einen gultigen DNS-Doménennamen an.

Stellen Sie sicher, dass die Netzwerk-DNS-Konfiguration mit den Active Directory-DNS-Informationen Ubereinstimmt.
Weitere Informationen zu den verfigbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

Active Directory-Objekte erstellen und Berechtigungen bereitstellen

Anmelden bei Active Directory mit Standardschema-SSO

Fuhren Sie die folgenden Schritte fur die SSO-Anmeldung bei Active Directory mit dem Standardschema aus:

1.

2,

Erstellen Sie eine Benutzergruppe.
Erstellen Sie einen Nutzer flr das Standardschema.

®| ANMERKUNG: Verwenden Sie die vorhandene AD-Benutzergruppe und den AD-Nutzer.

Anmelden bei Active Directory mit erweitertem SSO-Schema

Fuhren Sie die folgenden Schritte fur das erweiterte Active Directory-Schema auf der Basis der SSO-Anmeldung aus:

N >

E

Erstellen Sie das Gerateobjekt, Berechtigungsobjekt und das Zuordnungsobjekts im Active Directory-Server.
Stellen Sie die Zugriffsrechte auf das angelegte Berechtigungsobjekt ein.

@ ANMERKUNG: Es wird empfohlen, keine Administratorberechtigungen zu vergeben, da hiermit einige Sicherheitsprifungen
umgangen werden kénnten.

Ordnen Sie das Gerateobjekt und das Berechtigungsobjekt mit dem Zuordnungsobjekt zu.
Flgen Sie dem Geréateobjekt den vorherigen SSO-Nutzer (anmeldender Nutzer) zu.
Vergeben Sie die Zugriffsberechtigung fur den Zugriff auf das erstellte Zuordnungsobjekt an Authentifizierte Nutzer.

Anmelden bei Active Directory-SSO

Fuhren Sie die folgenden Schritte fur die Active Directory-SSO-Anmeldung aus:

1.

Erstellen Sie einen Kerberos-Schliissel-Registerkarten-Nutzer, der fur die Erstellung der Schissel-Registerkarten-Datei verwendet
wird.

®|ANMERKUNG: Erstellen Sie einen neuen KERBROS-Schlussel fur jede iDRAC-IP.

IDRAC-SSO-Anmeldung fir Active Directory-Nutzer
konfigurieren

Stellen Sie vor der Konfiguration von iDRAC fir die Active Directory-SSO-Anmeldung sicher, dass alle Voraussetzungen erfillt sind.

Sie kdnnen iIDRAC fur Active Directory-SSO konfigurieren, wenn Sie ein Benutzerkonto auf der Basis von Active Directory einrichten.

Erstellen eines Nutzers in Active Directory fiur SSO

So erstellen Sie einen Nutzer in Active Directory fur SSO:

1.
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2. Gehen Sie zu Kerberos-Nutzer>Eigenschaften>Konto>Kerberos-AES-Verschliisselungstypen fiir dieses Konto verwenden
3. Verwenden Sie den folgenden Befehl, um eine Kerberos-Keytab auf dem Active Directory-Server zu erstellen:

C:\> ktpass.exe -princ HTTP/idrac7name.domainname.com@DOMAINNAME.COM -mapuser
DOMAINNAME\username -mapop set -crypto AES256-SHAl -ptype KRB5 NT PRINCIPAL -pass
[password] -out c:\krbkeytab

Hinweis fur erweitertes Schema

e Andern Sie die Delegierungseinstellung des Kerberos-Nutzers.

e Gehen Sie zu Kerberos-Nutzer>Eigenschaften>Delegierung>Diesem Nutzer fiir die Delegierung zu einem beliebigen Dienst
vertrauen (nur Kerberos)

@ ANMERKUNG: Abmelden und anmelden tber den Management Station-Active Directory-Nutzer nach dem Andern der Einstellung
oben.

Kerberos Keytab-Datei generieren

Zur Unterstutzung der SSO- und Smartcard-Authentifizierung bei der Anmeldung unterstitzt iDRAC die Konfiguration, um sich selbst

als kerberisierter Dienst in einem Windows Kerberos-Netzwerk zu aktivieren. Die Kerberos-Konfiguration auf iDRAC umfasst die gleichen
Schritte wie die Konfiguration eines Kerberos-Dienstes auf einem Nicht-Windows Server als Sicherheitsprinzipal in Windows Server Active
Directory.

Das Tool ktpass (von Microsoft als Teil der Server-Installations-CD/DVD erhéltlich) wird verwendet, um die SPN-Bindungen (Service
Principal Name) zu einem Nutzerkonto zu erstellen und die Vertrauensinformationen in eine Kerberos-Schliisselregisterdatei im
MIT-Stil zu exportieren, die eine Vertrauensbeziehung zwischen einem externen Nutzer oder System und dem Key Distribution Centre
(KDC) ermdglicht. Die Datei keytab enthalt einen kryptografischen Schltssel, der zur Verschlisselung der Informationen zwischen dem
Server und dem KDC verwendet wird. Das Tool ktpass ermdglicht es UNIX-basierten Diensten, die die Kerberos-Authentifizierung
unterstitzen, die Interoperabilitdtsfunktionen zu nutzen, die von einem Windows Server Kerberos KDC-Dienst bereitgestellt werden.
Weitere Informationen zum Dienstprogramm ktpass finden Sie auf der Microsoft Website: technet.microsoft.com/en-us/library/
cc779157(WS.10).aspx.

Vor der Erzeugung einer keytab-Datei missen Sie ein Active Directory-Nutzerkonto zur Verwendung mit der Option -mapuser des
Befehls ktpass erstellen. Darliber hinaus mussen Sie den gleichen Namen wie der iDRAC-DNS-Name haben, auf den Sie die generierte
keytab-Datei hochladen.

So generieren Sie eine Keytab-Datei mithilfe des ktpass-Tools:

1. Fuhren Sie das Dienstprogramm ktpass auf dem Domain Controller (Active Directory-Server) aus, auf dem Sie den iDRAC einem
Nutzerkonto in Active Directory zuordnen méchten.

2. Verwenden Sie den folgenden ktpass-Befehl, um die Kerberos-Keytab-Datei zu erstellen:

C:\> ktpass.exe -princ HTTP/idrac7name.domainname.com@DOMAINNAME.COM -mapuser
DOMAINNAME\username -mapop set -crypto AES256-SHAl -ptype KRB5 NT PRINCIPAL -pass
[password] -out c:\krbkeytab

Der Verschlusselungstyp lautet AES256-SHA1. Der Prinzipaltyp lautet KRBS_NT_PRINCIPAL. Die Eigenschaften des Nutzerkontos,
dem der Dienstprinzipalname zugeordnet ist, muss ,,AES 256“-Verschliisselungstypen fiir dieses Konto verwenden
ordnungsgeman aktiviert haben.

@ ANMERKUNG: Verwenden Sie Kleinbuchstaben fir iDRACname und Service Principal Name. Verwenden Sie

Grof3buchstaben fur den Domanennamen, wie im Beispiel gezeigt.

Es wird eine Keytab-Datei generiert.
@ ANMERKUNG: Falls Probleme mit dem iDRAC-Nutzer auftreten, fUr den die keytab-Datei erstellt wird, erstellen Sie einen Nutzer

und eine neue keytab-Datei. Wenn dieselbe keytab-Datei, die urspriinglich erstellt wurde, erneut ausgefuhrt wird, wird sie nicht
korrekt konfiguriert.
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iIDRAC-SSO-Anmeldung fiir Active Directory-Nutzer liber die
Webschnittstelle konfigurieren

So konfigurieren Sie iDRAC fur die Active Directory-SSO-Anmeldung:
®| ANMERKUNG: Informationen zu den verfugbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

1. Uberpriifen Sie, ob der iDRAC-DNS-Name mit dem vollqualifizierten iDRAC-Domé&nennamen tibereinstimmt. Gehen Sie dazu in
der iIDRAC-Webschnittstelle zu iDRAC-Einstellungen > Netzwerk > Allgemeine Einstellungen und beziehen Sie sich auf die
EigenschaftDNS-iDRAC-Name.

2. Wahrend Sie Active Directory fur die Einrichtung eines Benutzerkontos auf der Basis eines Standardschemas oder eines erweiterten
Schemas konfigurieren, fihren Sie die folgenden zwei zusatzlichen Schritte fir die Konfiguration von SSO aus:
e Laden Sie die Keytab-Datei auf die Seite Active Directory-Konfiguration und Verwaltung - Schritt 1 von 4 hoch.

e Wahlen Sie die Option Einmaliges Anmelden aktivieren auf der Seite Active Directory-Konfiguration und Verwaltung -
Schritt 2 von 4 aus.

iIDRAC SSO-Anmeldung fiir Active Directory-Nutzer iber RACADM
konfigurieren

Um SSO zu aktivieren, fuhren Sie die Schritte zum Konfigurieren von Active Directory und den folgenden Befehl aus:

racadm set i1iDRAC.ActiveDirectory.SSOEnable 1

Management Station-Einstellungen

Fuhren Sie die folgenden Schritte nach der Konfiguration der SSO-Anmeldung fur Active Directory-Nutzer durch:
1. Legen Sie die DNS-Server-IP-Adresse in den Netzwerkeigenschaften fest und geben Sie die bevorzugte DNS-Server-IP-Adresse an.
2. Offnen Sie den Arbeitsplatz und fiigen Sie die *domain.tld-Doméne hinzu.

3. Fugen Sie den Active Directory-Nutzer zum Administrator hinzu, indem Sie zu Arbeitsplatz > Verwalten > Lokale Nutzer und
Gruppen > Gruppen > Administrator navigieren und den Active Directory-Nutzer hinzuflgen.

4. Melden Sie sich vom System ab und melden Sie sich unter Verwendung der Active Directory-Nutzeranmeldeinformationen an.
5. Figen Sie in der Internet Explorer-Einstellung die *domain.tld-Doméne wie folgt hinzu:

a. Gehen Sie zu Extras > Internetoptionen > Sicherheit > Lokale Internet > sites und entfernen Sie die Markierung bei der
Auswahl Intranet-Netzwerkeinstellungen automatisch ermitteln. \Wahlen Sie die verbleibenden drei Optionen aus und klicken
Sie auf Erweitert, um *domain.com hinzuzufugen.

b. Offnen Sie ein neues Fenster im IE und verwenden Sie den iDRAC-Hostnamen zum Starten der iDRAC-GUI.
6. Fugen Sie in der Mozilla Firefox-Einstellung die *domain.tld-Domane hinzu:
e Starten Sie den Firefox-Browser und geben Sie ,,about:config” in die URL ein.

e Verwenden Sie im ,Filter“-Textfeld , Verhandlung®“. Doppelklicken Sie auf das Ergebnis auth.trusted.uris. Geben Sie die Domane
ein, speichern Sie die Einstellungen und schlief3en Sie den Browser.

e Offnen Sie ein neues Fenster in Firefox und verwenden Sie den iDRAC-Hostnamen zum Starten der iDRAC-GUI.

Smartcard-Anmeldung aktivieren oder deaktivieren

Vor der Aktivierung oder Deaktivierung der Smartcard-Anmeldung fur iDRAC mussen Sie Folgendes sicherstellen:

e Die iDRAC-Berechtigungen sind konfiguriert.

e Die lokale iDRAC-Benutzerkonfiguration oder die Active Directory-Benutzerkonfiguration mit den entsprechenden Zertifikaten ist
abgeschlossen.

@ ANMERKUNG: Wenn die Smartcard-Anmeldung aktiviert ist, werden SSH, IPMI tber LAN, Seriell Gber LAN und Remote-RACADM
deaktiviert. Wenn Sie die Smartcard-Anmeldung deaktivieren, werden die Schnittstellen nicht automatisch wieder aktiviert.
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Smart Card-Anmeldung liber die Web-Schnittstelle aktivieren oder
deaktivieren

So aktivieren oder deaktivieren Sie die Smart Card-Anmeldefunktion:

1.

Gehen Sie auf der iDRAC-Weboberflache zu iDRAC-Einstellungen > Nutzer > Smart Card.
Daraufhin wird die Seite Smart Card angezeigt.

Wahlen Sie in der Drop-down-Liste Smart Card-Anmeldung konfigurieren die Option Aktiviert aus, um die Smart Card-
Anmeldung zu aktivieren, oder wahlen Sie Mit Remote-RACADM aktiviert aus. Andernfalls wéhlen Sie Deaktiviert.
Weitere Informationen zu den verflgbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

Klicken Sie auf Anwenden, um die Einstellungen zu Gbernehmen.
Bei nachfolgenden Anmeldeversuchen tber die iIDRAC-Web-Schnittstelle werden Sie dazu aufgefordert, eine Smart Card-Anmeldung
auszufuhren.

Smartcard-Anmeldung iiber RACADM aktivieren oder deaktivieren

Um die Smartcard-Anmeldung zu aktivieren, verwenden Sie den Befehl set mit den Objekten in der Gruppe iDRAC . SmartCard.

Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

Smart Card-Anmeldung liber das Dienstprogramm fiir die iDRAC-
Einstellungen aktivieren oder deaktivieren

So aktivieren oder deaktivieren Sie die Smart Card-Anmeldefunktion:

1.

Gehen Sie im Dienstprogramm fiir die iDRAC-Einstellungen nach Smart Card.
Daraufhin wird die Seite iDRAC-Einstellungen — Smart Card angezeigt

Wahlen Sie Aktiviert aus, um die Smartcard-Anmeldung zu aktivieren. Andernfalls wahlen Sie Deaktiviert. Weitere Informationen zu
den Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-Einstellungen.

Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Die Smart Card-Anmeldefunktion wird entsprechend Ihrer Auswahl entweder aktiviert oder deaktiviert.

Konfigurieren von Smart Card-Anmeldung

@ ANMERKUNG: FUr die Active Directory Smart Card-Konfiguration, muss iDRAC entweder mit der Standardanmeldung oder dem

erweiterten SSO-Anmeldungsschema konfiguriert werden.

IDRAC-Smart-Card-Anmeldung fiir Active Directory-Nutzer
konfigurieren

Vor der Konfiguration der iDRAC-Smart-Card-Anmeldung fir Active Directory-Nutzer missen Sie sicherstellen, dass die erforderlichen
Voraussetzungen erfllt sind.

So konfigurieren Sie iDRAC fur die Smart Card-Anmeldung:

1.

Fuhren Sie Uber die IDRAC-Webschnittstelle, wahrend Sie Active Directory fiir die Einrichtung eines Benutzerkontos auf der Basis
eines Standard- oder eines erweiterten Schemas konfigurieren, auf der Seite Active Directory-Konfiguration und Verwaltung -
Schritt 1 von 4 die folgenden Aktivitdten aus:

e Aktivieren Sie die ZertifikatUberprifung.
e | aden Sie ein vertrauenswdrdiges, von einer Zertifikatzertifizierungsstelle signiertes Zertifikat hoch.
o |aden Sie die Keytab-Datei hoch.

Smart Card-Anmeldung aktivieren Informationen zu den verfugbaren Optionen finden Sie in der iDRAC-Online-Hilfe.
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IDRAC-Smart Card-Anmeldung fur lokale Nutzer konfigurieren

So konfigurieren Sie einen lokalen iIDRAC-Nutzer fur die Smart Card-Anmeldung:
1. Laden Sie das Smart Card-Nutzerzertifikat und das vertrauenswurdige Zertifizierungsstellenzertifikat nach iDRAC noch.
2. Smart Card-Anmeldung aktivieren

Smart Card-Benutzerzertifikat hochladen

Bevor Sie das Benutzerzertifikat hochladen, stellen Sie sicher, dass das Benutzerzertifikat des Smart Card-Anbieters im Base64-Format
vorliegt. SHA-2-Zertifikate werden ebenfalls unterstitzt.

Smart Card-Benutzerzertifikat Giber die Web-Schnittstelle hochladen

So laden Sie ein Smart Card-Benutzerzertifikat hoch:
1. Gehen Sie in der IDRAC-Webschnittstelle zu iDRAC-Einstellungen > Benutzer > Smart Card.

@ ANMERKUNG: Die Smart Card-Anmeldung erfordert die Konfiguration des lokalen und/oder die Konfiguration des Active
Directory-Benutzerzertifikats.

2. Wahlen Sie unter Smart Card-Anmeldung konfigurierenAktiviert mit Remote-RACADM zum Aktivieren der Konfiguration aus.
3. Stellen Sie die Option auf CRL-Priifung fiir Smart Card-Anmeldung aktivieren aus.
4. Kiicken Sie auf Anwenden.

Smart Card-Benutzerzertifikat iber RACADM hochladen

Um ein Smart Card-Benutzerzertifikat hochzuladen, verwenden Sie das Objekt usercertupload. Weitere Informationen finden Sie im
RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Anfordern von Zertifikat fir Smart Card-Registrierung

Fuhren Sie die folgenden Schritte aus, um ein Zertifikat fir die Smart Card Anmeldung anzufordern:
Verbinden Sie die Smart Card im Clientsystem und installieren Sie die erforderlichen Treiber und Software.
Uberpriifen Sie den Treiberstatus im Geréte-Manager.

Starten Sie den Smart Card-Aktivierungsdienst im Browser.

Geben Sie den Benutzernamen und das Kennwort ein und klicken Sie auf OK.

Klicken Sie auf Zertifikat anfordern.

Klicken Sie auf Erweiterte Zertifikatsanforderung.

Klicken Sie auf Ein Zertifikat anfordern fur eine Smart Card fur einen anderen Nutzer Uber die Smart Card-
Zertifikatsregistrierungsstation.

8. Wahlen Sie den zu registrierenden Nutzer aus, indem Sie auf die Schaltflache Nutzer auswahlen klicken.
9. Klicken Sie auf Registrieren und geben Sie die Smart Card-Anmeldeinformationen ein.

10. Geben Sie die Smart Card-PIN ein und klicken Sie auf Senden.

NO o NN

Vertrauenswiirdiges Zertifizierungsstellenzertifikat fiir Smart Card hochladen

Bevor Sie das Zertifizierungsstellenzertifikat hochladen, mUssen Sie sicherstellen, dass Sie Uber ein Zertifikat verfiigen, das von der
Zertifizierungsstelle signiert wurde.

Vertrauenswiirdiges Zertifizierungsstellenzertifikat fiir Smart Card liber die Web-
Schnittstelle hochladen

So laden Sie ein vertrauenswurdiges Zertifizierungsstellenzertifikat fir die Smart Card-Anmeldung hoch:

1. Gehen Sie auf der IDRAC-Weboberflache zu iDRAC-Einstellungen > Netzwerk > Nutzerauthentifizierung > Lokale Nutzer.
Die Seite Nutzer wird angezeigt.
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2. Inder Spalte Nutzer-ID klicken Sie auf eine Nutzer-ID-Nummer.
Die Seite Nutzer-Hauptmenii wird angezeigt.

3. Wahlen Sie unter Smart Card-Konfiguration die Option Zertifikat einer vertrauenswiirdigen Zertifizierungsstelle hochladen
aus, und klicken Sie dann auf Weiter.
Daraufhin wird die Seite Zertifikat einer vertrauenswiirdigen Zertifizierungsstelle hochladen angezeigt.

4. Suchen Sie das vertrauenswurdige Zertifizierungsstellenzertifikat, und klicken Sie auf Anwenden.

Vertrauenswiirdiges Zertifizierungsstellenzertifikat fir Smartcard iiber RACADM hochladen

Um ein vertrauenswurdiges Zertifikat einer vertrauenswirdigen Zertifizierungsstelle fur die Smartcard-Anmeldung hochzuladen,
verwenden Sie das Objekt usercertupload. Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote
Access Controller (RACADM CLI).

Anmelden mit Smartcard

®|ANMERKUNG: Smartcard-Anmeldung wird in Edge/Chrome und Firefox unterstutzt.

®|ANMERKUNG: Smartcard-Anmeldung wird nur mit TLS 1.2-Version unterstutzt.

So melden Sie sich mit einer Smartcard an:

Melden Sie sich von der iDRAC-GUI nach der Aktivierung der Smartcard ab.
iDRAC Uber http://IP/ oder mit FQDN starten. http://FQDN/

Klicken Sie nach dem Herunterladen des Smartcard Plug-ins auf Installieren.
Geben Sie die Smartcard-PIN ein und klicken Sie auf Senden.

iDRAC meldet sich erfolgreich mit der Smartcard an.

SFNEIENIES
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IDRAC fur das Versenden von Warnungen
konfigurieren

Sie kdnnen Warnungen und Maf3nahmen fur bestimmte Ereignisse festlegen, die auf dem verwalteten System auftreten. Dieser Fall
tritt ein, wenn der Status einer Systemkomponente den vordefinierten Zustand Uberschreitet. Wenn ein Ereignis mit einem Ereignisfilter
Ubereinstimmt und Sie diesen Filter fiir die Generierung einer Warnung konfiguriert haben (E-Mail, SNMP-Trap oder IPMI-Warnung,
Remote-System-Protokoll, Redfish-Ereignis oder WS-Ereignis), wird eine Warnung an ein oder mehrere konfigurierte Ziele gesendet. Ist
dieser Ereignisfilter zudem fir die Durchfihrung einer Maf3nahme konfiguriert (z. B. Neustart oder Aus- und Einschalten des Systems),
wird diese Maf3nahme durchgefihrt. Sie kénnen nur eine Maf3nahme pro Ereignis einstellen.

So konfigurieren Sie IDRAC zum Versenden von Warnungen:

1. Aktivieren Sie Warnungen.
2. Optional kdnnen Sie die Warnungen auf der Basis der Kategorie oder des Schweregrads filtern.

3. Konfigurieren Sie E-Mail-Warnungen, IPMI-Warnungen, SNMP-Traps, Remote System-Protokolle, Redfish-Ereignisse,
Betriebssystemprotokolle und/oder WS-Ereignis-Einstellungen.
4. Aktivieren Sie die folgenden Ereigniswarnungen und Maf3nahmen:
e Senden von E-Mail-Warnungen, IPMI-Warnungen, SNMP-Traps, Remote System-Protokollen, Redfish-Ereignissen,
Betriebssystemprotokollen oder WS-Ereignissen an die konfigurierten Ziele.

e Fihren Sie einen Neustart aus, schalten Sie das Gerét aus, oder fuhren Sie einen Aus- und Einschaltvorgang auf dem Managed
System durch.

@ ANMERKUNG: Fur alle Updates, die iDRAC zurlicksetzen/neu starten mussen, oder fir den Fall, dass iDRAC neu gestartet wird,
wird empfohlen, zu Uberprifen, ob der iDRAC vollstandig bereit ist. Warten Sie hierfir einige Sekunden im Intervall mit einem
maximalen Timeout von 5 Minuten, bevor Sie einen anderen Befehl verwenden.

Themen:

*  Warnungen aktivieren und deaktivieren

*  Ereigniswarnungen einrichten

*  Alarmwiederholungsereignis einrichten

e Ereignismaf3nahmen festlegen

. Einstellungen fur E-Mail-Warnungs-SNMP-Trap oder IPMI-Trap konfigurieren
«  Konfigurieren von WS-Ereignisauslésung

*  Konfigurieren von Redfish-Ereignissen

*  Remote-Systemprotokollierung konfigurieren
»  Uberwachung von Gehauseereignissen

e IDs fur Warnungsmeldung

*  Erkennung von Flissigkeitskuhlungslecks

Warnungen aktivieren und deaktivieren

Zum Senden einer Warnmeldung an konfigurierte Ziele oder zum DurchfUhren einer Ereignisaktion missen Sie die globale
Warnmeldungsoption aktivieren. Diese Eigenschaft Uberschreibt einzelne Warnmeldungen oder Ereignisaktionen.

Warnungen uber die Web-Schnittstelle aktivieren oder deaktivieren

So aktivieren oder deaktivieren Sie die Generierung von Warnungen:

1. Gehen Sie in der iDRAC-Webschnittstelle zu Konfiguration > Systemeinstellungen > Warnungskonfiguration.
Die Seite Warnungen wird angezeigt.

2. Im Abschnitt Warnungen:
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e \Wahlen Sie die Option Aktivieren aus, um die Generierung von Warnungen zu aktivieren oder um eine Ereignismaf3nahme
auszufuhren.

e \Wahlen Sie die Option Deaktivieren aus, um die Generierung von Warnungen zu deaktivieren oder um eine Ereignismaf3nahme zu
deaktivieren.

3. Klicken Sie auf Anwenden, um die Einstellungen zu speichern.

Schnellkonfiguration von Warnungen

So konfigurieren Sie Warnungen auf einmal:
1. Gehen Sie zu Schnellkonfiguration von Warnungen unter der Seite Warnungskonfiguration.
2. Im Abschnitt Schnellkonfiguration von Warnungen:
e \Wahlen Sie die Warnkategorie aus.
e Wahlen Sie die Problemschweregradbenachrichtigung aus.
e \Wahlen Sie den Speicherort aus, an dem Sie diese Benachrichtigungen empfangen méchten.
3. Klicken Sie auf Anwenden, um die Einstellungen zu speichern.
Alle Warnungen, die konfiguriert sind, werden vollsténdig unter Warnungskonfiguration - Zusammenfassung angezeigt.
@ ANMERKUNG: Sie missen mindestens eine Kategorie, einen Schweregrad sowie einen Zieltyp auswahlen, um die Konfiguration
anzuwenden.

@ ANMERKUNG: Nachdem die Warnmeldungen Uber die Registerkarte Schnellwarnmeldungen konfiguriert wurden und Sie

zur Registerkarte Warnmeldungskonfiguration wechseln, sind die konfigurierten Warnmeldungen in den entsprechenden

Warnmeldungskategorien nicht aktiviert. So aktivieren Sie die entsprechenden Warnmeldungskategorien:

1. Wahlen Sie auf der Seite Warnmeldungskonfiguration eine der anderen Kategorieregisterkarten (Systemintegritat, Audit,
Updates und Konfiguration) aus.

2. Kehren Sie zur Kategorie zurtick, die urspringlich fur die Konfiguration der Warnmeldungen verwendet wurde.

Warnungen uber RACADM aktivieren oder deaktivieren

Geben Sie folgenden Befehl ein:
racadm set iDRAC.IPMILan.AlertEnable <n>

n=0 — Deaktiviert

n=1— Aktiviert

Warnungen uber das Dienstprogramm fiir iDRAC-Einstellungen
aktivieren oder deaktivieren

So aktivieren oder deaktivieren Sie die Generierung von Warnungen oder Ereignismaf3nahmen:

1. Gehen Sie im Dienstprogramm fUr die iDRAC-Einstellungen zu Warnungen.
Die Seite Warnungen fiir iDRAC-Einstellungen wird angezeigt.

2. Wahlen Sie unter Plattformereignisse die Option Aktiviert aus, um die Erzeugung von Warnmeldungen oder Ereignismaf3nahmen
zu aktivieren. Andernfalls wahlen Sie Deaktiviert. Weitere Informationen zu den Optionen finden Sie in der Online-Hilfe des
Dienstprogramms fiir die iDRAC-Einstellungen.

3. Kilicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Die Warnungseinstellungen sind damit konfiguriert.

Ereigniswarnungen einrichten

Sie kdnnen Ereigniswarnungen, wie z. B. E-Mail-Warnungen, IPMI-Warnungen, SNMP-Traps, Remote-System-Protokolle,
Betriebssystemprotokolle und WS-Ereignisse so einstellen, dass sie an die konfigurierten Ziele gesendet werden.
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Ereigniswarnungen iiber die Web-Schnittstelle einrichten

So legen Sie eine Ereigniswarnung Uber die Web-Schnittstelle fest:

1. Stellen Sie sicher, dass Sie E-Mail-Warnung, IPMI-Warnung, SNMP-Trap-Einstellungen und/oder Einstellungen des Remote System-
Protokolls konfiguriert haben.

2. Gehen Sie in der IDRAC-Webschnittstelle zu Konfiguration > Systemeinstellungen > Warnungen und Remote
Systemprotokollkonfiguration.

3. Wahlen Sie unter Kategorie eine oder alle der folgenden Warnungen fur die bendétigten Ereignisse aus:

E-Mail

SNMP-Trap

IPMI-Warnung

Remote System-Protokoll

WS-Ereignisauslésung

BS-Protokoll

Redfish-Ereignis

4. Wahlen Sie Aktion.
Die Einstellung wird gespeichert.

5. Optional kdnnen Sie ein Testereignis versenden. Geben Sie im Feld Meldungs-ID zum Testen des Ereignisses die Meldungs-
ID ein, um zu testen, ob die Warnung erzeugt wird, und klicken Sie auf Testen. Weitere Informationen zu den Ereignis- und
Fehlermeldungen, die von der Systemfirmware und den Agents, die die Systemkomponenten Uberwachen, erzeugt werden, finden Sie
im Referenzhandbuch zu Ereignis- und Fehlermeldungen auf iDRACmanuals.

Ereigniswarnungen iiber RACADM ceinrichten

Verwenden Sie zum Festlegen einer Ereigniswarnung den Befehl eventfilters. Weitere Informationen finden Sie im RACADM-CLI-
Handbuch flr Integrated Dell Remote Access Controller.

Alarmwiederholungsereignis einrichten

Sie kdnnen den iDRAC so konfigurieren, dass in bestimmten Intervallen zusétzliche Ereignisse erzeugt werden, wenn das System weiterhin
mit einer Temperatur betrieben wird, die Uber dem Schwellenwert fir die Einlasstemperatur liegt. Das Standardintervall betragt 30 Tage.
Der zuléssige Bereich liegt zwischen O und 366 Tagen. Ein Wert von O zeigt an, dass es keine Ereigniswiederholung gab.

@ ANMERKUNG: Sie mussen die Berechtigung zum Konfiguirieren des iDRAC (,,Configure iDRAC") besitzen, um den Wert fur die
Alarmwiederholung einzustellen.

Alarmwiederholungsereignis iUber RACADM einrichten

Um mit RACADM das Alarmwiederholungsereignis einzurichten, verwenden Sie den Befehl eventfilters. Weitere Informationen finden Sie
im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Einrichten eines Alarmwiederholungsereignisses tiber die iDRAC-
Weboberflache

So legen Sie einen Wert fur die Alarmwiederholung fest:
1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Warnmeldungswiederholung.

2. Geben Sie in der Spalte Wiederholung einen Wert fur die Alarmhaufigkeit fur die gewlnschte Kategorie, den Alarm und die
Schweregrade ein.

Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.

3. Klicken Sie auf Anwenden.
Die Einstellungen fur die Alarmwiederholung werden gespeichert.
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Ereignismaf3nahmen festlegen

Sie kdnnen Ereignismafinahmen festlegen, z. B. das Ausfiihren eines Neustarts, Aus- und Einschalten und Ausschalten. Es ist auch
maglich, keine Maf3nahme auf dem System auszufihren.

Ereignismaf3nahmen uber die Web-Schnittstelle einrichten

So richten Sie eine Ereignismaf3nahme ein:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Warnmeldungs- und Remote-
Systemprotokollkonfiguration.

2. Wahlen Sie im Drop-down-MenU Maf3nahmen fiir jedes Ereignis eine Maf3nahme aus:

e Neustarten

e Aus- und Einschalten
e Ausschalten

e Keine Maf3nahme

3. Klicken Sie auf Anwenden.
Die Einstellung wird gespeichert.

EreignismaBnahmen uber RACADM einrichten

Zum Konfigurieren einer Ereignismaf3nahme verwenden Sie den Befehl event filters. Weitere Informationen finden Sie im RACADM-
CLI-Handbuch fur Integrated Dell Remote Access Controller.

Einstellungen fur E-Mail-Warnungs-SNMP-Trap oder
IPMI-Trap konfigurieren

Die Managementstation verwendet SNMP- (Simple Network Management Protocol) und IPMI-Traps (Intelligent Platform Management
Interface), um Daten vom iDRAC zu empfangen. Bei Systemen mit einer grof3en Anzahl von Nodes ist es flr eine Managementstation
maoglicherweise nicht effizient, jeden einzelnen iDRAC nach allen méglicherweise auftretenden Bedingungen abzufragen. Beispielsweise
kdnnen Ereignis-Traps einer Managementstation beim Lastenausgleich zwischen Nodes helfen oder indem sie eine Warnmeldung
ausgeben, wenn ein Authentifizierungsfehler auftritt. Die Formate SNMP v1, v2 und v3 werden unterstitzt.

Sie kénnen die IPv4- und IPv6-Warnungsziele, die E-Mail-Einstellungen und die SMTP-Server-Einstellungen konfigurieren und diese
Einstellungen testen. Sie kdnnen die SNMP-v3-Nutzerlnnen festlegen, an die Sie die SNMP-Traps senden méchten.

Vor der Konfigurierung der Einstellungen fiir E-Mails, SNMPs oder IPMI-Traps mussen Sie Folgendes sicherstellen:

e Sie verfligen Uber Berechtigungen zum Konfigurieren von RAC.
e Sie haben die Ereignisfilter konfiguriert.

IP-basierte Warnziele konfigurieren

Sie kénnen die IPv6- oder IPv4-Adressen fur den Empfang von IPMI-Warnungen oder SNMP-Traps konfigurieren.

Weitere Informationen zur Uberwachung der Server mit iDRAC-MIB tber SNMP finden Sie unter Das Dell OpenManage SNMP-
Referenzhandbuch ist verflgbar auf der Seite OpenManage Handbcher..

IP-basierte Warnziele Giber die Web-Schnittstelle konfigurieren

So konfigurieren Sie die Warnungszieleinstellungen unter Verwendung der Web-Schnittstelle:
1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > SNMP- und E-Mail-Einstellungen.

2. Wahlen Sie die Option Zustand aus, um ein Warnungsziel (IPv4-Adresse, IPv6-Adresse oder vollstéandig qualifizierter Dom&nenname
(FQDN)) zum Empfang der Traps zu aktivieren.
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Sie kdnnen bis zu acht Zieladressen angeben. Weitere Informationen zu den verflgbaren Optionen finden Sie in der iDRAC-Online-
Hilfe.

Wahlen Sie die SNMP-v3-Nutzer aus, an die Sie den SNMP-Trap senden mochten.

Geben Sie die IDRAC-SNMP-Community-Zeichenfolge (nur fur SNMPv1- und v2) und die SNMP-Warnungsschnittstellennummer ein.

Weitere Informationen zu den verflgbaren Optionen finden Sie in der iDRAC-Online-Hilfe.
ANMERKUNG: Der Wert fur den Communitystring gibt den Communitystring an, der in einem vom iDRAC gesendeten
SNMP-Warnmeldungs-Trap (Simple Network Management Protocol) verwendet werden soll. Stellen Sie sicher, dass der Ziel-
Communitystring mit dem iDRAC-Communitystring Ubereinstimmt. Der Standardwert lautet , 6ffentlich®.

Um zu testen, ob die IP-Adresse die IPMI- oder SNMP-Traps empfangt, klicken Sie auf die Option Senden, die sich entweder unter
IPMI-Trap testen oder unter SNMP-Trap testen befindet.

Klicken Sie auf Anwenden.
Die Warnungsziele sind damit konfiguriert.

Waéhlen Sie im Abschnitt SNMP-Trap-Format die Protokollversion aus, die zum Senden der Traps an die Trap-Ziele — SNMP v1,
SNMP v2 oder SNMP v3 verwendet werden soll, und klicken Sie auf Anwenden.

ANMERKUNG: Die Option SNMP-Trap-Format gilt nur fir SNMP-Traps und nicht fur IPMI-Traps. IPMI-Traps werden immer
im SNMP-v1-Format gesendet und basieren nicht auf dem konfigurierten SNMP-Trap-Format.

Das SNMP-Trap-Format ist konfiguriert.

IP-Warnungsziele iber RACADM konfigurieren

So konfigurieren Sie Trap-Warnungseinstellungen:

So aktivieren Sie Traps:

racadm set idrac.SNMP.Alert.<index>.Enable <n>

Parameter Beschreibung

<index> Zielindex. Zuldssige Werte sind 1 bis 8.
<n>=0 Trap deaktivieren

<n>=1 Trap aktivieren

2. So konfigurieren Sie die Adresse fUr das Trap-Ziel:

racadm set idrac.SNMP.Alert.<index>.DestAddr <Address>

Parameter Beschreibung
<index> Zielindex. Zuléssige Werte sind 1 bis 8.
<Address> Eine gultige IPv4-, IPv6- oder FQDN-Adresse

3. Konfigurieren Sie die SNMP-Community-Namen-Zeichenkette.

racadm set idrac.ipmilan.communityname <community name>

Parameter Beschreibung

<community name> Der SNMP-Community-Name.

4. So konfigurieren Sie das SNMP-Ziel:

e Stellen Sie das SNMP-Trap-Ziel fur SNMPV3 ein:

racadm set idrac.SNMP.Alert.<index>.DestAddr <IP address>
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e Stellen Sie SNMPv3-Nutzer fur die Trap-Ziele ein:

racadm set idrac.SNMP.Alert.<index>.SNMPv3Username <user name>

e Aktivieren Sie SNMPV3 flr einen Nutzer:
racadm set idrac.users.<index>.SNMPv3Enable Enabled
B. So testen bei Bedarf Sie den Trap:

racadm testtrap -i <index>

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

IP-basierte Warnziele liber das Dienstprogramm fiir die iDRAC-Einstellungen
konfigurieren

Sie kdnnen Warnmeldungsziele (IPv4, IPv6 oder FQDN) Uber das Dienstprogramm fir die iDRAC-Einstellungen konfigurieren. Fihren Sie
dazu folgende Schritte durch:

1. Gehen Sie im Dienstprogramm fiir die iDRAC-Einstellungen zu Warnungen.
Die Seite Warnungen fiir iDRAC-Einstellungen wird angezeigt.

2. Aktivieren Sie unter Trap-Einstellungen die IP-Adresse(n) fir den Empfang der Traps und geben Sie die IPv4-, IPv6- oder FQDN-
Zieladresse(n) ein. Sie kdnnen bis zu acht Adressen angeben.

3. Geben Sie die Community-Namen-Zeichenkette ein.

Weitere Informationen zu den verfligbaren Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-
Einstellungen.

4. Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Die Warnungsziele sind damit konfiguriert.

Konfigurieren von E-Mail-Benachrichtigungen

Sie kdnnen die Absender-E-Mail-Adresse und die Empféanger-E-Mail-Adresse fur den Empfang von E-Mail-Warnungen konfigurieren.
Konfigurieren Sie auch die SMTP-Server-Adresseinstellungen:

@ ANMERKUNG: E-Mail-Warnungen unterstitzen sowohl IPv4- als auch IPv6-Adressen. Der iDRAC DNS-Domé&nenname muss bei der
Verwendung von IPv6 angegeben werden.

@ ANMERKUNG: Wenn Sie einen externen SMTP Server verwenden, stellen Sie sicher, dass der iDRAC mit diesem Server
kommunizieren kann. Wenn der Server nicht erreichbar ist, wird der Fehler RAC0225 angezeigt, wenn versucht wird, eine Test-E-Mail
zu senden.

E-Mail-Warnungseinstellungen iiber Weboberflache konfigurieren

So konfigurieren Sie die E-Mail-Warnungseinstellungen Gber die Weboberflache:

1. Navigieren Sie in der iDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > SMTP- (E-Mail-) Konfiguration.
Geben Sie eine gultige E-Mail-Adresse ein.

Klicken Sie auf Senden bei E-Mail testen, um die konfigurierten E-Mail-Warnungseinstellungen zu testen.

Klicken Sie auf Anwenden.

o howN

Geben Sie fur SMTP- (E-Mail-)Servereinstellungen die folgenden Informationen an:
e SMTP (E-Mail) Server IP-Adresse oder FQDN/DNS-Name
e Nutzerdefinierte Absenderadresse — Dieses Feld hat die folgenden Optionen:
o Standard — Adressfeld ist nicht editierbar
o Nutzerdefiniert — Sie kdnnen die E-Mail-ID eingeben, von der Sie die E-Mail-Benachrichtigungen erhalten kénnen.
e Nutzerdefinierter Betreff der Nachricht — Dieses Feld hat die folgenden Optionen:
o Standard - Standardmeldung ist nicht editierbar
o Nutzerdefiniert — \Wahlen Sie die Nachricht, die in der Betreffzeile der E-Mail angezeigt werden soll.
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e SMTP-Portnummer — Die Verbindung kann verschlisselt werden und E-Mails kdnnen Uber sichere Ports gesendet werden:
o Keine Verschliisselung — Port 25 (Standard)
o SSL - Port 465

e Verbindungsverschlisselung — Wenn Sie keinen E-Mail-Server vor Ort haben, kénnen Sie Cloud-basierte E-Mail-Server oder
SMTP-Relays verwenden. Um den Cloud-E-Mail-Server zu konfigurieren, kdnnen Sie diese Funktion in der Dropdown-Liste auf
einen der folgenden Werte einstellen:

o Keine - Keine VerschlUsselung fiir die Verbindung mit dem SMTP-Server. Das ist der Standardwert.
o SSL - Fihrt SMTP-Protokoll Uber SSL aus

@ ANMERKUNG:
o Diese Funktion ist nicht Gber Group Manager konfigurierbar.
o Dies ist eine lizenzierte Funktion und nicht im Rahmen einer iIDRAC-Basislizenz verflgbar.

o Um diese Funktion zu verwenden, missen Sie Uber die Berechtigung zum Konfigurieren des iDRAC verflgen.

e Authentifizierung
Nutzername

Fur Server-Einstellungen hangt die Port-Nutzung von connectionencryptiontype ab und kann nur Uber RACADM konfiguriert
werden.

6. Klicken Sie auf Anwenden. Weitere Informationen zu den verfligbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

E-Mail-Warnungseinstellungen mit RACADM konfigurieren

1. E-Mail-Warnung aktivieren:

racadm set iDRAC.EmailAlert.Enable. [index] [n]

Parameter Beschreibung

index E-Mail-Zielindex. Zuldssige Werte sind 1 bis 4.
n=0 Deaktiviert E-Mail-Warnungen.

n=1 Aktiviert E-Mail-Warnungen.

2. Konfigurieren der E-Mail-Einstellungen:

racadm set iDRAC.EmailAlert.Address. [index] [email-address]

Parameter Beschreibung
index E-Mail-Zielindex. Zulassige Werte sind 1 bis 4.
email-address Ziel-E-Mail-Adresse, die die Plattformereigniswarnungen empfangt.

3. Konfigurieren der E-Mail-Einstellungen des Absenders:

racadm set 1iDRAC.RemoteHosts.[index] [email-address]

Parameter Beschreibung
index E-Mail-Index des Absenders
email-address Sender-E-Mail-Adresse, die die Plattformereigniswarnungen sendet.

4. So konfigurieren Sie eine nutzerdefinierte Meldung:

racadm set i1iDRAC.EmailAlert.CustomMsg.[index] [custom-message]

198 iDRAC fiir das Versenden von Warnungen konfigurieren



Parameter Beschreibung

index E-Mail-Zielindex. Zuldssige Werte sind 1 bis 4.

custom-message Benutzerdefinierte Meldung

5. So testen Sie bei Bedarf die konfigurierte E-Mail-Warnung:

racadm testemail -1 [index]

Parameter Beschreibung

index E-Mail-Zielindex, der getestet werden soll. Zuldssige Werte sind 1 bis 4.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Konfigurieren der Adresseneinstellungen des SMTP-E-Mail-Servers

Sie mussen die SMTP-Server-Adresse fur E-Mail-Warnungen konfigurieren, damit diese an bestimmte Ziele versendet werden kénnen.

Konfigurieren von Adresseinstellungen fiir den SMTP-E-Mail-Server lber die iDRAC-
Webschnittstelle

So konfigurieren Sie die SMTP-Server-Adresse:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Warnmeldungskonfiguration > SNMP
(E-Mail-Konfiguration).

2. Geben Sie eine gultige IP-Adresse oder den voll qualifizierten Domanennamen (FQDN) des in der Konfiguration zu verwendenden
SMTP-Servers ein.

8. Wahlen Sie die Option Authentifizierung aktivieren aus, und geben Sie den Benutzernamen und das Kennwort (eines Benutzers mit
Zugriff auf den SMTP-Server) ein.

4. Geben Sie die SMTP-Portnummer ein.
Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

5. Klicken Sie auf Anwenden.
Die SMTP-Einstellungen sind damit konfiguriert.

Adresseinstellungen fiir den SMTP-E-Mail-Server iiber RACADM konfigurieren

So konfigurieren Sie den SMTP-E-Mail-Server:

racadm set 1DRAC.RemoteHosts.SMTPServerIPAddress <SMTP E-mail Server IP Address>

Konfigurieren von WS-Ereignisauslosung

Das WS-Ereignisauslésungsprotokoll wird fur einen Client-Service (Abonnent) verwendet, um das Interesse (Abonnement) an

einem Server (Ereignisquelle) fir den Empfang von Meldungen zu registrieren, die die Serverereignisse (Benachrichtigungen oder
Ereignismeldungen) enthalten. Clients, die WS-Ereignisauslésungsmeldungen empfangen wollen, kénnen iDRAC abonnieren und Lifecycle
Controller-Jobereignisse erhalten.

Die erforderlichen Schritte zum Konfigurieren der WS-Ereignisausldsungsfunktion fir den Empfang von WS-
Ereignisauslésungsmeldungen bei Anderungen im Zusammenhang mit Lifecycle Controller-Jobs sind im Spezifikationsdokument
»Webservice-Ereignisausldésungsunterstitzung fur iDRAC 1.30.30“ beschrieben. Neben dieser Spezifikation finden Sie im Dokument
,DSP0226 (DMTF-WS-Verwaltungsspezifikation), Abschnitt 10 Benachrichtigungen (Ereignisauslésung)” vollstdndige Informationen zum
WS-Ereignisauslésungsprotokoll. Die Lifecycle Controller-bezogenen Jobs werden im Dokument ,,DCIM-Jobsteuerungsprofil* beschrieben.
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Konfigurieren von Redfish-Ereignissen

Das Redfish-Ereignisausldsungsprotokoll wird fur einen Client-Service (Abonnent) verwendet, um das Interesse (Abonnement) an
einem Server (Ereignisquelle) fur den Empfang von Meldungen zu registrieren, die die Redfish-Ereignisse (Benachrichtigungen oder
Ereignismeldungen) enthalten. Clients, die Redfish-Ereignisausldsungsmeldungen empfangen méchten, kdnnen iDRAC abonnieren und
Lifecycle Controller-Jobereignisse erhalten.

Remote-Systemprotokollierung konfigurieren

Sie kdnnen Lebenszyklusprotokolle an ein Remotesystem senden. Bevor Sie dies tun, stellen Sie Folgendes sicher:

e [Es besteht eine Netzwerkverbindung zwischen iDRAC und dem Remotesystem.
e Das Remote-System und der iDRAC befinden sich im selben Netzwerk.

®| ANMERKUNG: Diese Funktion ist mit einer iDRAC Enterprise- und Datacenter-Lizenz verflgbar.

Ein Remote Syslog-Ildentitatszertifikat kann innerhalb der Einrichtung des internen Zertifikatsignierungsservers des Unternehmens
erzeugt werden. TLS-basierte Remote Syslog-Server und -Clients verwenden dasselbe CA-Zertifikat in den Konfigurationseinstellungen,
das von einem CA-Server abgerufen wird. iDRAC bietet eine Benutzeroberflache, um dieses CA-Zertifikat hochzuladen und seiner
Konfigurationsdatei hinzuzufiigen und den Remote Syslog-Dienst neu zu starten.

Remote-Systemprotokollierung liber die Web-Schnittstelle
konfigurieren

So konfigurieren Sie die Remote-Syslog-Server-Einstellungen:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Konfiguration > Systemeinstellungen > Warnmeldungskonfiguration > Remote
Syslog-Einstellungen > .

2. Die folgenden Einstellungen sind verfigbar. Wahlen Sie die erforderliche Einstellung aus:
e Grundeinstellungen- fir Legacy-Ldsungen
e Sichere Einstellungen— Fiir neue Implementierung (Verschlisselung des Remote-Syslog-Datenverkehrs mit TLS). Fur
e Keine— zum Deaktivieren von Remote-Syslog-Warnmeldungen
Informationen zu den Feldwerten dieser Optionen finden Sie in der iDRAC-Onlinehilfe.

3. Klicken Sie auf Anwenden.
Die Einstellungen werden gespeichert. Alle in das Lebenszyklusprotokoll geschriebenen Protokolle werden gleichzeitig auf den/die
konfigurierten Remote-Server geschrieben.

Remote-Systemanmeldung iilber RACADM konfigurieren

Um die Einstellungen fur die Remote-Systemprotokollierung zu konfigurieren, verwenden Sie den Befehl set mit den Objekten in der
Gruppe 1DRAC. SysLog.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Aktivieren von Secure Remote Systemprotokollen in RACADM

FUhren Sie den Befehl set iDRAC.syslog.Securesyslogenable aus, um sichere Remotesystemprotokolle in iDRAC zu aktivieren. Um
diesen Befehl erfolgreich auszufihren, laden Sie das Syslog-CA-Zertifikat hoch, bevor Sie den Secure Syslog-Server aktivieren.

Uberwachung von Gehauseereignissen

Beim Gehause des PowerEdge FX2/FX2s kénnen Sie die Einstellung Gehduseverwaltung und -iiberwachung in iDRAC aktivieren, um
Gehauseverwaltungs- und -iberwachungsaufgaben durchzufihren, z. B. die Uberwachung von Gehéusekomponenten, die Konfiguration
von Warnmeldungen und die Weiterleitung von CMC RACADM-Befehle- und Aktualisierung der Gehéuseverwaltungs-Firmware mithilfe
von iDRAC RACADM. Mit dieser Einstellung kénnen Sie die Server im Geh&use managen, selbst wenn sich der CMC nicht im Netzwerk
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befindet. Sie kdnnen den Wert auf Deaktiviert setzen, um die Gehduseereignisse weiterzuleiten. Standardmafig ist diese Option auf
Aktiviert gesetzt.

@ ANMERKUNG: Damit sich diese Einstellung auswirkt, mussen Sie sicherstellen, dass in CMC die Gehduseverwaltung im Server

-Einstellung auf Uberwachen oder Managen und Uberwachen eingestellt ist.

Wenn die Option Gehauseverwaltung und -iiberwachung auf Aktiviert gesetzt ist, erzeugt iDRAC Gehauseereignisse und protokolliert

diese. Die generierten Ereignisse werden in das iDRAC-Ereignis-Subsystem eingefligt und Warnmeldungen werden ahnlich den anderen

Ereignissen erzeugt.

DarUber hinaus leitet CMC die generierten Ereignisse an iDRAC weiter. Fir den Fall, dass der iDRAC auf dem Server nicht aktiviert ist,

werden die ersten 16 Ereignisse von CMC in der Warteschlange gereiht und der Rest im CMC-Protokoll protokolliert. Diese 16 Ereignisse

werden an iDRAC gesendet, sobald die Gehaduseiiberwachung auf Aktiviert gesetzt ist.

In Fallen, in denen der iIDRAC ermittelt, dass eine erforderliche CMC-Funktion nicht vorhanden ist, wird eine Warnmeldung angezeigt, die

Sie darlber informiert, dass bestimmte Funktionen ohne eine CMC-Firmware-Aktualisierung moglicherweise nicht funktionsfahig sind.

@ ANMERKUNG: iDRAC unterstutzt die folgenden Geh&useattribute nicht:
® ChassisBoardPartNumber

® ChassisBoardSerialNumber

Uberwachung von Gehiuseereignissen unter Verwendung der iDRAC-

Webschnittstelle

Zur Uberwachung von Gehauseereignissen unter Verwendung der iDRAC-Webschnittstelle fihren Sie die folgenden Schritte aus:

@ ANMERKUNG: Dieser Abschnitt wird nur fur PowerEdge FX2-/FX2s-Geh&use und bei Einstellung des Gehduseverwaltung im

Servermodus in CMC auf Uberwachen oder Managen und Uberwachen angezeigt.

1. Klicken Sie in der CMC-Schnittstelle auf Gehéduseiibersicht > Setup > Allgemein.

2. Wahlen Sie aus dem Dropdown-Menii Gehauseverwaltung in Servermodus den Eintrag Managen und Uberwachen aus und

klicken Sie auf Anwenden.
3. Starten Sie die iDRAC-Weboberflache und klicken Sie auf Ubersicht > iDRAC-Einstellungen > CMC.

4. Stellen Sie im Abschnitt Gehduseverwaltung in Servermodus sicher, dass im Drop-Down-Feld Fahigkeit von iDRAC Aktiviert

eingestellt wurde.

Uberwachung von Gehiuseereignissen unter Verwendung von
RACADM

Diese Einstellung kann nur auf PowerEdge FX2-/FX2s-Servern angewendet werden und wenn der Gehduseverwaltung im Server-

Modus auf Uberwachung oder Managen und Uberwachen eingestellt wurde.

Zur Uberwachung von Gehauseereignissen unter Verwendung von iDRAC-RACADM:
racadm get system.chassiscontrol.chassismanagementmonitoring

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

IDs fur Warnungsmeldung

Die folgende Tabelle enthalt eine Liste mit Meldungs-IDs, die bei Warnungen angezeigt werden.

Tabelle 35. IDs fiir Warnungsmeldungen

Meldungs-ID Beschreibung Beschreibung (Fiir MX-Plattformen)
AMP Stromstérke Stromstérke

ASR Automatische Systemriicksetzung Automatische Systemriicksetzung

BAT Akkuereignis Akkuereignis
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Tabelle 35. IDs fiir Warnungsmeldungen (fortgesetzt)

Meldungs-ID

Beschreibung

Beschreibung (Fiir MX-Plattformen)

BIOS

BIOS Management

BIOS Management

Boot (Starten)

Boot-Steuerung

Boot-Steuerung

CBL Kabel Kabel
CPU Prozessor Prozessor
CPUA Verfahren nicht vorhanden Verfahren nicht vorhanden
CTL Storage-Controller Storage-Controller
DH Zertifikatverwaltung Zertifikatverwaltung
DIS Automatische Ermittlung Automatische Ermittlung
ENC Speichergehéuse Speichergehéuse
Lafter (FAN) LUfterereignis LUfterereignis
FSD Debug Debug
HWC Hardware-Konfiguration Hardware-Konfiguration
IPA DRAC-IP-Anderung DRAC-IP-Anderung
ITR Eingriff Eingriff
JCP Auftragssteuerung Auftragssteuerung
LC Lifecycle Controller Lifecycle Controller
LIC Lizenzierung Lizenzierung
Verbindung Link-Status Link-Status
Protokall Protokollereignis Protokollereignis
MEM Arbeitsspeicher Arbeitsspeicher
NDR NIC-Betriebssystemtreiber NIC-Betriebssystemtreiber
NIC NIC-Konfiguration NIC-Konfiguration
OSD BS-Bereitstellung BS-Bereitstellung
OSE BS-Ereignis BS-Ereignis
PCI PCI-Gerét PCI-Gerat
PDR Physisches Laufwerk Physisches Laufwerk
PR Teileaustausch Teileaustausch
PST BIOS POST BIOS POST
Netzteil Stromversorgung Stromversorgung
PSUA PSU nicht vorhanden PSU nicht vorhanden
PWR Stromverbrauch Stromverbrauch
RAC RAC-Ereignis RAC-Ereignis
RDU Redundanz Redundanz
Rot FW-Download FW-Download
RFL IDSDM-Datentrager IDSDM-Datentréager
RFLA IDSDM nicht vorhanden IDSDM nicht vorhanden
RFM FlexAddress-SD Nicht anwendbar
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Tabelle 35. IDs fiir Warnungsmeldungen (fortgesetzt)

Meldungs-ID Beschreibung Beschreibung (Fiir MX-Plattformen)
RRDU IDSDM-Redundanz IDSDM-Redundanz

RSI Remote-Dienst Remote-Dienst

SEC Sicherheitsereignis Sicherheitsereignis
Systemereignisprotokoll System-Ereignisprotokoll System-Ereignisprotokoll
SRD Software-RAID Software-RAID

SSD PCle-SSD-Festplatten PCle-SSD-Festplatten
STOR Storage Storage

SUP FW-Aktualisierungsaufgabe FW-Aktualisierungsaufgabe
SWC Softwarekonfiguration Softwarekonfiguration
SWuU Software-Anderung Software-Anderung
[SYS] System Info System Info

tmp Temperatur Temperatur

TST Test-Warnung Test-Warnung

UEFI UEFI-Ereignis UEFI-Ereignis

usr Benutzerverfolgung Benutzerverfolgung
VDR Virtuelles Laufwerk Virtuelles Laufwerk

VF vFlash-SD-Karte vFlash-SD-Karte

VFL vFlash-Ereignis vFlash-Ereignis

VFLA vFlash nicht vorhanden vFlash nicht vorhanden
VLT Spannung Spannung

VME Virtueller Datentrager Virtueller Datentrager
VRM Virtuelle Konsole Virtuelle Konsole

WRK Arbeitsanmerkung Arbeitsanmerkung

Erkennung von Flussigkeitskuhlungslecks

iDRAC erkennt Kuhlflussigkeitslecks der CPU und GPU und gibt die Meldungen , kritisch®, , Warnung“ und ,,.zur Information*, die von den
jeweiligen OEM-IPMI-Sensoren empfangen werden. Die Lecks werden als Systemereignisprotokolle (SELs), LC-Protokolle, WS-Ereignisse,
E-Mails und SNMP-Traps basierend auf den konfigurierten Warnmeldungseinstellungen gemeldet. iDRAC fihrt die entsprechenden
Aktionen gemaf3 den Konfigurationseinstellungen fur die Warnmeldungen aus.

Standardmaf3ig sind Server so konfiguriert, dass sie ein automatisches Erzwungenes Ausschalten durchfihren, wenn ein Leck erkannt
wird. Wenn Sie die Standardkonfiguration (Erzwungenes Ausschalten) auf eine andere Option &ndern méchten, finden Sie weitere
Informationen unter Konfigurieren der Leckerkennung.

Wenn iDRAC beim Zugriff auf die LC-Benutzeroberfldche oder die Pre-Boot-Umgebung (BIOS oder Boot-Manager) oder wéhrend des
Startvorgangs ein Leck erkennt, kann der Server ein sofortiges Herunterfahren auslosen.

Konfigurieren der Leckerkennung

Standardaktion fiir Fliissigkiihlsystem: Erzwungenes Ausschalten ist die Warnungsgruppe fur Warnmeldungen und Maf3nahmen
bei Flussigkeitskihlung. Standardméf3ig ist die Warnmeldungsgruppe flr die Aktion Erzwungenes Ausschalten konfiguriert. Wenn ein
Leck im System vorliegt, wird das Erzwungene Ausschalten ausgefuhrt. Sie kdnnen die Optionen entsprechend lhren Anforderungen
konfigurieren.
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1. Navigieren Sie zu Konfiguration > Systemeinstellungen > Warnmeldungskonfiguration > Warnmeldungskonfiguration > >
Standardaktion fiir Fliissigkiihlsystem: Erzwungenes Ausschalten.
@ ANMERKUNG: In iDRACS Version 7.10.90.00 sind die Server so konfiguriert, dass sie bei Erkennung eines GPU-
Lecks automatisch einen ordnungsgemaf3en Ausschaltvorgang durchfiihren. Daher ist die Warnmeldung Standardaktion
fur Fliissigkiihlsystem: Erzwungenes Ausschalten standardmafig als Ordnungsgemaf3es Ausschalten konfiguriert.
Nutzerlnnen missen das Warnungssystem fur Fliissigkiihlsystem konfigurieren, damit das System CPU-Lecks mit dem
Schweregrad , Kritisch erkennt. Die Konfiguration der Warnungsgruppe wird aktualisiert, wenn die iDRAC9-Firmware auf die
neueste Version aktualisiert wird.

2. Kiicken Sie auf +.
Die Kontrollkéstchen Schweregrad und SNMP-Trap sind aktiviert. In der Liste Aktionen ist standardmaf3ig Ausschalten
ausgewahilt.

3. Wenn Sie die Standardaktion Ausschalten &ndern méchten, wéhlen Sie die Aktion Keine Aktion oder Ordnungsgemafies
Ausschalten aus der Liste Aktion aus.

®| ANMERKUNG: Wenn Keine Aktion ausgewahlt ist, schaltet sich das System nicht aus, wenn ein FlUssigkeitsleck vorliegt.

®

ANMERKUNG: Wenn der Server innerhalb von 15 Minuten nicht ordnungsgemaf3 heruntergefahren werden kann, erzwingen
Sie das Herunterfahren.

VORSICHT: Wenn iDRAC neu gestartet und gleichzeitig ein Ordnungsgemafles Ausschalten durchgefiihrt wird,
bendtigt das System mehr als 20 Minuten zum Ausschalten. Es wird empfohlen, das Ausschalten des Servers zu
erzwingen und nicht zu warten, bis das ordnungsgemiaf3e Ausschalten abgeschlossen ist.

4. Wenn Sie weitere Benachrichtigungen einschlie3en méchten, aktivieren Sie die Kontrollkastchen E-Mail, SNMP-Trap, IPMI-
Warnmeldung, Remotesystemprotokoll, WS-Ereignis, BS-Protokoll und Redfish-Ereignis.

5. Um die Energieaktion fur kleine Lecks zu &ndern, andern Sie die Aktion fur den Schweregrad , Warnung® (gelb ).
6. Um die Energieaktion fur grof3e Lecks zu &ndern, 8ndern Sie die Aktion fur den Schweregrad , Kritisch* (rotes X).
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IDRACY9 Group Manager

Group Manager ermdglicht es dem Nutzer, mehrere Konsolen zu betreiben, und bietet eine vereinfachte grundlegende iDRAC-Verwaltung.

Die iDRAC Group Manager-Funktion ist fur Dell Server der 14. Generation verflgbar. Sie ermdglicht mithilfe der iDRAC-GUI eine
einfachere grundlegende Verwaltung der iDRACs und zugehdriger Server auf demselben lokalen Netzwerk. Group Manager ermdglicht die
Nutzung beliebig vieler Konsolen ohne Einsatz einer zusatzlichen Anwendung. Group Manager ermdglicht es Benutzern, Details zu einer
Reihe von Servern einzusehen, da die Funktion eine leistungsstarkere Leistungsverwaltung bietet, als durch die Sichtprifung der Server
oder andere manuelle Methoden mdglich ist.

Group Manager ist eine lizenzierte Funktion und Teil der Enterprise-Lizenz. Nur iDRAC-Admin-Nutzer kdnnen auf die Group Manager-
Funktion zugreifen.

®
®

ANMERKUNG: FUr eine bessere Benutzerfreundlichkeit unterstiitzt Group Manager bis zu 250 Serverknoten.

ANMERKUNG: Die folgenden PowerEdge-Plattformen bieten Funktionen von Group Manager Uber das Managementmodul/die
Managementkonsole.

e PowerEdge MX740C
e PowerEdge MX750C
e PowerEdge MX840C

Fir diese speziellen Plattformen wird die Verwendung von Group Manager nicht empfohlen, da er zu verzégerter und langsamer
Reaktion sowie Fehlern bei iDRAC-Updates fuhren kann. Stattdessen kénnen Sie die iDRAC-Managementmodul-Konsole oder die
MX 7000-Geh&use-Managementmodul-Konsole verwenden.

Themen:

Group Manager

Ansicht ,,Zusammenfassung”
Konfigurationsanforderungen des Netzwerks
Anmeldungen managen
Warnmeldungen konfigurieren
Exportieren

Ansicht der ermittelten Server

Ansicht ,Jobs* (Aufgaben)
Jobs-Export
Gruppeninformationsbedienfeld
Gruppeneinstellungen

Aktionen fUr einen ausgewahlten Server
iDRAC-Gruppen-Firmwareupdates

Group Manager

Um die Group Manager-Funktion zu verwenden, missen Sie den Group Manager auf der iDRAC-Indexseite oder auf dem Group
Manager-Willkommensbildschirm aktivieren. Der Begrif3ungsbildschirm von Group Manager enthélt Optionen, die in der folgenden Tabelle
aufgeflhrt sind.

Tabelle 36. Optionen in Group Manager

Option Beschreibung

Vorhandener Gruppe beitreten Ermoglicht das Beitreten zu einer vorhandenen Gruppe. Sie

muUssen den Gruppennamen und den Passcode kennen, um einer
bestimmten Gruppe beitreten zu kdnnen.
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Tabelle 36. Optionen in Group Manager (fortgesetzt)

Option Beschreibung

@ ANMERKUNG: Kennworter werden iDRAC-
Benutzeranmeldeinformationen zugeordnet. Ein Passcode
ist einer Gruppe zugeordnet, um eine authentifizierte
Geratekommunikation zwischen verschiedenen iDRACs in
derselben Gruppe herzustellen.

Neue Gruppe erstellen Ermoglicht das Erstellen einer neuen Gruppe. Der spezifische
iDRAC, der die Gruppe erstellt hat, wére der Master (primérer
Controller) der Gruppe.

Group Manager flr dieses System deaktivieren Sie kdnnen diese Option auswahlen, wenn Sie von einem
bestimmten System aus nicht einer Gruppe beitreten méchten.
Sie kdnnen jedoch jederzeit durch Auswahl von ,,Group Manager
offnen” auf der iDRAC-Indexseite auf Group Manager zugreifen.
Sobald Sie Group Manager deaktivieren, muss der Nutzer 60
Sekunden warten, bevor er weitere Vorgange in Group Manager
durchfhren kann.

Wenn die Group Manager-Funktion aktiviert ist, konnen Sie mit diesem iDRAC die Option zum Erstellen oder Hinzufligen einer lokalen
iDRAC-Gruppe auswahlen. Es kann mehr als eine iDRAC-Gruppe im lokalen Netzwerk eingerichtet werden, aber einzelne iDRAC kdnnen
jeweils nur Mitglied einer Gruppe sein. Um die Gruppe zu wechseln (einer neuen Gruppe beizutreten), muss der iDRAC zuerst die

aktuelle Gruppe verlassen und dann der neuen Gruppe hinzugeflgt werden. Der iDRAC, von dem aus die Gruppe erstellt wurde,

wird standardmafig als primarer Controller der Gruppe ausgewahit. Der Nutzer definiert keinen dedizierten priméaren Group Manager-
Controller, um diese Gruppe zu steuern. Der priméare Controller hostet die Group Manager-Webschnittstelle und stellt die GUI-basierten
Workflows bereit. Die IDRAC-Mitglieder wahlen selbst einen neuen primaren Controller fur die Gruppe aus, wenn der aktuelle primare
Controller Uber einen langeren Zeitraum offline geschaltet wird. Dies hat aber keine Auswirkungen auf den Endbenutzer. Sie kénnen in der
Regel von allen iDRAC-Mitgliedern auf Group Manager zugreifen, indem Sie auf der iDRAC-Indexseite auf Group Manager klicken.

Ansicht ,,Zusammenfassung*“

Sie mussen Uber Administratorrechte verfiigen, um auf die Group Manager-Seiten zugreifen zu kdnnen. Wenn sich ein/e Nutzerln
ohne Administratorrechte beim iDRAC anmeldet, wird der Group Manager-Bereich nicht angezeigt. Die Startseite von Group Manager
(Zusammenfassungsansicht) ist grob in drei Abschnitte unterteilt. Der erste Abschnitt zeigt eine Rollup-Zusammenfassung mit
aggregierten Zusammenfassungsdetails.

Gesamtzahl der Server in der lokalen Gruppe
Diagramm mit der Anzahl der Server pro Servermodell

Ringdiagramm, das die Server nach inrem Funktionszustand anzeigt (durch Klicken auf einen Diagrammabschnitt wird die Serverliste
so gefiltert, dass nur die Server mit dem ausgewahlten Funktionszustand angezeigt werden)

e Warnungsfeld, wenn eine doppelte Gruppe im lokalen Netzwerk erkannt wird. Eine doppelte Gruppe ist in der Regel eine Gruppe mit
demselben Namen, aber einem anderen Passcode. Dieses Warnungsfeld wird nicht angezeigt, wenn keine doppelte Gruppe vorhanden
ist.

e Zeigt die iDRACs an, die die Gruppe steuern (primarer und sekundérer Controller)

Der zweite Abschnitt enthélt Schaltflachen fur Aktionen, die fUr die Gruppe als Ganzes durchgefihrt werden kénnen, und der dritte
Abschnitt zeigt die Liste aller iDRACs in der Gruppe an.

Es zeigt alle Systeme in der Gruppe und deren aktuellen Funktionszustand und ermdglicht dem Nutzer, gegebenenfalls
Korrekturmaf3nahmen zu ergreifen. Die fur einen Server spezifischen Serverattribute sind in der folgenden Tabelle aufgefihrt.

Tabelle 37. Serverattribute

Serverattribut Beschreibung

Funktionszustand Zeigt den Integritatsstatus dieses bestimmten Servers an.
Hostname Zeigt den Servernamen an.

iDRAC-IP-Adresse Zeigt die exakten IPv4- und IPv6-Adressen an.
Service-Tag Zeigt die Service-Tag-Informationen an.
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Tabelle 37. Serverattribute (fortgesetzt)

Serverattribut Beschreibung

Modell Zeigt die Modellnummer des Dell Servers an.

iDRAC Zeigt die iDRAC-Version an.

Letzte Zustandsaktualisierung Zeigt den Zeitstempel an, wann der Serverstatus zuletzt
aktualisiert wurde.

Im Bereich ,Systeminformationen“ werden weitere Details zum Server angezeigt, z. B. IDRAC-Netzwerkverbindungsstatus, Stromstatus
des Serverhosts, Express-Servicecode, Betriebssystem, Bestands-Tag, Node-ID, IDRAC-DNS-Name, Server-BIOS-Version, Server-CPU-
Informationen, Systemarbeitsspeicher und Standortinformationen. Sie kdnnen auf eine Zeile doppelklicken oder auf die Schaltflache
LIDRAC starten” klicken, um eine Single Sign-On-Umleitung zur ausgewahlten iDRAC-Indexseite durchzuftihren. Auf dem ausgewahlten
Server kann Uber die Drop-down-Liste ,Weitere Aktionen® auf die virtuelle Konsole zugegriffen oder es kdnnen Server-Stromaktionen
durchgefiihrt werden.

Zu den unterstitzten Gruppenaktionen gehdren das Managen von iDRAC-Nutzeranmeldungen, das Konfigurieren von Warnmeldungen
und das Exportieren des Gruppenbestands.

Konfigurationsanforderungen des Netzwerks

Group Manager verwendet IPv6 Link Local Networking fur die Kommunikation zwischen iDRACs (mit Ausnahme der Webbrowser-GUI).
Die Link Local-Kommunikation wird als nicht geroutete Pakete definiert, was bedeutet, dass alle iDRAC, die durch einen Router getrennt
sind, nicht in einer lokalen Gruppe zusammengefligt werden kénnen. Wenn der iDRAC-dedizierte Port oder ein freigegebenes LOM einem
VLAN zugewiesen wird, wird das vLAN auch die Anzahl der iDRACs begrenzen, die in einer Gruppe zusammengefligt werden kdnnen
(iIDRACs mussen sich im selben vLAN befinden und der Datenverkehr darf keinen Router passieren).

Wenn Group Manager aktiviert ist, aktiviert der iDRAC eine IPv6 Link-Local-Adresse unabhéngig von der aktuellen nutzerdefinierten
Netzwerkkonfiguration des iDRAC. Group Manager kann verwendet werden, wenn iDRAC flr IPv4- oder IPv6 IP-Adressen konfiguriert ist.

Group Manager verwendet mDNS, um andere iDRACs im Netzwerk zu ermitteln, und sendet verschlisselte Pakete fur die normale
Bestandsaufnahme, Uberwachung und Verwaltung der Gruppe mithilfe der lokalen IP-Link-Adresse. Durch die Verwendung von IPv6
Link Local Networking werden die Group Manager-Ports und -Pakete nie das lokale Netzwerk verlassen oder fir externe Netzwerke
zuganglich sein.

Die Ports (spezifisch fur eindeutige Group Manager-Funktion, umfasst nicht alle IDRAC-Ports) sind:
5353 (MDNS)
443 (Webserver) — konfigurierbar

5670 (Multicast-Gruppenkommunikation)
C000- > FOOO identifiziert dynamisch einen freien Port fur jedes Mitglied, das in der Gruppe kommuniziert.

Bewahrte Netzwerk-Praktiken

e Die Gruppen sind so konzipiert, dass sie klein sind und sich auf demselben physischen Link im lokalen Netzwerk befinden.

e Es wird empfohlen, den dedizierten iDRAC-Netzwerkport fir eine erhdhte Sicherheit zu verwenden. Gemeinsam genutzte LOM
werden ebenfalls unterstutzt.

Weitere Uberlegungen zum Netzwerk

Zwei iIDRACs, die durch einen Router in der Netzwerktopologie getrennt sind, werden als in separaten lokalen Netzwerken betrachtet und
kdnnen nicht zur selben lokalen iDRAC-Gruppe hinzugefigt werden. Wenn der iDRAC fir dedizierte NIC-Einstellungen konfiguriert ist,
muss das Netzwerkkabel, das mit dem iDRAC-dedizierten Port auf der Rickseite des Servers verbunden ist, zu einem lokalen Netzwerk
fur alle relevanten Server gehoren.

Wenn der iDRAC fir freigegebene LOM-Netzwerkeinstellungen konfiguriert ist, muss die von Server-Host und iDRAC gemeinsam
genutzte Netzwerkverbindung unter einem lokalen Netzwerk angeschlossen sein, damit Group Manager diese Server erkennen und

in einer gemeinsamen Gruppe eingliedern kann. IDRACs, die mit einer Kombination aus dedizierten und freigegebenen LOM-Modus-NIC-
Einstellungen konfiguriert sind, kdnnen auch in einer gemeinsamen Gruppe integriert werden, wenn keine der Netzwerkverbindungen einen
Router passiert.
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Auswirkungen von MLD Snooping in VLAN Umgebungen bei der Group
Manager-Ermittlung

Da Group Manager eine IPv6-Multicast-Adressierung fur Node-initiierte Ermittlungen verwendet, kann eine Funktion, die als MLD
Snooping bezeichnet wird, verhindern, dass Group-Manager-fahige Gerate einander erkennen, wenn sie nicht ordnungsgemaf3 konfiguriert
ist. MLD Snooping ist eine gangige Ethernetswitch-Funktion, die die Menge des unnétigen IPv6-Multicast-Datenverkehrs in einem
Netzwerk reduzieren soll.

Wenn MLD Snooping in einem Netzwerk aktiv ist, stellen sie sicher, dass ein MLD-Abfrager aktiviert ist, damit die Ethernetswitches mit
den aktiven Group-Manager-Geréten im Netzwerk auf dem neuesten Stand gehalten werden. Wenn MLD Snooping nicht benétigt wird,
kann es auch deaktiviert werden. Beachten Sie, dass einige Netzwerkswitches MLD Snooping standardmafig aktiviert haben. Das gleiche
gilt fur das Wechseln von Modulen im MX7000-Geh&use.

@ ANMERKUNG:
Zum Beispiel:

e So deaktivieren Sie MLD Snooping fur das VLAN auf einem MX5108n-I0OM:
o MX5108N-B1# configure terminal
o MX5108N-B1(config)# interface vlan 194
o MX5108N-B1(conf-if-vI-194)#no ipv6 mld snooping
e So aktivieren Sie einen MLD-Abfrager fur das VLAN auf einem MX5108n-I0M:
o MX5108N-B1# configure terminal
o MX5108N-B1(config)# interface vian 194
o  MX5108N-B1(conf-if-vI-194)#ipv6 mid snooping querier

Anmeldungen managen

Verwenden Sie diesen Abschnitt, um einen neuen Nutzer hinzuzufiigen, das Nutzerkennwort zu dndern und den Nutzer aus der
Gruppe zu léschen.

Gruppenjobs, einschlief3lich ,,Anmeldungen managen®, sind einmalige Konfigurationen der Server. Group Manager verwendet SCP und
Jobs, um Anderungen vorzunehmen. Jeder iDRAC in der Gruppe besitzt einen einzelnen Job in seiner Jobwarteschlange fur jeden
Group Manager-Job. Group Manager erkennt keine Anderungen an Mitglieds-iDRACs oder ,Mitglied sperren”-Konfigurationen.

®| ANMERKUNG: Gruppenjobs konfigurieren oder Gberschreiben den Sperrmodus flr einen bestimmten iDRAC nicht.

Das Verlassen einer Gruppe andert weder den/die lokale(n) Nutzerin noch die Einstellungen auf einem Mitglieds-iDRAC.

Einen neuen Nutzer hinzufugen

In diesem Abschnitt kdnnen Sie ein neues Nutzerprofil fir alle Server in dieser Gruppe erstellen und hinzufigen. Ein Gruppenjob wird
erstellt, um eine(n) Nutzerln zu allen Servern in dieser Gruppe hinzuzufiigen. Den Status des Gruppenjobs finden Sie auf der Seite
GroupManager > Jobs.

@ ANMERKUNG: Standardméafig ist der iDRAC mit einem lokalen Administratorkonto konfiguriert. Sie kdnnen auf weitere
Informationen fir jeden Parameter mit dem lokalen Administratorkonto zugreifen.

Weitere Informationen finden Sie unter Konfigurieren von Nutzerkonten und -berechtigungen.

Tabelle 38. Optionen fiir neue Nutzerinnen

Option Beschreibung

Informationen zum neuen Nutzer Erméglicht lhnen die Angabe von Informationsdetails zur/zum
neuen Nutzerln.

iDRAC-Berechtigungen Ermdglicht Ihnen die Festlegung der Rolle der/des NutzerIn fur die
zukunftige Verwendung.
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Tabelle 38. Optionen fiir neue Nutzerinnen (fortgesetzt)

Option Beschreibung

Erweiterte Nutzereinstellungen Erméglicht Ihnen die Festlegung von (IPMI) Nutzerberechtigungen

und hilft lhnen, SNMP zu aktivieren.

@ ANMERKUNG: Ab Version 6.00.02.00 erméglicht iDRAC eine
eindeutige Authentifizierungs-Passphrase und Datenschutz-
Passphrase.

@ ANMERKUNG: Jeder Mitglieds-iDRAC mit aktivierter Systemsperre, der Teil derselben Gruppe ist, gibt einen Fehler zurlick, dass das
Nutzerkennwort nicht aktualisiert wurde.

Nutzerkennwort andern

Verwenden Sie diesen Abschnitt zum Andern der Kennwortinformationen fir den Nutzer. Sie kénnen die Details zur/zum Nutzerin
mit Informationen zu Nutzername, Rolle und Domane fUr einzelne Nutzerlnnen einsehen. Es wird ein Gruppenjob erstellt, um das
Nutzerkennwort auf allen Servern in dieser Gruppe zu dndern. Den Status des Gruppenjobs finden Sie auf der Seite GroupManager >
Jobs.

Wenn die/der NutzerIn bereits vorhanden ist, kann das Kennwort aktualisiert werden. Jeder Mitglieds-iDRAC mit aktivierter Systemsperre,
der Teil der Gruppe ist, gibt einen Fehler zurlick, dass das Nutzerkennwort nicht aktualisiert wurde. Wenn die/der NutzerIn nicht
vorhanden ist, wird ein Fehler an Group Manager zurlickgegeben, der darauf hinweist, dass die/der NutzerIn nicht auf dem System
vorhanden ist. Die Liste der Nutzerlnnen, die in der Group Manager-GUI angezeigt werden, basiert auf der aktuellen Nutzerliste auf dem
iDRAC, der als primarer Controller fungiert. Es werden nicht alle Nutzerinnen fur alle iDRACs angezeigt.

Nutzer loschen

In diesem Abschnitt kdnnen Sie Nutzerinnen von allen Gruppenservern léschen. Es wird ein Gruppenjob erstellt, um Nutzerlnnen von allen
Gruppenservern zu I6schen. Den Status des Gruppenjobs finden Sie auf der Seite GroupManager > Jobs.

Wenn die/der NutzerIn bereits auf einem Mitglieds-iDRAC vorhanden ist, kann die/der Nutzerln geléscht werden. Jeder Mitglieds-iDRAC
mit aktivierter Systemsperre, der Teil der Gruppe ist, gibt einen Fehler zurlick, dass die/der NutzerIn nicht geléscht wird. Wenn die/der
Nutzerln nicht vorhanden ist, wird ein erfolgreicher Léschvorgang fir diesen iDRAC angezeigt. Die Liste der Nutzerlnnen, die in der Group
Manager-GUI angezeigt werden, basiert auf der aktuellen Nutzerliste auf dem iDRAC, der als primarer Controller fungiert. Es werden nicht
alle Nutzerlnnen fur alle IDRACs angezeigt.

Warnmeldungen konfigurieren

Verwenden Sie diesen Abschnitt, um E-Mail-Benachrichtigungen zu konfigurieren. Warnmeldungen sind standardmafig deaktiviert. Sie
kdnnen die Warnmeldungen jedoch jederzeit aktivieren. Es wird ein Gruppenjob erstellt, um die Konfiguration der E-Mail-Warnmeldungen
auf alle Gruppenserver anzuwenden. Den Status des Gruppenjobs kénnen Sie auf der Seite Group Manager > Jobs nachverfolgen.

Uber die Group Manager-Funktion fir E-Mail-Warnmeldungen werden E-Mail-Warnmeldungen fr alle Mitglieder konfiguriert. Auferdem
werden die SMTP-Servereinstellungen fur alle Mitglieder in derselben Gruppe festgelegt. Jeder iDRAC wird separat konfiguriert. Die
E-Mail-Konfiguration wird nicht global gespeichert. Die aktuellen Werte basieren auf dem iDRAC, der als primérer Controller fungiert. Beim
Verlassen einer Gruppe werden die E-Mail-Warnmeldungen nicht neu konfiguriert.

Weitere Informationen zum Konfigurieren von Warnmeldungen finden Sie in Konfigurieren von iDRAC zum Senden von Warnmeldungen.

Tabelle 39. Konfigurationsoptionen fiir Warnmeldungen

Option Beschreibung
Konfigurieren der Adresseneinstellungen des SMTP (E-Mail)- Ermoglicht Ihnen die Konfiguration der Server-IP-Adresse und
Servers SMTP-Portnummer sowie die Aktivierung der Authentifizierung.

Wenn Sie die Authentifizierung aktivieren, missen Sie den
Nutzernamen und das Kennwort eingeben.

E-Mail-Adressen Ermdglicht das Konfigurieren mehrerer E-Mail-IDs, um E-Mail-
Benachrichtigungen bei Anderungen des Systemstatus zu erhalten.
Sie kénnen vom System aus eine Test-E-Mail an das konfigurierte
Konto senden.
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Tabelle 39. Konfigurationsoptionen fiir Warnmeldungen (fortgesetzt)

Option Beschreibung
Warnungskategorien Ermoglicht die Auswahl mehrere Warnungskategorien fur E-Mail-
Benachrichtigungen.

@ ANMERKUNG: Jeder Mitglieds-iDRAC mit aktivierter Systemsperre, der Teil derselben Gruppe ist, gibt einen Fehler zurtick, dass das
Nutzerkennwort nicht aktualisiert wurde.

Exportieren

Verwenden Sie diesen Abschnitt, um die Gruppenzusammenfassung in das lokale System zu exportieren. Die Informationen kénnen im
csv-Dateiformat exportiert werden. Die Datei enthalt Daten zu jedem einzelnen System in der Gruppe. Der Export umfasst die folgenden
Informationen im CSV-Format. Serverdetails:

Funktionszustand
Hostname
iDRAC-IPv4-Adresse
iDRAC-IPv6-Adresse
Bestands-Tag

Modell
iDRAC-Firmwareversion
Letzte Zustandsaktualisierung
Express-Servicecode
iDRAC-Konnektivitat
Stromzustand
Betriebssystem
Service-Tag

Knoten-ID
iDRAC-DNS-Name
BIOS Version
CPU-Details
Systemspeicher (MB)
Standortdetails

ANMERKUNG: Wenn Sie Internet Explorer verwenden, deaktivieren Sie die erhdhten Sicherheitseinstellungen, um die CSV-Datei
herunterladen zu kénnen.

Ansicht der ermittelten Server

Nach Erstellen der lokalen Gruppe informiert iDRAC Group Manager alle anderen iDRACs im lokalen Netzwerk, dass eine neue Gruppe
erstellt wurde. Damit iDRACs unter , Ermittelte Server” angezeigt werden, sollte die Group Manager-Funktion auf jedem iDRAC aktiviert
sein. In der Ansicht der ermittelten Server wird die Liste der iDRACs angezeigt, die im selben Netzwerk erkannt wurden und Teil einer
beliebigen Gruppe sein kdnnen. Wenn ein iDRAC in der Liste der ermittelten Systeme nicht aufgefihrt ist, missen Nutzerinnen sich beim
entsprechenden iDRAC anmelden und der Gruppe beitreten. Der iDRAC, der die Gruppe erstellt hat, wird in der Grundansicht als einziges
Mitglied angezeigt, bis mehr iDRACs der Gruppe beigetreten sind.

ANMERKUNG: In der Ansicht der ermittelten Server auf der Group Manager-Konsole kénnen Sie einen oder mehrere der

aufgefuhrten Server in die Gruppe aufnehmen. Der Fortschritt der Aktivitat kann Uber Group Manager > Jobs nachverfolgt werden.

Alternativ kdnnen Sie sich beim iDRAC anmelden und die Gruppe, der Sie beitreten mdchten, aus der Drop-down-Liste auswahlen, um

dieser Gruppe beizutreten. Sie kdnnen Uber die IDRAC-Indexseite auf den Begruf3ungsbildschirm von Group Manager zugreifen.

Tabelle 40. Optionen fiir die Gruppenaufnahme

Option Beschreibung

Aufnehmen und Anmeldedaten &ndern Wahlen Sie eine bestimmte Zeile sowie die Option ,,Aufnehmen und
Anmeldedaten andern” aus, um die neu ermittelten Systeme in die
Gruppe aufzunehmen. Sie missen die Administrator-Anmeldedaten
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Tabelle 40. Optionen fiir die Gruppenaufnahme (fortgesetzt)

Option

Beschreibung

eingeben, damit die neuen Systeme der Gruppe beitreten kdnnen.

Wenn das Systeme das Standardkennwort verwendet, missen Sie

es bei der Integration in eine Gruppe andern.

@ ANMERKUNG: Uber die Gruppenaufnahme haben Sie die
Moglichkeit, dieselben Gruppeneinstellungen auf die neuen
Systeme anzuwenden.

Ignorieren

Ermoglicht es Ihnen, die Systeme in der Liste der ermittelten
Server zu ignorieren, wenn Sie sie nicht zu einer Gruppe
hinzufiigen méchten.

Ignorieren aufheben

Ermdglicht Ihnen die Auswahl der Systeme, die Sie in der Liste der
ermittelten Server reaktivieren mdchten.

Erneute Suche

Ermoglicht es Ihnen, die Liste der ermittelten Server jederzeit zu
durchsuchen und zu generieren.

Ansicht ,,Jobs“ (Aufgaben)

Die Ansicht ,Jobs” erméglicht es Nutzerlnnen, den Fortschritt eines Gruppenjobs nachzuverfolgen, und unterstitzt Nutzerinnen mithilfe
von einfachen Wiederherstellungsschritten bei der Behebung von verbindungsbezogenen Problemen. Auf3erdem zeigt diese Ansicht

den Verlauf der zuletzt durchgefilhrten Gruppenmaf3nahmen in Form eines Uberwachungsprotokolls. Der Nutzer kann die Jobansicht
verwenden, um den Fortschritt der Maf3nahme gruppentbergreifend nachzuverfolgen oder um eine geplante Maf3nahme abzubrechen.
Die Auftragsansicht erméglicht es dem Nutzer, den Status der letzten 50 Auftrége anzuzeigen, die ausgefuhrt wurden, sowie alle

aufgetretenen Erfolge und Ausfélle.

Tabelle 41. Ansicht ,,Jobs‘“ (Aufgaben)

Option Beschreibung

Status Zeigt den Jobstatus und den Status des laufenden Jobs an.

Auftrage Zeigt den Jobnamen an.

ID Zeigt die Job-ID an.

Startzeit Zeigt die Startzeit an.

Endzeit Zeigt die Endzeit an.

Maf3nahmen e Abbrechen — Ein geplanter Job kann abgebrochen werden,
bevor er in den AusfUhrungsstatus Ubergeht. Ein laufender Job
kann mithilfe der Schaltflache ,,Beenden” abgebrochen werden.

e Erneut ausflihren — Ermdglicht es Nutzerinnen, den Job erneut
auszufuhren, wenn der Job einen Fehlerstatus aufweist.

e Entfernen — Ermdglicht es Nutzerinnen, die abgeschlossenen
alten Jobs zu entfernen.

Exportieren Sie kénnen die Gruppenjobinformationen als zukinftige Referenz

in das lokale System exportieren. Die Jobliste kann im csv-
Dateiformat exportiert werden. Sie enthalt Daten zu einzelnen
Jobs.

@ ANMERKUNG: Fr jeden Jobeintrag enthélt die Systemliste Details zu bis zu 100 Systemen. Jeder Systemeintrag enthalt den
Hostnamen, die Service-Tag-Nummer, den Mitgliedjob-Status und eine Meldung, falls beim Job ein Fehler aufgetreten ist.

Alle Gruppenaktionen, die Jobs erstellen, werden mit sofortiger Wirkung fur alle Gruppenmitglieder ausgefuhrt. Sie kdnnen folgende

Aufgaben ausfihren:

e Nutzerlnnen hinzufligen/bearbeiten/entfernen
e E-Mail-Warnmeldungen konfigurieren
e Gruppen-Passcode und -namen andern
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@ ANMERKUNG: Gruppenjobs werden zUgig abgeschlossen, solange alle Mitglieder online und zuganglich sind. Vom Starten des Jobs
bis zum Abschluss kann es 10 Minuten dauern. Bei nicht zuganglichen Systemen wartet ein Job bis zu 10 Stunden lang und versucht
wéhrenddessen die erneute Ausfihrung.

@ ANMERKUNG: Wahrend ein Onboarding-Job ausgefuhrt wird, kann kein anderer Job geplant werden. Zu den Jobs gehoren:
e Einen neuen Nutzer hinzufligen

o Nutzerkennwort &ndern

e Nutzer loschen

e Warnmeldungen konfigurieren

e Weitere Systeme integrieren

e Gruppen-Passcode dndern

e Gruppennamen andern

Der Versuch, einen anderen Job aufzurufen, wahrend eine Onboarding-Aufgabe aktiv ist, fihrt zu einem GMGR0039-Fehlercode.
Sobald die Onboarding-Aufgabe den ersten Versuch unternommen hat, alle neuen Systeme zu integrieren, kdnnen jederzeit neue Jobs
erstellt werden.

Jobs-Export

Sie kdnnen das Protokoll zur weiteren Referenz in das lokale System exportieren. Die Jobliste kann im CSV-Dateiformat exportiert werden.
Diese Datei enthalt alle Daten zum jeweiligen Job.

®| ANMERKUNG: Exportierte CSV-Dateien sind nur in englischer Sprache verflgbar.

Gruppeninformationsbedienfeld

Im Bereich der Gruppeninformationen oben rechts in der Group Manager-Zusammenfassungsansicht wird eine konsolidierte
Gruppenzusammenfassung angezeigt. Die aktuelle Gruppenkonfiguration kann auf der Seite ,Gruppeneinstellungen® bearbeitet werden,
auf die Sie durch Klicken auf die Schaltflache ,Gruppeneinstellungen” zugreifen kénnen. Er zeigt, wie viele Systeme es in der Gruppe gibt.
Er bietet auf3erdem Informationen Uber den priméren und sekundaren Controller in der Gruppe.

Gruppeneinstellungen

Die Seite ,Gruppeneinstellungen® enthalt eine Liste der ausgewahlten Gruppenattribute.

Tabelle 42. Attribute fiir Gruppeneinstellungen

Group Attribute Beschreibung

Gruppenname Zeigt den Namen dieser Gruppe an.

Anzahl der Systeme Zeigt die Gesamtanzahl der Systeme in dieser Gruppe an.

Erstellt am Zeigt die Zeitstempeldetails an.

Erstellt von Zeigt die Details des Gruppenadministrators an.

Kontrollierendes System Zeigt das Service-Tag des Systems an, das als steuerndes System
fungiert, und koordiniert die Gruppenverwaltungsaufgaben.

Backup-System Zeigt das Service-Tag des Systems an, das als Backupsystem
fungiert. Ist das der Steuersystem nicht verflgbar Gbernimmt es
die Rollen des Steuersystems.

Ermdglicht es Nutzerinnen, die in der unteren Tabelle aufgefuhrten Aktionen fir die Gruppe durchzufuhren. Fur diese Aktionen
(Gruppenname andern, Gruppen-Passcode &ndern, Mitglieder entfernen und Gruppe I6schen) wird ein Gruppenkonfigurationsjob erstellt.
Der Status des Gruppenjobs kann auf der Seite Group Manager > Jobs angezeigt oder bearbeitet werden.
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Tabelle 43. Aktionen fiir Gruppeneinstellungen

Maf3nahmen Beschreibung

Namen &ndern Ermoglicht es, die Option Aktueller Gruppenname Uber die
Option Neuer Gruppenname zu andern.

Kennung andern Ermoglicht es, das aktuelle Gruppenkennwort Gber die Option
Neuer Gruppen-Passcode zu dndern und das neue Kennwort
Uber die Option Neuen Gruppen-Passcode erneut eingeben zu
validieren.

Systeme entfernen Ermoglicht lhnen das gleichzeitige Entfernen mehrerer Systeme
aus der Gruppe.

Gruppe léschen Ermdglicht das Léschen der Gruppe Um die Funktionen von
Group Manager verwenden zu kénnen, missen Nutzerlnnen
Uber Administratorrechte verfiugen. Ausstehende Jobs werden
gestoppt, wenn die Gruppe geldscht wird.

Aktionen fur einen ausgewahlten Server

Auf der Seite ,.Summary” (Zusammenfassung) kénnen Sie auf eine Zeile doppelklicken, um den iDRAC fiir diesen Server Uber eine Single
Sign On-Umleitung zu starten. Deaktivieren Sie den Pop-up-Blocker in den Browsereinstellungen. Sie kdnnen die folgenden Maf3nahmen
auf dem ausgewahlten Server durchfthren, indem Sie auf das entsprechende Element in der Drop-Down-Liste More Actions (Weitere
Aktionen) klicken.

Tabelle 44. Aktionen fiir einen ausgewahlten Server

Option Beschreibung

Ordentliches Herunterfahren Fahrt das Betriebssystem ordnungsgemaf herunter und schaltet
dann die Systemstromversorgung ab.

Kalt-Neustart Schaltet das System aus und startet es dann erneut.

Virtuelle Konsole Startet die virtuelle Konsole mit einmaligem Anmelden in einem

neuen Browserfenster.
@ ANMERKUNG: Deaktivieren Sie den Popup-Blocker im
Browser, um diese Funktion zu verwenden.

Group Manager — einmaliges Anmelden

Alle iDRACs in der Gruppe vertrauen einander basierend auf dem gemeinsamen Passcode-Geheimschlissel und dem gemeinsamen
Gruppennamen. Als Ergebnis werden einem Administrator fiir ein Gruppenmitglieds-IDRAC Administratorberechtigungen fUr ein beliebiges
Gruppenmitglieds-iDRAC gewahrt (bei Zugriff Uber die Group Manager-Web-Schnittstelle per Single Sign On). Der iDRAC protokolliert
<user>-<SVCTAG> als Nutzer, der sich bei Peer-Mitgliedern angemeldet hat. <SVCTAG> ist das Service-Tag des iDRAC, bei dem sich der
Nutzer zum ersten Mal angemeldet hat.

Group Manager-Konzepte — Steuersystem

Automatisch ausgewahlt — standardméfig der erste fur Group Manager konfigurierte iDRAC.

Stellt Group Manager-GUI-Workflow bereit.

Verfolgt alle Mitglieder nach.

Koordiniert Aufgaben.

Wenn sich ein Nutzer bei einem beliebigen Mitglied anmeldet und auf ,,Open Group Manager” (Group Manager 6ffnen) klickt, wird der
Browser zum priméren Controller umgeleitet.
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Group Manager-Konzepte — Sicherungssystem

Der primare Controller wahlt automatisch einen sekundaren Controller aus, der Ubernimmt, wenn der primére Controller flr einen
langeren Zeitraum (10 Minuten oder mehr) offline ist.

Wenn der primére und der sekundare Controller langer offline sind (mehr als 14 Minuten), werden ein neuer primarer und sekundarer
Controller ausgewahlt.

Behalt eine Kopie des Group Manager-Cache aller Gruppenmitglieder und Aufgaben bei.
Steuersystem und Sicherungssystem werden automatisch von Group Manager ermittelt.
Benutzerkonfiguration oder -eingriffe sind nicht erforderlich.

IDRAC-Gruppen-Firmwareupdates

Fihren Sie fur iDRAC-Gruppen-Firmwareupdates aus der DUP-Datei in einem lokalen Verzeichnis die folgenden Schritte aus:

1.

2,

e
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Greifen Sie auf die Essential-Ansicht der Group Manager-Konsole zu und klicken Sie in der Ansicht Zusammenfassung auf iDRAC-
Firmware aktualisieren.

Suchen Sie im angezeigten Dialogfeld fur das Firmwareupdate die lokale IDRAC-DUP-Datei, die Sie installieren mdchten, und wahlen
Sie sie aus. Klicken Sie auf Hochladen. Die Datei wird in iDRAC hochgeladen und auf Integritét Uberprift.

Bestatigen Sie das Firmwareupdate. Der iDRAC-Gruppen-Firmwareupdate-Job ist fur die sofortige Ausflhrung geplant. Wenn von
Group Manager andere Gruppen-Jobs ausgefuhrt werden, wird das Update ausgefihrt, nachdem der vorherige Job abgeschlossen ist.
Verfolgen Sie den Fortschritt des iDRAC-Updatejobs in der Ansicht fiir Gruppenjobs.

ANMERKUNG: Diese Funktion wird nur von iDRAC Version 3.50.50.50 und héher unterstitzt.

ANMERKUNG: Vermeiden Sie es, den Host oder iDRAC wahrend laufender Aktualisierungen oder Aufgaben neu zu starten,
herunterzufahren oder aus- und wieder einzuschalten. Das System (Host und iDRAC) muss ordnungsgemaf neu gestartet oder
heruntergefahren werden, wenn keine Aufgaben oder Jobs in iDRAC oder Host ausgefihrt werden. Ein nicht ordnungsgemafies
Herunterfahren oder Unterbrechen eines Vorgangs kann zu unvorhersehbaren Ergebnissen wie Firmwarebeschadigung, Erzeugung
von Core-Dateien, RSODs, YSODs, Fehlerereignissen in LCL usw. fUhren.
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Protokolle managen

iDRAC bietet ein Lifecycle-Protokoll, das Ereignisse zum System, zu Speichergeraten, Netzwerkgeraten, Firmware-Aktualisierungen,
Konfigurationsdnderungen, Lizenzmeldungen usw. enthdlt. Die Systemereignisse stehen jedoch auch als separates Protokoll mit dem
Namen System Event Log (SEL) zur Verfiigung. Das Lifecycle-Protokoll ist Uber die iDRAC-Weboberflache sowie Uber die RACADM- und
WSMan-Bedienelemente zuganglich.

Wenn die Gréf3e des Lebenszyklusprotokolls 800 KB erreicht, werden die Protokolle komprimiert und archiviert. Sie kédnnen nur die
nicht archivierten Protokolleintrége anzeigen und Filter und Kommentare auf nicht archivierte Protokolle anwenden. Zum Anzeigen von
archivierten Protokollen mussen Sie das gesamte Lifecycle-Protokoll auf einen Speicherort auf lhrem System exportieren.

Themen:

*  Systemereignisprotokoll anzeigen

*  Lifecycle-Protokoll anzeigen

. Exportieren der Lifecycle Controller-Protokolle

. Verhindern eines Uberlaufs von Lebenszyklusprotokollen
*  Arbeitsanmerkungen hinzufligen

Systemereignisprotokoll anzeigen

Wenn ein Systemereignis auf einem verwalteten System auftritt, wird dies im Systemereignisprotokoll (SEL) aufgezeichnet. Derselbe
SEL-Eintrag ist auch im LC-Protokoll verfugbar.

@lANMERKUNG: SEL- und LC-Protokolle kénnen unterschiedliche Zeitstempel aufweisen, wenn der iDRAC neu gestartet wird.

Systemereignisprotokoll Giber die Web-Schnittstelle anzeigen

Um das Systemereignisprotokoll (SEL) anzuzeigen, gehen Sie auf der iDRAC-Weboberflache zu Wartung > Systemereignisprotokoll.

Die Seite Systemereignisprotokoll enthélt eine Systemzustandsanzeige, einen Zeitstempel und eine Beschreibung fiir jedes
protokollierte Ereignis. Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.

Klicken Sie auf Speichern unter, um das SEL in einem Speicherort Ihrer Wahl zu speichern.

@ ANMERKUNG: Wenn Sie Internet Explorer verwenden und beim Speichern ein Problem auftritt, laden Sie das kumulative
Sicherheitsupdate fur Internet Explorer herunter. Sie kdnnen es von der Microsoft Supportwebsite Uber support.microsoft.com
herunterladen.

Klicken Sie zum Loschen aller Protokolle auf Protokoll I1dschen.

@ ANMERKUNG: Die Schaltflache Protokoll 16schen wird nur angezeigt, wenn Sie Uber die Berechtigung Protokolle I6schen
verflgen.

Nachdem das SEL geléscht wurde, wird ein Eintrag im Lifecycle Controller-Protokoll protokolliert. Der Protokolleintrag enthalt den
Nutzernamen und die IP-Adresse, von der aus das SEL geléscht wurde.

Systemereignisprotokoll iber RACADM anzeigen

So zeigen Sie das Systemereignisprotokoll (SEL) an:

racadm getsel <options>

Wenn keine Argumente vorgegeben werden, wird das gesamte Protokoll angezeigt.
So zeigen Sie die Anzahl der SEL-Eintrédge an: racadm getsel -i

Zum Loschen von SEL: racadm clrsel
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Weitere Informationen finden Sie unter RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Anzeigen des Systemereignisprotokolls unter Verwendung des
Dienstprogrammes fiir die iDRAC-Einstellungen

Sie kdnnen die Gesamtzahl der Eintrage im Systemereignisprotokoll (SEL) unter Verwendung des Dienstprogramms fir die iDRAC-
Einstellungen anzeigen und die Protokolle I16schen. Fihren Sie dazu folgende Schritte durch:

1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Systemereignisprotokoll.
Das iDRAC- Settings.System Event Log zeigt die Gesamtzahl der Eintréage an.

2. Um die Eintrége zu léschen, wéahlen Sie Ja. Wéhlen Sie andernfalls Nein aus.

3. Klicken Sie zum Anzeigen der Systemereignisse auf Systemereignisprotokoll anzeigen.

4. Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.

Lifecycle-Protokoll anzeigen

Die Lifecycle Controller-Protokolle enthalten die Anderungsverlaufsdaten in Bezug auf die Komponenten, die auf einem Managed System
installiert sind. Sie kdnnen auch Arbeitsanmerkungen zu jedem Protokolleintrag hinzufiigen.

Die folgenden Ereignisse und Aktivitaten werden protokolliert:

Alle

Systemzustand: Die Kategorie ,,Systemzustand” umfasst alle Warnmeldungen im Zusammenhang mit Hardware innerhalb des
Systemgehauses.

Storage: Die Kategorie ,Storage-Zustand” umfasst Warnmeldungen, die mit dem Storage-Subsystem zusammenhangen.

Aktualisierungen — Die Kategorie , Aktualisierungen” umfasst Warnmeldungen, die aufgrund von Upgrades/Downgrades von Firmware/
Treiber generiert wurden.

Audit: Die Kategorie , Audit” umfasst das Auditprotokoll.

Konfiguration: Die Kategorie ,,Konfiguration umfasst Warnmeldungen, die mit Hardware-, Firmware- und
Softwarekonfigurationsédnderungen zusammenhangen.

e Arbeitsanmerkungen

Wenn Sie sich Uber eine der folgenden Schnittstellen bei iDRAC anmelden oder von iDRAC abmelden, werden die Anmelde- und
Abmeldeereignisse bzw. Anmeldefehler in den Lifecycle-Protokollen aufgezeichnet:

SSH

Weboberfléache

RACADM

Redfish

IPMI Gber LAN

Seriell

Virtuelle Konsole

Virtueller Datentrager

Sie kdnnen Protokolle auf der Basis der Kategorie und des Schweregrads anzeigen und filtern. Sie kénnen eine Arbeitsanmerkung auch
exportieren und zu einem Protokollereignis hinzuftigen.

@ ANMERKUNG: Lifecycle-Protokolle fur Anderungen am Perstnlichkeitsmodus werden nur wahrend des Warmstarts des Hosts
generiert.

Wenn Sie Konfigurationsauftrage mittels RACADM-CLI oder iDRAC-Weboberflache initiieren, enthélt das Lifecycle-Protokoll Informationen
Uber den Nutzer, verwendete Schnittstelle und die IP-Adresse des Systems, von dem aus Sie den Job initiieren.

@ ANMERKUNG: Auf der MX-Plattform protokolliert der Lifecycle Controller mehrere Job-IDs fir Konfigurations- oder
Installationsjobs, die mit OME-Modular erstellt wurden. Weitere Informationen zu den durchgefthrten Jobs finden Sie in den OME-
Modular-Protokollen.

@ ANMERKUNG: Wenn ein Ereignis mehrmals auftritt, wird ein einzelnes Ereignisprotokoll in den LC-Protokollen angezeigt. Auf3erdem
wird ein zuséatzliches Protokoll (LOGO07) angezeigt, das angibt, wie oft dieses Ereignis aufgetreten ist. Standardmafig sind doppelte
Ereignisprotokolle in iDRAC deaktiviert. Wenn Sie mochten, dass alle Ereignisse in den LC-Protokollen angezeigt werden, fihren Sie
den RACADM-Befehl set idrac.logging.LCDuplicateEventEnable enabled aus.
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Lifecycle-Protokoll iiber die Web-Schnittstelle anzeigen

Um die Lifecycle-Protokolle anzuzeigen, klicken Sie auf Wartung > Lifecycle-Protokoll. Die Seite Lifecycle-Protokoll wird angezeigt.
Weitere Informationen zu den verfiigbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

Filtern der Lifecycle-Protokolle

Sie kdnnen Protokolle auf der Basis der Kategorie, des Schweregrads, des Schilsselworts oder des Datumsbereichs filtern.
So filtern Sie die Lifecycle-Protokolle:

1. Fihren Sie auf der Seite Lifecycle-Protokoll im Abschnitt Protokollfilter einen oder alle der folgenden Schritte aus:

Wahlen Sie den Protokolltyp aus dem Dropdown-Menu.

Wahlen Sie den Schweregrad aus der Drop-Down-Liste Schweregrad aus.
Geben Sie ein Schlisselwort ein.

Legen Sie den Datumsbereich fest.

2. Kiicken Sie auf Anwenden.
Die gefilterten Protokolleintrdge werden in den Protokollergebnissen angezeigt.

Anmerkungen zu Lifecycle-Protokollen hinzufigen

So flgen Sie Anmerkungen zu den Lifecycle-Protokollen hinzu:

1. Klicken Sie auf der Seite Lifecycle-Protokoll auf das Plus-Symbol (+) fur den gewlinschten Protokolleintrag.
Daraufhin werden die Nachrichten-ID-Details angezeigt.

2. Geben Sie die gewlinschten Anmerkungen fur den Protokolleintrag in das Feld Anmerkung ein.
Die Anmerkungen werden daraufhin im Feld Anmerkung angezeigt.

Lifecycle-Protokoll iber RACADM anzeigen

Verwenden Sie zum Anzeigen von Lifecycle-Protokollen den Befehl 1clog.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Exportieren der Lifecycle Controller-Protokolle

Sie kdnnen das gesamte Lifecycle Controller-Protokoll (aktive und archivierte Eintrége) in einer komprimierten XML-Datei in eine
Netzwerkfreigabe oder das lokale System exportieren. Die Erweiterung der komprimierten XML-Datei lautet . xm1 . gz. Die Dateieintrédge
sind basierend auf ihren Sequenznummern sequenziell angeordnet, von der niedrigsten Sequenznummer zur héchsten.

Exportieren von Lifecycle Controller-Protokollen mithilfe der
Webschnittstelle

So exportieren Sie Lifecycle Controller-Protokolle mithilfe der Webschnittstelle:

1. Klicken Sie auf der Seite Lifecycle-Protokoll auf Exportieren.
2. Wahlen Sie aus den folgenden Optionen aus:
o Netzwerk — Exportiert die Lifecycle-Controller-Protokolle an einen freigegebenen Speicherort im Netzwerk.
e Lokal — Exportiert die Lifecycle-Controller-Protokolle an einen Speicherort auf dem lokalen System.
@ ANMERKUNG: Beim Angeben der Netzwerkfreigabe wird empfohlen, fir Nutzername und Kennwort Sonderzeichen zu
vermeiden oder Prozent kodieren Sie diese Sonderzeichen.

Weitere Informationen zu den Feldern finden Sie in der iDRAC-Online-Hilfe.

3. Kiicken Sie auf Exportieren, um das Protokoll an den gewiinschten Speicherort zu exportieren.
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Exportieren von Lifecycle Controller-Protokollen mit RACADM

Verwenden Sie zum Exportieren von Lifecycle Controller-Protokollen den Befehl 1clog export.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Verhindern eines Uberlaufs von
Lebenszyklusprotokollen

Ab Version 6.00.00 ist es méglich, den Uberlauf von Lebenszyklusprotokollen von Konsolen aufgrund der hohen Haufigkeit von
Anmeldungen von Konsolen zu verhindern.

Die USR0030/USR0032-Ereignisse werden fur jede erfolgreiche Anmeldung/Abmeldung im Lebenszyklusprotokoll erfasst.

Diese Ereignisse kdnnen basierend auf einer Attributeinstellung in einem neuen Protokoll aggregiert werden.

Im Lebenszyklusprotokoll wird ein neues USRO036-Ereignis angezeigt, das die Anmelde-/Abmeldeereignisse erfasst, die innerhalb der
durch das AttributLCLoggingAggregationTimeout angegebenen Zeit auftreten. Wenn innerhalb dieses Timeout-Zeitraums mehr
als 320 Anmelde-/Abmeldeereignisse auftreten, werden mehrere USRO036-Ereignisse protokolliert.

@ ANMERKUNG:
e Standardmafig ist das Funktionsattribut ,LCLogAggregation” deaktiviert.
e Standardmafig ist die ZeitUberschreitung auf 60 Minuten eingestellt und gilt nur, wenn ,LCLogAggregation” aktiviert ist.

e USR0030 und USR0032 dirfen nicht im Lebenszyklusprotokoll erfasst werden, aber es werden weiterhin einzelne Warnmeldungen
gesendet, wenn die entsprechenden Warnmeldungen aktiviert sind (SNMP/E-Mail/Redfish-Ereignis/WS-Ereignis usw.).

Arbeitsanmerkungen hinzufugen

Jede/r Nutzerln, der/die sich beim iDRAC anmeldet, kann Arbeitsanmerkungen hinzufligen, die im Lifecycle-Protokoll als Ereignis
gespeichert werden. Allerdings sind hierflr die notwendigen Privilegien erforderlich. Flr eine Arbeitsanmerkung sind jeweils maximal 255
Zeichen zulassig.

®| ANMERKUNG: Sie kénnen keine Arbeitsanmerkungen l6schen.

So flgen Sie eine Arbeitsanmerkung hinzu:

1. Gehen Sie auf der iDRAC-Weboberflache zu Dashboard > Anmerkungen > Anmerkung hinzufiigen.
Die Seite Arbeitsanmerkungen wird angezeigt.

2. Geben Sie unter Arbeitsanmerkungen den gewinschten Test in das leere Textfeld ein.

®| ANMERKUNG: Es wird empfohlen, nicht zu viele Sonderzeichen zu verwenden.

3. Klicken Sie auf Speichern.
Daraufhin wird die Arbeitsanmerkung zum Protokoll hinzugefigt. Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.
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Sie
daz

Stromversorgung im iDRAC uberwachen und
managen

kénnen den iDRAC verwenden, um die Stromanforderungen des verwalteten Systems zu Gberwachen und zu managen. Dies tragt
u bei, das System vor Stromausfallen zu schitzen, indem der Stromverbrauch des Systems angemessen verteilt und reguliert wird.

Zentrale Funktionen:

Stromverbrauchsiiberwachung - Zeigen Sie den Stromverbrauchsstatus, den Verlauf der Strommessungen, die aktuellen
Durchschnittswerte, die Hochstwerte, usw. fir das Managed System an.

Strombegrenzung — Zeigen Sie die Strombegrenzung fur das verwaltete System an und legen Sie sie fest, einschlie3lich der Anzeige
des geringsten und maximalen potenziellen Stromverbrauchs. Hierbei handelt es sich um eine lizenzierte Funktion.

Stromsteuerung — Uber diese Funktion kénnen Sie Stromsteuerungsvorgénge (z. B. Einschalten, Ausschalten, Systemriicksetzung,
Aus- und einschalten und ordnungsgemafles Herunterfahren) auf dem Managed System ausfUhren.

Netzteiloptionen — Konfigurieren Sie die Netzteiloptionen, z. B. die Redundanzrichtlinie, das Austauschen von Laufwerken im
laufenden Betrieb und die Korrektur des Leistungsfaktors.

Themen:

Stromversorgung Uberwachen

Festlegen des Warnungsschwellenwerts fir den Stromverbrauch
Ausflhren von Stromsteuerungsvorgangen

Strombegrenzung

Netzteiloptionen konfigurieren

Netzschalter aktivieren oder deaktivieren

Multi-Vektor-Kuhlung

Stromversorgung uberwachen

iDRAC fuhrt eine Dauertberwachung des Stromverbrauchs im System durch und zeigt die folgenden Stromwerte an:

®
®

Stromverbrauchswarnung und kritische Schwellenwerte.

Kumulativer Stromverbrauch, Stromverbrauchshoéchstwert und Ampere-Hochstwert.

Stromverbrauch in der letzten Stunden, am vorherigen Tag oder in der abgelaufenen Woche.

Durchschnittliche, Mindest- und Héchstleistungsaufnahme

Verlaufshéchstwerte und Zeitstempel flr Héchstwerte.

Hochst-Aussteuerungsreserve und ummittelbare Aussteuerungsreserve-Werte (fur Rack- und Tower-Server).

ANMERKUNG: Das Histogramm fur die Stromverbrauchstrends des Systems (stundlich, taglich, wochentlich) wird nur gespeichert,
wahrend iDRAC ausgefuhrt wird. Falls iDRAC neu gestartet wird, gehen die vorhandenen Daten zum Stromverbrauch verloren, und
das Histogramm wird neu gestartet.

ANMERKUNG: Im reinen HBM-Modus wird die HBM-Speicherleistung als Teil der Paketleistung gezahlt, daher wird die
Speicherstromtelemetrie fur diesen Modus als O gemeldet.

ANMERKUNG: Nach der Aktualisierung oder Zurticksetzung der iDRAC-Firmware wird das Diagramm zum Stromverbrauch geléscht
bzw. zurlickgesetzt.

Uberwachen des Leistungsindex fiir CPU-, Storage- und I/0-Module
uber die Weboberflache

Um

den Leistungsindex von CPU, Arbeitsspeicher und I/0-Modulen zu Uberwachen, gehen Sie auf der iIDRAC-Weboberflache zu System

> Leistung.
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e Abschnitt Systemleistung — Zeigt den aktuellen Messwert und den Warnungsmesswert fir den CPU-, Storage- und 1/0-
Auslastungsindex sowie den CUPS-Index auf Systemebene in einer grafischen Ansicht an.

e Abschnitt Historische Daten der Systemleistung:

o Dieser Abschnitt enthélt die Statistiken zu CPU, Arbeitsspeicher und I/O-Auslastung und den Systemebenen-CUPS-Index. Wenn
das Hostsystem ausgeschaltet ist, zeigt das Diagramm die Ausschaltlinie unter O % an.

o Sie kdnnen die Spitzenauslastung fur einen bestimmten Sensor zurticksetzen. Klicken Sie auf Historischen Spitzenwert
zuriicksetzen. Sie missen Uber die Berechtigung zur Konfiguration verfiigen, um den Spitzenwert zurlickzusetzen.

e Abschnitt Leistungskennzahlen:
o Zeigt den Status an und prasentiert Messwerte .

o Zeigt den Warnungsschwellenwert fUr die Auslastung an und erméglicht die Festlegung des Werts. Sie mussen Uber die
Berechtigung zur Serverkonfiguration verfligen, um die Schwellenwerte festzulegen.

Weitere Informationen zu den angezeigten Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

Uberwachen des Leistungsindex fir CPU-, Storage- und I/0-Module
tiber RACADM

Verwenden Sie den Unterbefehl SystemPerfStatistics zur Uberwachung des Leistungsindex fir CPU, Arbeitsspeicher und 1/0-Module.
Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Festlegen des Warnungsschwellenwerts fur den
Stromverbrauch

Sie kénnen den Warnschwellenwert flr den Stromverbrauchssensor in den Rack- und Tower-Systemen einstellen. Der Warn-/kritische
Stromschwellenwert fir Rack- und Tower-Systeme kann sich je nach Kapazitat des Netzteils und der Redundanzrichtlinie nach dem Aus-
und Einschalten des Systems andern. Der Warnschwellenwert darf jedoch auch dann den kritischen Schwellenwert nicht Uberschreiten,
wenn die Kapazitat des Netzteils in der Redundanzrichtlinie gedndert wird.

Der Warnschwellenwert flr die Stromversorgung fur Blade-Systeme ist auf die Stromzuweisung von CMC (fur Nicht-MX-Plattformen)
oder OME —Modular (fur MX-Plattformen) festgelegt.

Wenn ein Vorgang zum Zurlcksetzen auf die Standardmaf3nahme durchgefihrt wird, werden die Stromversorgungsschwellenwerte auf
den Standard festgelegt.

Sie mussen Uber Benutzerberechtigungen zum Konfigurieren verfiigen, um den Warnungsschwellenwert flr den Stromverbrauchssensor
festzulegen.

@ ANMERKUNG: Der Warnungsschwellenwert wird nach Durchfiihrung einer Aktualisierung von racreset oder iDRAC auf den
Standardwert zurlickgesetzt.

Einrichten der Warnschwelle fiir den Stromverbrauch uber die
Webschnittstelle

1. Gehen Sie auf der iDRAC-Weboberflache zu System > Ubersicht > Aktueller Strommesswert und Schwellenwerte.

2. Klicken Sie im Abschnitt Aktueller Strommesswert und Schwellenwerte auf Warnungsschwellenwert bearbeiten.
Die Seite Warnungsschwellenwert bearbeiten wird angezeigt.

3. Geben Sie in die Spalte Warnungsschwellenwert den Wert in Watt oder BTU/h ein.

Die Werte mussen niedriger sein als die Werte fur den Fehlerschwellenwert. Die Werte werden auf den nachsten Wert abgerundet,
der durch 14 teilbar ist. Wenn Sie Watt eingeben, berechnet das System automatisch die BTU/h-Werte und zeigt sie an. Wenn Sie
BTU/h eingeben, werden die Werte ebenso in Watt angezeigt.

4. Klicken Sie auf Speichern. Die Werte werden konfiguriert.
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Ausfuhren von Stromsteuerungsvorgangen

iDRAC erméglicht, im Remote-Zugriff die Maf3nahmen Einschalten, Ausschalten, Reset, ordentliches Herunterfahren, nicht maskierbarer
Interrupt (NMI) oder Aus- und Einschalten mithilfe der Webschnittstelle oder RACADM auszufthren.

Sie kdnnen diese Vorgange auch Uber die Lifecycle Controller-Remote-Dienste oder WSMan ausfihren. Weitere Informationen finden Sie
unter Das Schnellstart-Benutzerhandbuch fir Lifecycle Controller Remote Services ist verflgbar auf der Seite iDRAC-Handbtcher. und
im Dokument Dell Energiezustandsverwaltungsprofil unter Dell Supportseite.

Die vom iDRAC ausgeldsten Stromversorgungs-Steuerungsvorgange auf dem Server sind unabhangig von dem im BIOS konfigurierten
Stromversorgungsverhalten. Sie kdnnen die PushPowerButton-Funktion verwenden, um das System ordnungsgemaf3 herunterzufahren
oder einzuschalten, selbst wenn das BIOS so konfiguriert ist, dass es nichts tut, wenn der physische Netzschalter gedrickt wird.
ANMERKUNG: Es sind einige Probleme mit der NMI-Funktion Uber die iDRAC-Benutzeroberflache auf Systemen zu erwarten, auf
denen SUSE Linux Server (SLES) mit SPDM-Konfiguration ausgefthrt wird. Um dieses Problem zu beheben, versuchen Sie es mit
der folgenden Losung: Konfigurieren Sie die Kernel-Parameter, um Core Dump auf NMI zuzulassen.

1. Bearbeiten Sie /etc/sysctl.conf und figen Sie die folgenden Parameter hinzu:

e # vi /etc/sysctl.conf

® kernel.panic on io nmi = 1
® kernel.panic on unrecovered nmi = 1
® kernel.unknown nmi panic = 1

2. Starten Sie den Server neu oder fiihren Sie sysctl -p aus, um die Anderungen zu tibernehmen.

Ausflihren von Stromsteuerungsvorgangen uber die Web-
Schnittstelle

So fUhren Sie Stromsteuerungsvorgange aus:

1. Navigieren Sie in der IDRAC-Webschnittstelle zu Konfiguration > Energiemanagement > Energiesteuerung. Die Optionen fir die
Energiesteuerung werden angezeigt.

2. Wahlen Sie die erforderliche Stromsteuerungsmaf3nahme aus:

System einschalten

System ausschalten

NMI (Non-Masking Interrupt, nicht-maskierbare Unterbrechung)

Ordentliches Herunterfahren

System zurlicksetzen (Softwareneustart)

System aus- und wieder einschalten (Hardwareneustart)

3. Klicken Sie auf Anwenden. Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.

Stromsteuerungsvorgange iiber RACADM ausfihren

Verwenden Sie zum Ausfihren von Strommaf3nahmen den Befehl serveraction.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Strombegrenzung

Sie kdnnen die Stromschwellenwerte (Gleich- und Wechselstromverbrauch) anzeigen, die ein System unter schwerer Belastung dem
Rechenzentrum meldet. Hierbei handelt es sich um eine lizenzierte Funktion.

Strombegrenzung bei Blade-Servern

Bevor sich ein Blade-Server einschaltet, wenn begrenzter Hardware-Bestand vorhanden ist, versorgt iDRAC den Gehause-Manager mit
den Leistungsanforderungen des Blade-Servers. Wenn sich der Stromverbrauch im Laufe der Zeit erhdht und wenn der Server die ihm
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maximal zugewiesene Strommenge verbraucht, weist iDRAC CMC (fur Nicht-MX-Plattformen) oder OME-Modular (fir MX-Plattformen)
an, die maximale potenzielle Stromzufuhr zu erhéhen. Dies fihrt zu einer erhdhten Stromzuteilung, doch die Stromzuteilung wird nicht
weniger, wenn der Verbrauch sinkt.

Nach dem Einschalten und Initialisieren des Systems berechnet iDRAC einen neuen Energiebedarf basierend auf der aktuellen
Hardwarekonfiguration. Das System bleibt auch dann mit Strom versorgt, wenn CMC (nicht fur MX-Plattformen) oder OME-Modular
(nicht fur MX-Plattformen) keine neue Stromanforderung zuweist.

CMC oder OME Modular fordern sdmtliche ungenutzte Energie von Servern mit niedrigerer Prioritat zurlGck und ordnen diese Energie
einem Infrastrukturmodul mit héherer Prioritdt oder einem Server zu.

Strombegrenzungsrichtlinie anzeigen und konfigurieren

Wenn die Strombegrenzungsrichtlinie aktiviert ist, werden nutzerdefinierte Strombegrenzungen fir das System durchgesetzt. Wenn
Strombegrenzung nicht aktiviert ist, wird die standardméfiige Hardware-Stromschutzrichtlinie verwendet. Diese Stromschutzrichtlinie
ist unabhangig von der nutzerdefinierten Richtlinie. Die Systemleistung wird dynamisch angepasst, um die Leistungsaufnahme am
festgelegten Schwellenwert zu halten.

Der tatsachliche Stromverbrauch hangt von der Workload ab. Dieser kann den Schwellenwert voribergehend Uberschreiten, bis die
Leistungsanpassungen vorgenommen sind. Betrachten Sie z. B. ein System mit einem minimalen und einem maximalen Stromverbrauch
von 500 W bzw. 700 W. Sie kdnnen eine Strombudgetschwelle angeben, um den Verbrauch auf 525 W zu reduzieren. Wenn dieses
Strombudget konfiguriert ist, wird die Leistung des Systems dynamisch angepasst, um eine Stromaufnahme von 525 W oder weniger
aufrechtzuerhalten.

Wenn Sie eine sehr niedrige Stromaufnahme einstellen oder wenn die Umgebungstemperatur ungewdhnlich hoch ist, kann die
Stromaufnahme wahrend des Einschaltens oder Zurlicksetzens des Systems voribergehend die Stromaufnahme Ubersteigen.

Wenn der Wert flr die Strombegrenzung auf einen Wert unterhalb des empfohlenen Schwellenwerts gesetzt ist, ist IDRAC
moglicherweise nicht in der Lage, die angeforderte Strombegrenzung aufrecht zu erhalten.

Sie kdnnen den Wert in Watt, BTU/h oder als Prozentsatz der empfohlenen maximalen Strombegrenzung angeben.

Bei einer Stromobergrenze in BTU/h wird bei der Umrechung in Watt auf die nédchste Ganzzahl abgerundet. Beim Auslesen der

Strombegrenzungsschwelle aus dem System wird auch die Umrechnung von Watt auf BTU/h abgerundet. Aufgrund der Abrundung

kdnnen die tatséchlichen Werte leicht abweichen.

@ ANMERKUNG: Das Festlegen eines Grenzwerts fur die Stromobergrenze auf einen Wert unterhalb des empfohlenen Bereichs kann
zu einer abweichenden Leistung fuhren, einschliefllich einer verlangerten Startzeit.

Strombegrenzungsrichtlinie Giber die Web-Schnittstelle konfigurieren

So zeigen Sie die Stromrichtlinien an:

1. Navigieren Sie in der IDRAC-Webschnittstelle zu Konfiguration > Energieverwaltung > Richtlinie fiir die Stromobergrenze.
Die aktuelle Stromobergrenze der Richtlinie wird im Bereich Stromobergrenzwerte angezeigt.

2. Wahlen Sie unter Stromobergrenze die Option Aktivieren.

3. Geben Sie im Abschnitt Stromobergrenzwerte innerhalb des empfohlenen Bereichs die Stromobergrenze in Watt und BTU/h oder
den maximalen Prozentsatz der empfohlenen Systembegrenzung an.

4. Klicken Sie auf Anwenden, um die Werte zu Ubernehmen.

Strombegrenzungsrichtlinie iber RACADM konfigurieren

Um die Werte fir die aktuelle Strombegrenzung anzuzeigen und zu konfigurieren, verwenden Sie die folgenden Objekte mit dem Befehl
set:

System.Power.Cap.Enable
System.Power.Cap.Watts
System.Power.Cap.Btuhr
System.Power.Cap.Percent

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.
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Strombegrenzungsrichtlinie Uber das Dienstprogramm fiir die iDRAC-
Einstellungen konfigurieren

So zeigen Sie die Stromrichtlinien an und konfigurieren sie:
1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Stromkonfiguration.

@ ANMERKUNG: Der Link Stromkonfiguration ist nur verflgbar, wenn die Netzteileinheit des Servers die Stromuiberwachung
unterstitzt.

Daraufhin wird die Seite iDRAC-Einstellungen — Stromkonfiguration angezeigt.
2. Wahlen Sie Aktiviert aus, um die Stromobergrenzenrichtlinie zu aktivieren. Wahlen Sie ansonsten Deaktiviert aus.

3. Verwenden Sie die empfohlenen Einstellungen, oder geben Sie unter Benutzerdefinierte Richtlinie fiir Stromobergrenze die
gewdinschten Grenzwerte ein.

Weitere Informationen zu den verfiigbaren Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-
Einstellungen.

4. Kilicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Damit sind die Strombegrenzungswerte konfiguriert.

Netzteiloptionen konfigurieren

Sie kdnnen die Netzteiloptionen konfigurieren, so z. B. die Redundanzrichtlinie, das Austauschen von Laufwerken im laufenden Betrieb und

die Korrektur des Leistungsfaktors.

@ ANMERKUNG: Hot Spare- und Power Factor-Korrekturfunktionen sind moglicherweise auf einigen Plattformen/Versionen nicht
verflgbar.

Das Hot Spare ist eine Netzteilfunktion, Uber die die redundanten Netzteilgerate (PSUs) je nach Server-Belastung ausgeschaltet werden

kdnnen. Auf diese Weise kdnnen die Ubrigen PSUs mit einer hoheren Auslastung und Effizienz laufen. Die PSUs missen diese Funktion
jedoch unterstutzen, damit gewahrleistet ist, dass sie bei Bedarf schnell eingeschaltet werden kdnnen.

In einem System mit zwei Netzteilen kann entweder PSU 1 oder PSU 2 als priméares Netzteil konfiguriert werden.

Nach der Aktivierung von Hot Spare kénnen Netzteile je nach Belastung aktiv werden oder in den Standbymodus Ubergehen. Wenn

Hot Spare aktiviert ist, wird die asymmetrische elektrische Leistungsaufteilung zwischen zwei Netzteilen aktiviert. Ein Netzteil ist aktiv
und erbringt den Grof3teil der Leistung, wahrend sich das andere Netzteil im Standbymodus befindet und eine geringe Leistungsmenge
erbringt. Dies wird oft als 1+0 mit zwei Netzteilen und aktiviertem Hot Spare bezeichnet. Wenn sich alle PSU-1in Stromkreis A und alle
PSU-2 in Stromkreis B befinden, so ist bei aktiviertem Hot Spare (werkseitige Standardeinstellung) Stromkreis C weniger stark ausgelastet
und 18st die Warnmeldungen aus. Ist Hot Spare deaktiviert, so wird die Last gleichmafig im Verhaltnis 50:50 zwischen den beiden
Netzteilen aufgeteilt und die Stromkreise A und B weisen in der Regel die gleiche Last auf.

Der Leistungsfaktor bezieht sich auf den tatséchlichen Stromverbrauch im Verhaltnis zur Scheinleistung. Wenn die Korrektur des
Leistungsfaktors aktiviert ist, verbraucht der Server eine geringe Menge Strom, wenn der Host AUSgeschaltet ist. Per Standardeinstellung
ab Werk ist die Korrektur des Leistungsfaktors aktiviert.

Netzteiloptionen lUber die Web-Schnittstelle konfigurieren

So konfigurieren Sie die Netzteiloptionen:
1. Navigieren Sie auf der IDRAC-Weboberflache zu Konfiguration > Energieverwaltung > Stromkonfiguration.

2. Wahlen Sie unter Stromredundanzrichtlinie die erforderlichen Optionen aus. Weitere Informationen finden Sie in der iDRAC
Online-Hilfe.

3. Kiicken Sie auf Anwenden. Die Netzteiloptionen sind damit konfiguriert.

Netzteiloptionen iiber RACADM konfigurieren

Verwenden Sie zum Konfigurieren der Netzteiloptionen die folgenden Objekte mit dem Befehl get/set:

e System.Power.RedundancyPolicy
e System.Power.Hotspare.Enable
e System.Power.Hotspare.PrimaryPSU
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System.Power.PFC.Enable

itere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Netzteiloptionen liber das Dienstprogramm fir die iDRAC-
Einstellungen konfigurieren

So konfigurieren Sie die Netzteiloptionen:

1.

N

Gehen Sie im Dienstprogramm fir die iDRAC-Einstellungen zu Stromkonfiguration.

@ ANMERKUNG: Der Link Stromkonfiguration ist nur verfiigbar, wenn die Netzteileinheit des Servers die Stromiberwachung
unterstutzt.

Daraufhin wird die Seite iDRAC-Einstellungen — Stromkonfiguration angezeigt.

Fuhren Sie unter Netzteiloptionen die folgenden Schritte aus:

e Aktivieren oder deaktivieren Sie die Netzteilredundanz.

e Aktivieren oder deaktivieren Sie das Hotspare.

e |egen Sie das primére Netzteilgerat fest.

e Aktiviert oder deaktiviert die Korrektur des Leistungsfaktors. Weitere Informationen zu den verflgbaren Optionen finden Sie in der
Online-Hilfe des Dienstprogramms fiir die iDRAC-Einstellungen.

Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefllich auf Ja.
Die Netzteiloptionen sind damit konfiguriert.

etzschalter aktivieren oder deaktivieren

So aktivieren oder deaktivieren Sie den Netzschalter auf dem Managed System:

1.

Gehen Sie im Dienstprogramm fiir die iDRAC-Einstellungen zu Frontblendensicherheit.
Die Seite iDRAC-Einstellungen Frontblendensicherheit wird angezeigt.

Wahlen Sie Aktiviert zum Aktivieren des Betriebsschalters oder Deaktiviert, um ihn zu deaktivieren.

Klicken Sie auf Zuriick, dann auf Fertigstellen und schlief3lich auf Ja.
Die Einstellungen werden gespeichert.

Multi-Vektor-Kuhlung

Die
Mul

Multi-Vektor-Kuhlung nutzt einen mehrschichtigen Ansatz zur thermischen Steuerung auf Dell Serverplattformen. Sie kdnnen
ti-Vektor-Kihloptionen Uber die iDRAC-Webschnittstelle konfigurieren. Rufen Sie dazu Konfiguration > Systemeinstellungen >

Hardwareeinstellungen > Kiihlungskonfiguration auf. Multi-Vektor-Kuhlung umfasst unter anderem Folgendes:
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Eine hohe Zahl von Sensoren (thermisch, Strom, Inventar usw.), die eine genaue Echtzeit-Erfassung des thermischen Systemzustands
an verschiedenen Stellen innerhalb des Servers ermdglichen. Es wird nur eine kleine Teilmenge von Sensoren angezeigt, die je nach
Konfiguration flr den Nutzer relevant sind.

Ein intelligenter und adaptiver geschlossener Regelalgorithmus optimiert das LUfterverhalten, um die Temperaturen der Komponenten
aufrechtzuerhalten. Auf3erdem werden LUfterleistung und Luftstromverbrauch sowie die Lautstéarke reduziert.

@ ANMERKUNG: Wenn eine PCle-Karte eines Drittanbieters vorhanden ist und ein Wechselstromzyklus durchgefthrt wird, wird
moglicherweise diese Informationsmeldung in den LC-Protokollen angezeigt: PCI3030-New PCI card(s) have been

detected in the system. Fan speeds may have changed to add additional cooling to the cards.

@ ANMERKUNG: Wahrend eines Kaltstarts ist es normal, dass die Treiber nicht sofort geladen werden kdnnen. Daher kann
PLDM erst dann Sensordetails abrufen, wenn die Treiber vollstandig geladen sind, was dazu fuhrt, dass die Lufter mit 100 %
arbeiten.Wenn die Treiber nicht installiert sind, wird davon ausgegangen, dass die Lufter mit 100 % arbeiten.

Mit der Lufterzonenzuordnung kann bei Bedarf eine Kuhlung der Komponenten eingeleitet werden. So wird maximale Leistung erreicht
und die Energienutzungseffizienz optimiert.
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Genaue Darstellung des PCle-Luftstroms pro Steckplatz in Bezug auf die LFM-Metrik (Linear Feet per Minute, ein anerkannter

Industriestandard fur die Spezifikation der PCle-Karten-Luftstromanforderungen). Durch die Anzeige dieser Metrik in verschiedenen

iDRAC-Schnittstellen kann der Benutzer:

o die maximale LFM-Kapazitat jedes Steckplatzes innerhalb des Servers sehen.

o feststellen, welcher Ansatz fur die PCle-Kuhlung fur jeden Slot zum Einsatz kommt (luftstromgesteuert, temperaturgesteuert).

o den Mindest-LFM-Wert jedes Steckplatzes sehen, wenn es sich bei der Karte um eine Drittanbieter-Karte (nutzerdefinierte Karte)
handelt.

o einen nutzerdefinierten Mindest-LFM-Wert flir die Drittanbieter-Karte festlegen, der eine genauere Definition des Kihlbedarfs
ermdglicht, da der Kunde ein besseres Verstandnis der nutzerdefinierten Spezifikation der Karte hat.

Zeigt dem Nutzer in Echtzeit die System-Luftstrommetrik (CFM, Kubikfuf3 pro Minute) in verschiedenen iDRAC-Schnittstellen an, um

einen Ausgleich des Luftstroms im Rechenzentrum basierend auf dem kumulierten CFM-Verbrauch pro Server zu ermdglichen.

Ermoglicht nutzerdefinierte Temperatureinstellungen wie thermische Profile (maximale Leistung im Vgl. zu maximaler Leistung pro

Watt, Gerduschobergrenze), nutzerdefinierte Lifterdrehzahloptionen (minimale Lufterdrehzahl, Offset fur Luftergeschwindigkeit) und

nutzerdefinierte Ablufttemperatureinstellungen.

o Die meisten dieser Einstellungen ermoglichen eine zuséatzliche Kuhlung Uber die durch thermische Algorithmen erzeugte
Grundlinienkiihlung hinaus und lassen nicht zu, dass die Lufterdrehzahlen unter die Systemkihlungsanforderungen fallen.

@ ANMERKUNG: Eine Ausnahme von der obigen Aussage sind die Lufterdrehzahlen, die fur PCle-Karten von Drittanbietern
hinzugeflgt werden. Der Uber den thermische Algorithmus gelieferte Luftstrom fur Drittanbieterkarten kann den tatséchlichen
Kuhlbedarf der Karte unter- oder Uberschreiten. Kundinnen kénnen die Leistung fur die Karte durch Eingabe des LFM-Wertes
der Drittanbieterkarte feinabstimmen.

o Die nutzerdefinierte Ablufttemperatur-Option begrenzt die Ablufttemperatur auf die vom Kunden gewinschten Einstellungen.

ANMERKUNG: Bei bestimmten Konfigurationen und Auslastungen ist es mdéglicherweise physikalisch nicht méglich, die
Abluft bis unter einen gewlinschten Sollwert zu reduzieren (z. B. nutzerdefinierte Ablufteinstellung von 45 ©C mit

hoher Einlasstemperatur {z. B. 30 °C} und bestimmter geladener Konfiguration {hoher System-Stromverbrauch, niedriger
Luftstrom}).

o Die Option Sound-Obergrenze ist bei PowerEdge-Servern der 14. Generation neu. Hierdurch wird die CPU-Leistungsaufnahme
begrenzt und die Lifterdrehzahl sowie Lautstarkeobergrenze gesteuert. Dies ist speziell fur akustische Anwendungen gedacht und
kann zu einer verminderten Systemleistung fuhren.

Das Systemlayout und -design ermdglichen eine héhere Luftstrémungskapazitat (durch Zulassen héherer Leistung) und dichte

Systemkonfigurationen. Dies bietet weniger Systembeschrénkungen und eine hdhere Funktionsdichte.

o Der optimierte Luftstrom erméglicht ein effizientes Verhéltnis von Luftstrom zu LUfterleistung.

Kundenspezifische Lufter sind fiir héhere Effizienz, bessere Leistung, langere Lebensdauer und geringere Vibration ausgelegt. Sie sind

auf3erdem gerduscharmer.

o Die durchschnittliche Lebenserwartung eines ServerlUfters variiert je nach Plattformspezifikation.

o Wenn ein Lufter wahrend des Betriebs entfernt oder eingesetzt wird, kann es bis zu 90 Sekunden dauern, bis die iDRAC-
Schnittstellen die Anderungen auf der Seite Kiithlung (System > Ubersicht > Kiihlung > Liifter) anzeigen

Kundenspezifische Kuhlkérper wurden entwickelt, um die Komponentenkihlung fur minimalen (erforderlichen) Luftstrom zu
optimieren und unterstitzen gleichzeitig Hochleistungs-CPUs.
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Direkte iDRAC-Updates

iDRAC bietet die Out-of-band-Option, die Firmware verschiedener Komponenten eines PowerEdge-Servers zu aktualisieren. Durch die
direkten iDRAC-Updates lassen sich stufenweise Jobs wahrend Updates vermeiden. Dies wird nur fir die iDRAC Versionen ab 5.00.00.00
unterstttzt. Nur SEP-Ruckwandplatinen (passiv) werden fUr direkte Updates unterstiitzt.

iDRAC hatte bisher stufenweise Updates, um die Firmwareupdates der Komponenten zu initiieren. Ab dieser Version gibt es direkte
Updates fur die PSU und die Ruckwandplatine. Mithilfe der direkten Updates kann die Rickwandplatine schneller aktualisiert werden. Fur
die PSU wird ein Neustart (fir die Initialisierung der Updates) vermieden und das Update kann mit einem einzigen Neustart erfolgen.

Mit der direkten Updatefunktion von iDRAC kann der erste Neustart zum Initiieren der Updates vermieden werden. Der zweite Neustart
wird vom Gerat selbst gesteuert und iDRAC benachrichtigt den Nutzer anhand des Job-Status, wenn ein separater Reset erforderlich ist.

@ ANMERKUNG: Fur alle Updates, die iDRAC zurlicksetzen/neu starten mussen, oder fur den Fall, dass iDRAC neu gestartet wird,
wird empfohlen, zu Uberprifen, ob der iDRAC vollstandig bereit ist. Warten Sie hierfir einige Sekunden im Intervall mit einem
maximalen Timeout von 5 Minuten, bevor Sie einen anderen Befehl verwenden.

226 Direkte iDRAC-Updates



Durchfuhren einer Bestandsaufnahme,
Uberwachung und Konfiguration von
Netzwerkgeraten

Sie kdnnen den Bestand fur die folgenden Netzwerkgeréte erfassen und diese Uberwachen und konfigurieren:

Netzwerkschnittstellenkarten (NICs)
Konvergente Netzwerkadapter (CNAs)
LAN auf Hauptplatinen (LOMs)
Netzwerktochterkarten (NDCs)
Mezzanine-Karten (nur fur Blade-Server)

Bevor Sie NPAR oder eine einzelne Partition auf CNA-Geraten deaktivieren, stellen Sie sicher, dass Sie alle I/0O-Identitatsattribute
(Beispiel: IP-Adresse, virtuelle Adressen, Initiator und Storage-Ziele) und Attribute auf Partitionsebene (Beispiel: Bandbreitenzuweisung)
I6schen. Sie kdnnen eine Partition deaktivieren, indem Sie die Attributeinstellung ,,VirtualizationMode* auf NPAR &ndern oder indem Sie alle
Personlichkeiten auf einer Partition deaktivieren.

Je nach Typ des installierten CNA-Geréats werden die Einstellungen der Partitionsattribute méglicherweise nicht ab dem letzten Zeitpunkt
beibehalten, an dem die Partition aktiv war. Legen Sie beim Aktivieren einer Partition alle |/0-Identitatsattribute und partitionsbezogenen
Attribute fest. Sie kdnnen eine Partition aktivieren, indem Sie entweder die Attributeinstellung ,,VirtualizationMode” auf NPAR &ndern oder
indem Sie eine Personlichkeit (Beispiel: NicMode) auf der Partition aktivieren.

@ ANMERKUNG: Das iDRAC-Verhalten ist moglicherweise nicht konsistent, wenn es mit Karten verwendet wird, die nicht von Dell
sind. Diese Karten werden moglicherweise nur im Hardwarebestand gemeldet und melden nur einige FRU-Daten.

Themen:

*  Bestandsaufnahme fur Netzwerkgeréate erstellen und Netzwerkgerate Uberwachen

+  Bestandsaufnahme und Uberwachung von FC-HBA-Geraten

+  Bestandsaufnahme und Uberwachung von SFP-Transceiver-Geréten

*  Telemetrie-Streaming

*  Serielle Datenerfassung

. Dynamische Konfiguration von virtuellen Adressen, Initiator- und Speicherziel-Einstellungen

Bestandsaufnahme fur Netzwerkgerate erstellen und
Netzwerkgerate uberwachen

Sie kdnnen den Zustand remote Uberwachen und die Bestandsaufnahme fur die Netzwerkgerate im Managed System anzuzeigen:
Fur jedes Gerat kdnnen Sie folgende Informationen zu den Schnittstellen und aktivierten Partitionen abrufen:

Link-Status

Eigenschaften

Einstellungen und Funktionen

Empfangs- und Ubertragungsstatistiken

iSCSI-, FCoE-Initiator- und Zielinformationen

@ ANMERKUNG: Im Falle eines integrierten NIC-Gerats wird die BIOS-Darstellung jedes LOM-Ports als einzelnes NIC-Gerét
betrachtet, sodass die FQDD-Zeichenfolge als Integrierte NIC 1 Port 1 Partition 1 und Integrierte NIC 2 Port 1 Partition
1angezeigt wird.
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Netzwerkgerate lber die Web-Schnittstelle iberwachen

Um die Netzwerkgerateinformationen Uber die Webschnittstelle anzuzeigen, gehen Sie zu System > Ubersicht > Netzwerkgerite. Die
Seite Netzwerkgerate wird angezeigt. Weitere Informationen zu den angezeigten Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

@ ANMERKUNG: Wake-on-LAN Die Porteigenschaft fur die Netzwerkgeréate in der iDRAC-GUI kann veraltete Daten enthalten, da
diese wahrend des CSIOR aktualisiert werden. Die korrekten Daten dieser Eigenschaft finden Sie in der RACADM-Ausgabe.

Netzwerkgerate iber RACADM liberwachen

Um Informationen Uber Netzwerkgerate anzuzeigen, verwenden Sie die Befehle hwinventory und nicstatistics.
Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

Zusétzliche Eigenschaften werden mdglicherweise angezeigt, wenn Sie RACADM oder WSMan neben den auf der iDRAC-Weboberfléache
angezeigten Eigenschaften verwenden.

Verbindungsanzeige

Das manuelle Uberpriifen und Troubleshooting der Netzwerkverbindungen der Server ist in einer Rechenzentrumsumgebung nicht zu
managen. iIDRAC optimiert den Job mit der iDRAC-Verbindungsansicht. Mit dieser Funktion kénnen Sie Netzwerkverbindungen von
derselben zentralen GUI aus tiberpriifen und Fehler beheben, die Sie fir die Bereitstellung, Aktualisierung, Uberwachung und Wartung der
Server verwenden. Die Verbindungsanzeige in iDRAC9 bietet Details zur physischen Zuordnung von Switch-Ports zu den Netzwerkports
des Servers und zu dedizierten iDRAC-(Integrated Dell Remote Access Controller-)Portverbindungen. Alle unterstitzten Netzwerkkarten
sind unabhangig von der Marke in der Verbindungsanzeige sichtbar.

Anstatt die Netzwerkverbindungen des Servers manuell zu Uberprifen und Fehler zu beheben, kénnen Sie Netzwerkkabelverbindungen
per Remote-Zugriff anzeigen und managen.

Die Verbindungsanzeige zeigt Informationen zu den Switch-Ports, die mit den Server-Ports verbunden sind, sowie zum dedizierten Port
von iDRAC. Die Server-Netzwerkports beinhalten jene auf PowerEdge LOM-, NDC-, Mezz-Karten, PCle-Add-In-Karten.

Um die Verbindungsanzeige fiir Netzwerkgerate anzuzeigen, navigieren Sie zu System > Ubersicht > Netzwerkgerit >
Verbindungsanzeige, um die Verbindungsanzeige zu sehen.

Sie kdnnen die Verbindungsansicht auch mit iDRAC-Einstellungen > Konnektivitdat > Netzwerk > Allgemeine Einstellungen >
Verbindungsansicht aktivieren oder deaktivieren.

Die Verbindungsanzeige kann mit dem RACADM-Befehl SwitchConnection View Uberprift und mit dem Befehl angezeigt werden.

Aktiviert Waéhlen Sie Aktiviert aus, um die Verbindungsanzeige zu aktivieren. Standardmaf3ig ist die Option Aktiviert
ausgewahlt.
Status Zeigt Aktiviert an, wenn Sie in der Verbindungsanzeige in den iDRAC-Einstellungen die Option

,Verbindungsanzeige“ aktivieren.

Switch-Verbindungs- Zeigt die LLDP-Gehause-ID des Switches an, Uber den der Gerate-Port verbunden ist.
ID

Switch- Zeigt die LLDP-Port-ID des Switch-Ports an, mit dem der Gerate-Port verbunden ist.
Portverbindungs-ID

@ ANMERKUNG: Die Switch-Verbindungs-ID und Switch-Portverbindungs-ID sind verflgbar, sobald die Verbindungsanzeige aktiviert
und die Verbindung hergestellt ist. Die zugeordnete Netzwerkkarte muss mit der Verbindungsanzeige kompatibel sein. Nur
Nutzerlnnen mit iDRAC-Konfigurationsberechtigung kénnen die Einstellungen fur die Verbindungsanzeige dndern.

Ab iDRAC9 4.00.00.00 und spateren Versionen unterstitzt iDRAC das Senden von Standard-LLDP-Paketen an externe Switches. Dies
bietet Optionen zum Erkennen von iDRACs im Netzwerk. iDRAC sendet zwei Arten von LLDP-Paketen an das ausgehende Netzwerk:

e Topology LLDP - Bei dieser Funktion durchlauft das LLDP-Paket alle untersttitzten NIC-Ports des Servers, so dass ein externer
Switch den Ursprungsserver, den NDC-Port[NIC FQDD], die IOM-Position im Gehause, das Service-Tag des Blade-Gehauses usw.
lokalisieren kann. Ab iDRAC9 4.00.00.00 und spéteren Versionen ist Topologie-LLDP als Option fur alle PowerEdge-Server verflgbar.
Die LLDP-Pakete enthalten Konnektivitatsinformationen zu Server-Netzwerkgerdten und werden von E/A-Modulen und externen
Switches zur Aktualisierung ihrer Konfiguration verwendet.

@|ANMERKUNG:
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o Die Topologie-LLDP muss aktiviert sein, damit die MX-Gehadusekonfiguration ordnungsgemaf3 funktioniert.
o Die Topologie-LLDP wird auf 1-GbE-Controllern nicht unterstttzt und wahlt 10-GbE-Controller (Intel X520, QLogic 578xx)
aus.

e Ermittlungs-LLDP - Bei dieser Funktion geht das LLDP-Paket nur durch den aktiven, verwendeten iDRAC-NIC-Port (dedizierte
NIC oder gemeinsam genutztes LOM), so dass ein benachbarter Switch den iDRAC-Verbindungsport im Switch lokalisieren kann.
Ermittlungs-LLDP ist nur fur den aktiven iDRAC-Netzwerkanschluss spezifisch und wird nicht in allen Netzwerkanschlissen des
Servers angezeigt. Ermittlungs-LLDP wird Gber einige Details des iDRAC wie IP-Adresse, MAC-Adresse, Service-Tag usw. verflgen,
so dass ein Switch automatisch angeschlossene iDRAC-Gerate und einige Daten von iDRAC erkennen kann.

@ ANMERKUNG: Wenn die virtuelle MAC-Adresse auf einem Port/einer Partition geldscht wird, dann ist die virtuelle MAC-Adresse
gleich der MAC-Adresse.

Zum Aktivieren oder Deaktivieren der Topologie-LLDP navigieren Sie zu iDRAC-Einstellungen > Konnektivitdt > Netzwerk >
Allgemeine Einstellungen > Topologie-LLDP, um die Topologie LLDP zu aktivieren oder zu deaktivieren. Standardmafig ist sie fir
MX-Server aktiviert und fur alle anderen Server deaktiviert.

Zum Aktivieren oder Deaktivieren der iDRAC Ermittlungs-LLDP navigieren Sie zu iDRAC-Einstellungen > Verbindung > Netzwerk >
Allgemeine Einstellungen > iDRAC Ermittlungs-LLDP. Standardméfig ist die Option Enable (Aktivieren) ausgewahit.

LLDP-Pakete, die von iDRAC stammen, kdnnen mit dem Befehl vom Switch aus eingesehen werden: show 11dp neighbors.

Aktualisieren der Verbindungsanzeige

Verwenden Sie Verbindungsanzeige aktualisieren, um aktuelle Informationen zur Switch-Verbindungs-ID und Switch-Portverbindungs-

ID einzusehen.

@ ANMERKUNG: Wenn iDRAC Uber Switch-Verbindungs- und Switch-Portverbindungsinformationen fir den Server-Netzwerkport
oder den iDRAC-Netzwerkport verfugt und die Switch-Verbindungs- und Switch-Portverbindungsinformationen aus irgendeinem
Grund fur 5 Minuten nicht aktualisiert werden, werden die Switch-Verbindungs- und Switch-Portverbindungsinformationen als
veraltete (zuletzt als funktionierend bekannte) Daten fUr alle Nutzeroberflachen angezeigt. In der Nutzeroberflache wird ein gelbes
Symbol angezeigt. Dies ist jedoch normal und stellt keine Warnung dar.

Maogliche Werte fur Verbindungsanzeige

Funktion deaktiviert  Die Verbindungsanzeige-Funktion ist deaktiviert. Um die Daten der Verbindungsanzeige anzuzeigen, aktivieren
Sie die Funktion.

Keine Verbindung Zeigt an, dass die dem Netzwerk-Controller-Port zugeordnete Verbindung unterbrochen ist.

Not Available LLDP ist auf dem Switch nicht aktiviert. Uberpriifen Sie, ob LLDP auf dem Switch-Port aktiviert ist.

Nicht unterstiitzt Netzwerkcontroller unterstiitzt die Verbindungsanzeige-Funktion nicht.

Veraltete Daten Die letzten als funktionierend bekannten Daten. Entweder ist die Verbindung mit dem Netzwerk-Controller-

Port unterbrochen oder das System ist ausgeschaltet. Verwenden Sie die Aktualisierungsoption, um die Details
der Verbindungsanzeige zu aktualisieren und die neuesten Daten zu erhalten.

Giiltige Daten Zeigt die gultige Switch-Verbindungs-ID und die Informationen zur Switch-Port-Verbindungs-ID an.

Netzwerk-Controller mit Verbindungsanzeige-Unterstitzung

Folgende Karten oder Controller unterstitzen die Verbindungsanzeige-Funktion.

57414 rNDC 25GE
57416/5720 rNDC 10GbE
57412/5720 rNDC 10GbE
57414 PCle FH/LP 25GE
57412 PCle FH/LP 10GbE
57416 PCle FH/LP 10GbE

Intel o X710 bNDC 10Gb

Broadcom
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X710 DP PCle 10Gb

X710 QP PCle 10Gb

X710 + 1350 rNDC 10Gb+1Gb
X710 rNDC 10Gb

X710 bNDC 10Gb

XL710 PCle 40Gb

XL710 OCP Mezz 10Gb

X710 PCle 10Gb

MT27710 rNDC 40Gb
MT27710 PCle 40Gb
MT27700 PCle 100Gb

QLogic e QL4162 PCle 10GE 2P
QL4112 PCle 10GE 2P
QL41262 PCle 25GE 2P

Mellanox

Bestandsaufnahme und Uberwachung von FC-HBA-
Geraten

Sie kdnnen den Zustand remote Uberwachen und die Bestandsaufnahme fur die Fibre Channel Hostbusadapter (FC HBA) im Managed
System anzeigen. Es werden Emulex- und QLogic-FC HBAs unterstutzt. Fur jeden FC HBA kénnen Sie die folgenden Informationen zu den
Ports abrufen:

FC-Speicherzielinformationen
NVMe-Speicherzielinformationen
Schnittstellen-Eigenschaften
Empfangs- und Ubertragungsstatistiken

@lANMERKUNG: Emulex FC8-HBAs werden nicht unterstutzt.

FC-HBA-Gerate mit der Webschnittstelle tiberwachen

Um die FC-HBA-Gerateinformationen auf der Weboberflache anzuzeigen, gehen Sie zu System > Ubersicht > Netzwerkgerite >
Fibre Channel. Weitere Informationen zu den angezeigten Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

Im Seitennamen werden auch die Steckplatznummer, die angibt, wo das FC-HBA-Gerét verflgbar ist, und der Typ des FC-HBA-Geréts
angezeigt.

Uberwachung von FC-HBA-Geriten unter Verwendung von RACADM

Um die FC-HBA-Gerateinformationen tber RACADM anzuzeigen, verwenden Sie den Befehl hwinventory.

Weitere Informationen finden Sie im Benutzerhandbuch fiir den Integrated Dell Remote Access Controller (RACADM CLI).

Bestandsaufnahme und Uberwachung von SFP-
Transceiver-Geraten

Sie kénnen den Zustand aus der Ferne Uberwachen und die Bestandsaufnahme fir mit dem System verbundene SFP-Transceiver-Geréte
anzeigen: Im Folgenden sind die unterstitzten Transceiver aufgefihrt:

SFP
SFP+
SFP28
SFP DD
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QSFP

QSFP+

QSFP28

QSFP DD

Base-T-Module

AOC- und DAC-Kabel

RJ-45 Base-T, verbunden mit Ethernet
Fiber Channel

|B-Adapter-Ports

Die nutzlichsten Transceiver-Informationen sind Seriennummer und Teilenummer vom Transceiver-EPROM. Diese ermdglichen die
Uberprifung der remote installierten Transceiver bei der Fehlerbehebung von Verbindungsproblemen. Fur jedes SFP-Transceiver-Gerat
kdnnen Sie die folgenden Informationen zu den Ports abrufen:

Herstellername
Teilenummer
Revision
Seriennummer
Geratekennung
Schnittstellentyp

SFP-Transceiver-Gerate mit der Webschnittstelle liberwachen

Um die SFP-Transceiver-Gerateinformationen tber die Webschnittstelle anzuzeigen, gehen Sie zu System > Ubersicht >
Netzwerkgerate und klicken Sie auf ein bestimmtes Gerat. Weitere Informationen zu den angezeigten Eigenschaften finden Sie in
der iDRAC-Online-Hilfe.

Im Seitennamen wird auch die Steckplatznummer angezeigt, die angibt, wo das FC-Transceiver-Gerat verflgbar ist, unter Port-
Statistiken.

Die Uberwachung von Daten flir SFP-Geréate ist nur fir aktive SFPs verfiigbar. Die folgenden Informationen werden angezeigt:

Sendeausgangsleistung
Eingangsruhestrom Sender
Eingangsleistung Empféanger
Positive Versorgungsspannung
Temperatur

SFP-Transceiver-Gerate unter Verwendung von RACADM
uberwachen

Um die SFP-Transceiver-Gerateinformationen unter Verwendung von RACADM anzuzeigen, verwenden Sie den Befehl
networktransceiverstatistics.

Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

Telemetrie-Streaming

Die Telemetrie ermoglicht es Nutzern, Geratekennzahlen, Ereignisse und Datenprotokolle zu sammeln und in Echtzeit von einem
PowerEdge-Server zu einer abonnierten externen Client- oder Serveranwendung zu streamen. Mithilfe von Telemetrie kann man den
Typ und die Haufigkeit von Berichten festlegen, die generiert werden muassen.

@ ANMERKUNG:
e Die Funktion wird auf allen Plattformen unterstiitzt und erfordert eine iDRAC Datacenter-Lizenz.
e Die Remote-Syslog-Option fur das Telemetriestreaming wurde in der Firmwareversion 7.00.00.00 und héher entfernt.

Die Telemetrie ist eine 1:n-Lésung zum Erfassen und Streamen von Live-Systemdaten von einem oder mehreren PowerEdge-Server(n)
(iDRAC) an einen zentralisierten Service flr die Uberwachung, Analyse und Warnmeldungsausgabe fir Remote-Server. Die Funktion
unterstitzt auch die On-Demand-Datenerhebung der Daten.
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Die Telemetriedaten beinhalten Kennzahlen/Bestande und Protokolle/Ereignisse. Die Daten kénnen vom iDRAC zu oder von Remote-
Consumern, wie z. B. Redfish-Client und Remote-Syslog-Server, gestreamt (ausgepusht) oder erfasst (abgerufen) werden. Die
Telemetriedaten werden auch dem iDRAC SupportAssist Data Collector nach Bedarf bereitgestellt. Die Datenerhebung und der Bericht
basieren auf vordefinierten Redfish-Metriken fur die Telemetrie, Ausléser- und Berichtdefinitionen. Die Einstellungen fur Telemetrie-
Streaming kénnen Uber die IDRAC-Weboberflache, RACADM, Redfish und das Serverkonfigurationsprofil (SCP) konfiguriert werden.

Um die Telemetrie zu aktivieren, gehen Sie zu Konfiguration > Systemeinstellungen > Telemetrie-Screening und wahlen Sie
Aktiviert aus der Liste Telemetriedaten-Stream aus. Das Datenstreaming erfolgt automatisch, bis die Telemetrie deaktiviert wird.

In der folgenden Tabelle sind die Metrikberichte aufgefuhrt, die mithilfe von Telemetrie erzeugt werden kénnen:

Tabelle 45. Metrikbericht

Typ Metrikgruppe |?estandsaufna Sensor Statistics Konfiguration Kennzahlen
me

|/O-Geréate NICs Nein Ja Ja Nein Nein
FC HBAs Nein Ja Ja Nein Nein

Servergerate CPUs Nein Ja Nein Nein Ja
Arbeitsspeicher Nein Ja Nein Nein Ja
Lufter Nein Ja Nein Nein Nein
Stromversorgung | Nein Nein Nein Nein Ja
seinheiten
Sensoren Nein Ja Nein Nein Nein

Umgebungsbedin | Temperatur Nein Ja Nein Nein Ja

gungen Leistung Nein Nein Ja Nein Ja
Leistung Nein Nein Ja Nein Nein

Accelerator GPUs Nein Nein Ja Nein Ja

Informationen zu den Feldbeschreibungen im Telemetrieabschnitt finden Sie in der iDRAC-Online-Hilfe.

@ ANMERKUNG:

e Wenn die SAS/SATA-RUickwandplatine mit dem integrierten SATA-Controller verbunden ist, wird erwartet, dass die
Ruckwandplatine moglicherweise nicht als Gehduse im System und mdglicherweise auch nicht im Hardwarebestand angezeigt
wird.

e StorageDiskSMARTDATA wird nur auf SSD-Festplatten mit SAS/SATA Bus-Protokoll und hinter dem BOSS-Controller
unterstutzt.

e StorageSensor-Daten werden nur fur die Laufwerke im Bereit/Online/nicht-RAID-Modus und nicht hinter dem BOSS-Controller
gemeldet.

o NVMeSMARTData wird nur fir SSD-Laufwerke (PCle-SSD/NVMe Express) mit PCle-Bus-Protokoll (nicht hinter SWRAID) und
hinter dem BOSS-N1-Controller unterstitzt.

e GPGPUStatistics-Daten sind nur in spezifischen GPGPU-Modellen verfiigbar, die ECC-Speicherkapazitat unterstitzen.

e PSUMetrics ist auf modularen Plattformen nicht verflgbar.

e Die Lufterstromversorgungs- und PCle-Strommetriken kdnnen fUr einige Plattformen als O angezeigt werden.

e Der CUPS-Bericht wurde in der Version 4.40.00.00 in SystemUsage umbenannt und wird auf Plattformen mit Intel und AMD
unterstutzt.

Telemetrie-Workflow:

1. Installieren Sie eine Datacenter-Lizenz, wenn diese nicht bereits installiert ist.

2. Konfigurieren Sie die globalen Telemetrie-Einstellungen, einschliellich der Aktivierung von Telemetrie- und Rsyslog-Server-
Netzwerkadresse und -Port mithilfe von RACADM, SCP oder iDRAC UI.

3. Konfigurieren Sie die folgenden Parameter fiir die Telemetrie-Bericht-Ubertragungsparameter im erforderlichen Gerétebericht oder
-protokoll unter Verwendung der RACADM- oder Redfish-Oberflache:

e EnableTelemetry
o Reportinterval
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4,
5.

e ReportTriggers

@ ANMERKUNG: Aktivieren Sie iDRAC-Warnmeldungen und -Ereignisse fur die spezifische Hardware, fur die Telemetrie-Berichte
bendtigt werden.

Redfish-Kundlnnen senden eine Abonnementanfrage an den Redfish EventService auf dem iDRAC.

Der iDRAC erzeugt und Ubertrégt die Kennzahlenbericht- oder Protokoll- und Ereignisdaten an den abonnierten Client, wenn die
vordefinierten Ausldserbedingungen erflllt sind.

Funktionseinschrankungen:

1.

2,
3.

Aus Sicherheitsgrinden unterstitzt der iDRAC nur die HTTPS-basierte Kommunikation mit dem Client.
Aus Grunden der Stabilitdt unterstitzt der iDRAC bis zu acht Abonnements.

Das Léschen von Abonnements ist nur Gber die Redfish-Schnittstelle méglich, das gilt auch fur die manuelle Léschung durch den
Administrator.

Verhalten der Telemetrie-Funktion:

Der iDRAC erzeugt und Ubermittelt (HTTP POST) die Metrikbericht- oder Protokoll- und Ereignisdaten an alle abonnierten Clients auf
dem im Abonnement angegebenen Ziel, wenn die vordefinierten Ausléserbedingungen erflllt sind. Die Clients erhalten neue Daten nur
nach erfolgreicher Abonnementerstellung.

Die Metrikdaten enthalten den Zeitstempel im ISO-Format mit UTC-Zeit (endet mit Z) zum Zeitpunkt der Datenerhebung von der
Quelle.

Clients kénnen ein Abonnement beenden, indem Sie Uber die Redfish-Schnittstelle eine HTTP-L6schmeldung an die URI der
Abonnementressource senden.

Wenn das Abonnement entweder vom iDRAC oder vom Client geldscht wird, sendet der iDRAC keine Berichte (HTTP POST). Wenn
die Anzahl der Lieferfehler vordefinierte Schwellenwerte Uberschreitet, kann der iDRAC ein Abonnement I6schen.

Wenn ein Nutzer Uber Administratorberechtigungen verfugt, kann er die Abonnements I6schen, jedoch nur Uber die Redfish-
Schnittstelle.

Der Client wird Uber die Beendigung eines Abonnements vom iDRAC benachrichtigt, indem das Ereignis ,,Abonnement beendet” als
letzte Nachricht gesendet wird.

Abonnements sind persistent und kdnnen auch nach dem Neustart des iDRAC aktiv bleiben. Sie kdnnen die Abonnements jedoch
I6schen, indem Sie die Vorgédnge racadm systemerase idrac oder racresetcfqg ausflhren.

Auf Nutzeroberflachen wie RACADM, Redfish, SCP und iDRAC wird der aktuelle Status der Client-Abonnements angezeigt.

Die Bereitschaft des TelemetryService kann mithilfe eines neuen Attributs TelemetryServiceStatus Uberprift werden, das unter
dem GetRemoteServiceAPIStatus-API-Aufruf hinzugeflgt wurde. Dieses Attribut wird der vorhandenen Liste mit LTStatus,
RTStatus, ServerStatus und Status hinzugefugt.

Metrische Berichtsdefinition

Eine Metrikberichtsdefinition bietet eine Mdglichkeit, die Metriken zu definieren, die in einem Telemetriebericht enthalten sein mussen, und
wie der Bericht erzeugt und gestreamt werden muss.

Das iDRAC-Telemetrie-Streaming bietet Metriken, die Daten zum Serverstatus ohne Leistungsbeeintrachtigung des Hauptservers
bereitstellen kdnnen. Diese Metriken umfassen verschiedene Systemparameter wie CPU-Auslastung, Speicherauslastung,
Stromverbrauch, Temperaturmesswerte, LUftergeschwindigkeit und mehr.

Importieren und Bearbeiten der Metrikberichtsdefinition

Wenn Sie eine Metrikberichtsdefinition an Ihre spezifischen Anforderungen anpassen méchten, importieren Sie die Metrikberichtsdefinition
und bearbeiten Sie die Eigenschaften.

1.

2.
3.
4

Navigieren Sie zu Konfiguration > Systemeinstellungen > Telemetriekonfiguration > Metrikberichtsdefinition.
Wahlen Sie den Standorttyp aus.
Klicken Sie auf Datei auswahlen und wahlen Sie eine Datei aus.

Klicken Sie auf Importieren.
Die Datei mit dem Metrikbericht wird importiert. Der Bericht wird in der Liste Telemetrieberichte angezeigt.

Wenn Sie einen bestimmten Metrikbericht bearbeiten mochten, klicken Sie fir diesen bestimmten Bericht auf Aktionen >
Berichtseigenschaften bearbeiten.
Das Dialogfeld Berichtseinstellungen wird angezeigt.

Andern Sie die Berichtseinstellungen und klicken Sie auf Speichern.
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Metrikberichtsdefinition exportieren

Exportieren Sie die Definition des Metrikberichts, wenn Sie die Performance von Servern vergleichen oder den Metrikbericht als Vorlage
fur andere Server verwenden mochten.

1. Navigieren Sie zu Konfiguration > Systemeinstellungen > Telemetriekonfiguration > Metrikberichtsdefinition.
2. Waéhlen Sie den Standorttyp aus.

3. Wahlen Sie die Metrikberichtsdefinition aus.

4

Klicken Sie auf Speichern.
Die Metrikberichtsdatei wird gespeichert.

Ausloser

Telemetrieausloser definieren eine Reihe von Bedingungen. Basierend auf diesen Bedingungen werden die zugehdrigen Metrikberichte
erzeugt und gestreamt. Die Bedingungen kdnnen ein Systemereignis oder eine nutzerdefinierte Bedingung umfassen, z. B. wenn ein
Metrikwert einen Schwellenwert Uberschreitet oder einen konkreten Wert erreicht.

Trigger kénnen so konfiguriert werden, dass sie eine Vielzahl von Bedingungen tiberwachen, z. B. Hardwarefehler, Anderungen
in der Systemleistung oder andere wichtige Ereignisse. iIDRAC sendet den zugehorigen Metrikbericht mit einer der konfigurierten
Streamingmethoden. Bei diesen Methoden handelt es sich um vom Server gesendete Ereignisse (SSE) oder ,,Post to Subscription®.

Importtrigger

Wenn Sie einen Trigger an lhre spezifischen Anforderungen anpassen méchten, importieren Sie ihn.

1. Navigieren Sie zu Konfiguration > Systemeinstellungen > Telemetriekonfiguration > Trigger
2. Wahlen Sie den Standorttyp aus.

3. Kilicken Sie auf Datei auswahlen und wahlen Sie eine Datei aus.

4

Klicken Sie auf Importieren.
Die Triggerdatei wird importiert. Die Trigger werden in der Liste Trigger angezeigt.

Trigger exportieren

Exportieren Sie Trigger, wenn Sie die Trigger von Servern vergleichen oder als Vorlage fur andere Server verwenden méchten.
1. Navigieren Sie zu Konfiguration > Systemeinstellungen > Telemetriekonfiguration > Trigger.

2. Wahlen Sie den Standorttyp aus.

3. Wahlen Sie den Trigger aus der Liste Dateiname aus.

4

Klicken Sie auf Exportieren.
Die Triggerdatei wird in der Liste Trigger angezeigt.

Serielle Datenerfassung

Der iDRAC ermdglicht die serielle Erfassung der Konsolenumleitung zum spéteren Abrufen mithilfe der Funktion zur seriellen
Datenerfassung. Fur diese Funktion wird eine iDRAC Datacenter-Lizenz benétigt.

Der Zweck der Funktion der seriellen Datenerfassung besteht darin, die seriellen Daten des Systems zu erfassen und zu speichern, damit
die Kunden sie spéater zu Debugging-Zwecken abrufen kénnen.

Sie kdnnen eine serielle Datenerhebung mit den Schnittstellen RACADM, Redfish und iDRAC aktivieren oder deaktivieren. Wenn dieses
Attribut aktiviert ist, erfasst der iDRAC den seriellen Datenverkehr, der auf den seriellem Host-Gerat2 empfangen wird, unabhangig von
den Einstellungen des seriellen MUX-Modus.

Um die serielle Datenerhebung mit der iDRAC-UI zu aktivieren bzw. zu deaktivieren, gehen Sie zur Seite ,Wartung > Diagnose > Serielle
Datenprotokolle” und aktivieren Sie das Kontrollkéstchen, um die Funktion zu aktivieren oder zu deaktivieren.

@ ANMERKUNG:
e Dieses Attribut wird bei einem iDRAC-Neustart nicht zurlickgesetzt.

e Durch Zurlcksetzen der Firmware auf die Standardeinstellung wird diese Funktion deaktiviert.

234 Durchfiihren einer Bestandsaufnahme, Uberwachung und Konfiguration von Netzwerkgeriten



e Solange die serielle Datenerhebung aktiviert ist, werden dem Puffer immer aktuelle Daten angehangt. Wenn der/die NutzerIn die
serielle Erfassung deaktiviert und erneut aktiviert, beginnt der iDRAC den Anhangevorgang ab dem letzten Update.

Die serielle Datenerhebung des Systems beginnt, wenn der/die Nutzerin das Kennzeichen fr die serielle Datenerhebung von einer
beliebigen Schnittstelle aktiviert. Wenn die serielle Datenerfassung aktiviert ist, nachdem das System gestartet wurde, missen Sie das
System neu starten, sodass das BIOS die neue Einstellung sehen kann (Konsolenumleitung auf Anfrage von iDRAC aktiviert), um die
seriellen Daten zu erhalten. Der iDRAC startet die Datenerhebung kontinuierlich und speichert sie in dem gemeinsam genutzten Storage
mit einer Begrenzung von 512 KB. Dieser Puffer ist zirkular.

@ ANMERKUNG:
e Um diese Funktion zu nutzen, muss man Uber die Berechtigung zur Anmeldung und Systemsteuerung verfugen.

e Fir diese Funktion wird eine iDRAC Datacenter-Lizenz bendtigt.

Dynamische Konfiguration von virtuellen Adressen,
Initiator- und Speicherziel-Einstellungen

Sie kénnen die Einstellungen fur die virtuelle Adresse, den Initiator und das Storage-Ziel dynamisch anzeigen und konfigurieren sowie

eine Persistenzrichtlinie anwenden. Dies erméglicht es der Anwendung, die Einstellungen basierend auf Anderungen des Energiestatus

(d. h. Neustart des Betriebssystems, Warmstart, Kaltstart oder Ein-/Ausschalten) sowie basierend auf der Persistenzrichtlinieneinstellung
fr diesen Energiestatus anzuwenden. Dies bietet mehr Flexibilitat fur Bereitstellungen, die eine schnelle Neukonfiguration von System-
Workloads auf einem anderen System erfordern.

Die virtuellen Adressen sind:

Virtuelle MAC-Adresse

Virtuelle iSCSI MAC-Adresse

Virtuelle FIP-MAC-Adresse

Virtuelle WWN

Virtuelle WWPN

ANMERKUNG: Wenn Sie die Richtlinie fir die Persistenz I6schen, werden alle virtuellen Adressen auf die werkseitig eingestellte
permanente Adresse zurtickgesetzt.

®

ANMERKUNG: Bei einigen Karten mit virtuellen FIP-, virtuellen WWN- und virtuellen WWPN-MAC-Attributen werden die virtuellen
WWN- und virtuellen WWPN-MAC-Attribute beim Konfigurieren der virtuellen FIP automatisch konfiguriert.

Durch die Verwendung der E/A-Identitatsfunktion kdnnen Sie:

e die virtuellen Adressen fiir Netzwerk- und Fibre Channel-Ger&te (zum Beispiel NIC, CNA, FC HBA) anzeigen und konfigurieren.

e den Initiator (fur iISCSI und FCoE) und die Storage-Zieleinstellungen (fur iISCSI, FCoE und FC) konfigurieren.

e die Bestandigkeit oder das Loéschen der konfigurierten Werte zu einem Stromausfall oder zu warmen oder kalten
Systemriicksetzungen festlegen.

Die Werte fUr die virtuellen Adressen sowie den Initiator und die Storage-Ziele &ndern sich moglicherweise je nachdem, wie die
Hauptstromversorgung beim System-Reset erfolgt und ob das NIC-, CNA- oder FC-HBA-Gerat mit Hilfsstrom versorgt wird. Die
Persistenz der E/A-Identitatseinstellungen kann basierend auf der Uber den iDRAC festgelegten Richtlinieneinstellung erreicht werden.

Nur wenn die E/A-Identitatsfunktion aktiviert ist, werden die Persistenzrichtlinien wirksam. Jedes Mal, wenn das System zurlickgesetzt
oder eingeschaltet wird, werden die Werte basierend auf den Richtlinieneinstellungen beibehalten oder geldscht.

@ ANMERKUNG: Nachdem die Werte geléscht wurden, kdnnen sie erst wieder angewendet werden, nachdem der Konfigurationsjob
ausgefthrt wurde.

Unterstutzte Karten fur die E/A-ldentitatsoptimierung

Die folgende Tabelle zeigt die Karten, die die E/A-Identitatsoptimierungsfunktion unterstitzen.

Tabelle 46. Unterstiitzte Karten fiir die E/A-ldentitatsoptimierung

Hersteller Typ

Broadcom e 5719 Mezz 1GB
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Tabelle 46. Unterstiitzte Karten fiir die E/A-ldentitatsoptimierung (fortgesetzt)

Hersteller

Typ

5720 PCle 1GB
5720 bNDC 1GB
5720 rNDC 1GB
57414 PCle 25GbE

Intel

i350 DP FH PCle 1GB

i350 QP PCle 1GB

i350 QP rNDC 1GB

i350 Mezz 1GB

i350 bNDC 1GB

x520 PCle 10GB

x520 bNDC 10GB

x520 Mezz 10GB

x520 +i350 rNDC 10GB+1GB
X710 bNDC 10GB

X710 QP bNDC 10GB

X710 PCle 10 GB

X710 + 1350 rNDC 10GB+1GB
X710 rNDC 10GB

XL710 QSFP DP LP PCle 40GE
XL710 QSFP DP FH PCle 40GE
X550 DP BT PCle 2 x 10 Gb
X550 DP BT LP PCle 2 x 10 Gb
XXV710 Fab A/B Mezz 25 Gb (fiir MX-Plattformen)

Mellanox

ConnectX-3 Pro 10G Mezz 10GB

ConnectX-4 LX 25GE SFP DP rNDC 25GB

ConnectX-4 LX 25GE DP FH PCle 25GB

ConnectX-4 LX 25GE DP LP PCle 25GB

ConnectX-4 LX Fab A/B Mezz 25GB (fiir MX-Plattformen)

QLogic

57810 PCle 10GB

57810 bNDC 10GB

57810 Mezz 10GB

57800 rNDC 10GB+1GB

57840 rNDC 10GB

57840 bNDC 10GB

QME2662 Mezz FC16

QLE 2692 SP FC16 Gen 6 HBA FH PCle FC16

SP FC16 Gen 6 HBA LP PCle FC16

QLE 2690 DP FC16 Gen 6 HBA FH PCle FC16

DP FC16 Gen 6 HBA LP PCle FC16

QLE 2742 DP FC32 Gen 6 HBA FH PCle FC32

DP FC32 Gen 6 HBA LP PCle FC32

QLE2740 PCle FC32

QME2692-DEL Fab C Mezz FC16 (fiir MX-Plattformen)
QME2742-DEL Fab C Mezz FC32 (fur MX-Plattformen)
QL41262HMKR-DE Fab A/B Mezz 25 Gb (fir MX-Plattformen)
QL41232HMKR-DE Fab A/B Mezz 25 Gb (fur MX-Plattformen)
QLogic 1x32Gb QLE2770 FC HBA

QLogic 2x32Gb QLE2772 FC HBA

Emulex

LPe15002B-M8 (FH) PCle FC8
LPe15002B-M8 (LP) PCle FC8
LPe15000B-M8 (FH) PCle FC8
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Tabelle 46. Unterstiitzte Karten fiir die E/A-ldentitatsoptimierung (fortgesetzt)

Hersteller

Typ

LPe15000B-M8 (LP) PCle FC8
LPe31000-M6-SP PCle FC16
LPe31002-M6-D DP PCle FC16
LPe32000-M2-D SP PCle FC32
LPe32002-M2-D DP PCle FC32

LPe35002-M2 FC32 2-Port
LPe35000-M2 FC32 1-Port

LPe31002-D Fab C Mezz FC16 (fiir MX-Plattformen)
LPe32002-D Fab C Mezz FC32 (fur MX-Plattformen)

Unterstitzte NIC-Firmwareversionen fiir die E/A-
Identitatsoptimierung

In der 14. Generation der Dell PowerEdge-Server ist die erforderliche NIC-Firmware standardmafig verflgbar.

Die folgende Tabelle zeigt die NIC-Firmware-Versionen, die die E/A-Identitdtsoptimierungsfunktion unterstitzen.

Virtuelle oder Remote-zugewiesene Adresse und

Persistenzrichtlinien-Verhalten, wenn iDRAC auf Remote-
zugewiesenen Address-Modus oder Konsolenmodus eingestellt ist

Die folgende Tabelle beschreibt die VAM-Konfiguration (Virtual Address Management) und das Verhalten der Persistenzrichtlinie sowie die
Abhéngigkeiten.

Tabelle 47. Virtuelle/Remote-zugewiesene Adresse und Verhalten der Persistenzrichtlinie

Status In iDRAC Funktionsstatus SCP Bestandigkeitsrich | Persistenzrichtlini
der Remote- festgelegter der E/A-Identitat tlinie e léschen -
zugewiesenen Modus in iDRAC Virtuelle Adresse
Adressfunktion in
OME Modular
Remote- RemoteAssignedAdd | Aktiviert Virtuelle Konfigurierte VAM Auf Remote-
zugewiesene ress-Modus Adressverwaltung besteht weiterhin zugewiesene
Adresse aktiviert (VAM) ist Adresse eingestellt

konfiguriert.
Remote- RemoteAssignedAdd | Aktiviert VAM nicht Auf Remote- Keine Persistenz
zugewiesene ress-Modus konfiguriert zugewiesene — Hat Remote-
Adresse aktiviert Adresse eingestellt | zugewiesene

Adresse

Remote- RemoteAssignedAdd | Deaktiviert Mit dem in Einstellung Keine Persistenz
zugewiesene ress-Modus Lifecycle Controller | auf Remote- — Hat Remote-
Adresse aktiviert angegebenen Pfad zugewiesene zugewiesene

konfiguriert Adresse fur diesen Adresse

Zyklus

Remote- RemoteAssignedAdd | Deaktiviert VAM nicht Auf Remote- Auf Remote-
zugewiesene ress-Modus konfiguriert zugewiesene zugewiesene
Adresse aktiviert Adresse eingestellt | Adresse eingestellt
Remote- RemoteAssignedAdd | Aktiviert VAM konfiguriert Konfigurierte VAM Nur Persistenz —
zugewiesene ress-Modus besteht weiterhin Léschen ist nicht
Adresse deaktiviert maoglich
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Tabelle 47. Virtuelle/Remote-zugewiesene Adresse und Verhalten der Persistenzrichtlinie (fortgesetzt)

Adresse aktiviert

Status In iDRAC Funktionsstatus SCP Bestandigkeitsrich | Persistenzrichtlini
der Remote- festgelegter der E/A-ldentitat tlinie e léschen -
zugewiesenen Modus in iDRAC Virtuelle Adresse
Adressfunktion in
OME Modular
Remote- RemoteAssignedAdd | Aktiviert VAM nicht Auf Hardware-MAC- | Persistenz wird
zugewiesene ress-Modus konfiguriert Adresse eingestellt | nicht unterstitzt.
Adresse deaktiviert Abhéngig vom
Kartenverhalten
Remote- RemoteAssignedAdd | Deaktiviert Mit dem in Lifecycle Controller- | Persistenz wird
zugewiesene ress-Modus Lifecycle Controller | Konfiguration nicht unterstutzt.
Adresse deaktiviert angegebenen Pfad besteht flr diesen Abhéngig vom
konfiguriert Zyklus weiterhin Kartenverhalten
Remote- RemoteAssignedAdd | Deaktiviert VAM nicht Auf Hardware-MAC- | Auf Hardware-MAC-
zugewiesene ress-Modus konfiguriert Adresse eingestellt Adresse eingestellt
Adresse deaktiviert
Remote- Konsolenmodus Aktiviert VAM konfiguriert Konfigurierte VAM Bestéandigkeit und
zugewiesene besteht weiterhin Léschen muss
Adresse aktiviert funktionieren
Remote- Konsolenmodus Aktiviert VAM nicht Auf Hardware-MAC- | Auf Hardware-MAC-
zugewiesene konfiguriert Adresse eingestellt Adresse eingestellt
Adresse aktiviert
Remote- Konsolenmodus Deaktiviert Mit dem in Lifecycle Controller- | Persistenz wird
zugewiesene Lifecycle Controller | Konfiguration nicht unterstitzt.
Adresse aktiviert angegebenen Pfad besteht fur diesen Abhangig vom
konfiguriert Zyklus weiterhin Kartenverhalten
Remote- Konsolenmodus Aktiviert VAM konfiguriert Konfigurierte VAM Bestéandigkeit und
zugewiesene besteht weiterhin Léschen muss
Adresse deaktiviert funktionieren
Remote- Konsolenmodus Aktiviert VAM nicht Auf Hardware-MAC- | Auf Hardware-MAC-
zugewiesene konfiguriert Adresse eingestellt | Adresse eingestellt
Adresse deaktiviert
Remote- Konsolenmodus Deaktiviert Mit dem in Lifecycle Controller- | Persistenz wird
zugewiesene Lifecycle Controller | Konfiguration nicht unterstttzt.
Adresse deaktiviert angegebenen Pfad besteht fur diesen Abhangig vom
konfiguriert Zyklus weiterhin Kartenverhalten
Remote- Konsolenmodus Deaktiviert VAM nicht Auf Hardware-MAC- | Auf Hardware-MAC-
zugewiesene konfiguriert Adresse eingestellt Adresse eingestellt

@ ANMERKUNG:

e Die Teileaustauschkonfiguration flr partitionsfahige Karten funktioniert einwandfrei, wenn VirtualizationMode (das Attribut zum
Aktivieren der Anzahl von Partitionen) mit der ausgetauschten Karte und der im Server vorhandenen NIC-Karte identisch ist.
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e Die Teileaustauschkonfiguration wird nicht ausgelost, wenn der VirtualizationMode (Anzahl der Partitionen) der ersetzten Karte
nicht mit der im Server vorhandenen NIC-Karte Ubereinstimmt.

e |m Fenster , Teileaustausch” vor CSIOR stellt der Lifecycle Controller die NIC-Konfiguration wieder her. Dies beinhaltet einen
Kaltstart gefolgt von einem Warmstart. Nach beiden Neustarts verflgt die NIC Uber dieselbe Firmware; diese wird wahrend des
Wiederherstellungsvorgangs installiert.

e Die Persistenzrichtlinie gilt fur jeden Neustart basierend auf der Policy. Beim Kaltstart werden virtuelle Identitaten nicht
angewendet, da die Firmware-Version nicht Ubereinstimmt und Persistenzdaten geldscht werden.

e Die Persistenz-Policy-Funktion pruft die PCI-IDs und die Firmwareversion der aktuellen und vorherigen NIC desselben Anbieters,
der ersetzt wird. Falls diese Felder nicht Gbereinstimmen, werden virtuelle Identitaten nicht angewendet und Persistenzdaten
(virtuelle Identitaten) werden ebenfalls von iDRAC geldscht.




e FUr den Austausch von Teilen muss der Anbieter die gleichen PCI-IDs und die gleiche Firmwareversion beibehalten oder Sie

mussen eine VAM-Job-/Vorlagenbereitstellung durchfihren.

Systemverhalten fir FlexAddress und E/A-ldentitat

Tabelle 48. System-Verhalten fiir FlexAddress und E/A-Identitat

Verfiigbarkeit von

Neustartzyklus-

FlexAddress- Funktionsstatus VA-
. o Remote-Agent-VA . VA-
Typ Funktionsstatus der E/A-ldentitat o Programmierungs .
A Pl fiir den Neustart- Persistenzverhalte
im CMC in iDRAC Zyklus quelle n
Server mit Aktiviert Deaktiviert - FlexAddress von Gemaf3 FlexAddress-
FA-aquivalenter CMC Spezifikation
Persistenz
-, Aktiviert oder Aktiviert Ja — Neu oder Virtuelle Adresse des | Gemaf3 FlexAddress-
Deaktiviert Bestandig Remote-Agenten Spezifikation
Nein Virtuelle Adresse
geldscht
Deaktiviert Deaktiviert - - -
Server mit Aktiviert Deaktiviert - FlexAddress von Gemaf3 FlexAddress-
Richtlinienfunktion CMC Spezifikation
far VAM-Persistenz — — - -
Aktiviert Aktiviert Ja — Neu oder Virtuelle Adresse des | Gemaf3
Bestéandig Remote-Agenten Remote-Agenten-
Richtlinieneinstellung
Nein FlexAddress von Gemaf3 FlexAddress-
CMC Spezifikation
Deaktiviert Aktiviert Ja — Neu oder Virtuelle Adresse des | Gemaf3
Bestandig Remote-Agenten Remote-Agenten-
Richtlinieneinstellung
Nein Virtuelle Adresse
geldscht
Deaktiviert Deaktiviert - - -

Aktivieren oder Deaktivieren der E/A-ldentitatsoptimierung

Normalerweise werden die Ger&te nach dem Systemstart konfiguriert und nach einem Neustart initialisiert. Sie kénnen flr einen
optimierten Start die Funktion zur E/A-Identitdtsoptimierung aktivieren. Wenn sie aktiviert ist, werden zwischen dem Zurticksetzen und
dem Initialisieren des Geréts die virtuelle Adresse, der Initiator und die Speicherzielattribute eingestellt. Auf diese Weise wird ein zweiter
BIOS-Neustart umgangen. Die Device-Konfiguration und der Startvorgang finden im Rahmen eines einzigen Systemstarts statt, wodurch
die Startzeitleistung optimiert wird.

Stellen Sie vor dem Aktivieren der E/A-Identitatsoptimierung Folgendes sicher:

e Sie verflgen Uber Anmelde-, Konfigurations- und Systemsteuerungsberechtigungen.
e BIOS, iDRAC und Netzwerk-Karten sind auf die neueste Firmware aktualisiert.

Nach dem Aktivieren der E/A-Identitétsoptimierungsfunktion exportieren Sie die XML-Konfigurationsprofil-Datei aus dem iDRAC, &ndern
Sie die erforderlichen E/A-Identitatsattribute in der SCP-Datei und importieren Sie die Datei zuriick in den iDRAC.

@ ANMERKUNG: E/A-Identitatsattribute sollten nur mithilfe von SCP festgelegt werden, damit sie Uber Neustarts hinweg bestehen

bleiben. Werden andere Methoden verwendet, um sie festzulegen, bleiben die Attribute nicht bestehen.

Eine Liste der E/A-Identitétsoptimierungsattribute, die Sie in der SCP-Datei &ndern kénnen, finden Sie im Dokument NIC-Profil auf Dell

Supportseite.

@ ANMERKUNG: Andern Sie keine Attribute auBerhalb der E/A-Identitétsoptimierung.

Durchfiihren einer Bestandsaufnahme, Uberwachung und Konfiguration von Netzwerkgeriten

239


https://www.dell.com/support

Aktivieren oder Deaktivieren der E/A-Ildentitatsoptimierung uber die
Weboberflache

So aktivieren oder deaktivieren Sie die E/A-Identitdtsoptimierung:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > E/A-
Identitatsoptimierung.
Die Seite E/A-Identitatsoptimierung wird angezeigt.

2. Kilicken Sie auf die Registerkarte E/A-ldentitatsoptimierung und wahlen Sie die Option Aktivieren aus, um diese Funktion zu
aktivieren. Wahlen Sie die Option zum Deaktivieren der Funktion ab.

3. Klicken Sie auf Anwenden, um die Einstellung zu Gbernehmen.

Aktivieren oder Deaktivieren der I/0-ldentitatsoptimierung liber RACADM

Verwenden Sie zum Aktivieren der |/O-ldentitdtsoptimierung den folgenden Befehl:
racadm set idrac.ioidopt.IOIDOptEnable Enabled

Nach Aktivierung dieser Funktion mussen Sie das System neu starten, damit die Einstellungen wirksam werden.

Verwenden Sie zum Deaktivieren der |/O-Identitdtsoptimierung den folgenden Befehl:
racadm set idrac.ioidopt.IOIDOptEnable Disabled
Verwenden Sie zum Anzeigen der Einstellungen fir die |/O-ldentitatsoptimierung den folgenden Befehl:

racadm get i1iDRAC.IOIDOpt

SSD-Verschleif3-Schwellenwerte

iDRAC bietet Ihnen die Mdglichkeit, Schwellenwerte fiir die verbleibende eingestufte Schreibbesténdigkeit fur alle SSDs und fir die
verfligbare Reserve von NVMe-PCle-SSDs zu konfigurieren.

Wenn die Werte fUr die verbleibende eingestufte SSD-Schreibdauer und die verfiigbaren NVMe PCle SSD-Reservewerte niedriger als
der Schwellenwert sind, protokolliert iDRAC dieses Ereignis im LC-Protokoll und je nach Auswahl des Warnungstyps fihrt iDRAC auch
E-Mail-Warnungen, SNMP-Traps, IPMI-Warnungen, Protokollierung in Remote Syslog, WS-Ereignisse und Betriebssystemprotokolle aus.

iDRAC warnt den Nutzer, wenn die verbleibende eingestufte SSD-Schreibbesténdigkeit unter den festgelegten Schwellenwert fallt,
sodass der Systemadministrator eine Sicherungskopie der SSD erstellen oder sie ersetzen kann.

Nur bei NVMe PCle SSDs zeigt iDRAC Available Spare an und bietet einen Schwellenwert fur die Warnung. Available Spare ist nicht
verflgbar fur SSDs, die hinter PERC und HBA angeschlossen sind. Die fahige Geschwindigkeit ist nicht fir Laufwerke (SAS, SATA)
verflgbar, die hinter HBA465e-Controllern angeschlossen sind.

Konfigurieren von SSD-Verschleif3schwellenwert-Warnfunktionen lber die
Web-Schnittstelle

So konfigurieren Sie den Remaining Rated Write Endurance und Available Spare Alarm-Schwellenwert Uber die Web-Schnittstelle:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > SSD-
Verschleif3-Schwellenwerte.
Die Seite SSD-Verschleif3-Schwellenwerte wird angezeigt.

2. Remaining Rated Write Endurance — Sie kdnnen den Wert zwischen 1-99 % einstellen. Der Standardwert ist 10 %.
Der Warntyp fur diese Funktion ist SSD Wear Write Endurance und der Sicherheitswarntyp ist Warnung als Folge eines
Schwellenereignisses.

3. Available Spare Alert Threshold — Sie kdnnen den Wert zwischen 1-99 % einstellen. Der Standardwert ist 10 %.
Der Warntyp fur diese Funktion ist SSD Wear Available Spare und der Sicherheitswarntyp ist Warnung als Folge eines
Schwellenereignisses.
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SSD-Verschleif3schwellen-Alarmfunktionen mit RACADM konfigurieren

Um die verbleibende Nenn-Schreibdauer zu konfigurieren, verwenden Sie den Befehl:
racadm set System.Storage.RemainingRatedWriteEnduranceAlertThreshold n

, wobei n= 1 bis 99 %.

Um die verflgbare Reserveschwelle flr den Alarm zu konfigurieren, verwenden Sie den Befehl:
racadm System.Storage.AvailableSpareAlertThreshold n

, wobei n= 1 bis 99 %.

Konfigurieren der Einstellungen fiir die Bestandigkeitsrichtlinie

Mithilfe der E/A-Identitat kdnnen Sie Richtlinien zum Verhalten fur System Reset sowie Aus- und Wiedereinschalten festlegen,

die die Persistenz oder Freigabe der Einstellungen fiir virtuelle Adresse, Initiator und Speicherziel bestimmen. Jedes einzelne
Persistenzrichtlinienattribut gilt fur alle Ports und Partitionen aller zutreffenden Gerate im System. Das Gerateverhalten flr auxiliar-
betriebene Gerate unterscheidet sich von demjenigen fur nicht-auxiliér-betriebene Geréte:

@ ANMERKUNG: Die Funktion Persistenzrichtlinie kann moglicherweise nicht ausgefihrt werden, wenn sie auf die
Standardeinstellung festgelegt ist und wenn das Attribut VirtualAddressManagement im iDRAC auf den Modus FlexAddress
(nicht fur MX-Plattformen) oder RemoteAssignedAddress (fur MX-Plattformen) festgelegt ist und die Funktion FlexAddress oder
Remote-Assigned Address in CMC (nicht fur MX-Plattformen) oder OME Modular (fur MX-Plattformen) deaktiviert ist. Stellen Sie
daher sicher, dass Sie das Attribut VirtualAddressManagement im iDRAC auf den Modus Konsole festlegen oder die Funktion
FlexAddress oder Remote-Assigned Address in CMC oder OME Modular aktivieren.

Sie kénnen die folgenden Bestandigkeitsrichtlinien konfigurieren:

Virtuelle Adresse: Auxilidr-betriebene Gerate
Virtuelle Adresse: Nicht-auxilidr-betriebene Gerate
Initiator

Speicherziel

Stellen Sie vor dem Anwenden der Bestandigkeitsrichtlinie sicher, dass:

e Sie mindestens einmal eine Bestandsaufnahme der Netzwerk-Hardware erstellen, also die Option fur die System-Bestandsaufnahme
beim Neustart (CSIOR) aktiviert ist.

e Sie die E/A-ldentitatsoptimierung aktivieren.
Ereignisse im Lifecycle Controller-Protokoll protokolliert werden, wenn Folgendes zutrifft:

Die E/A-Identitatsoptimierung ist aktiviert oder deaktiviert.
Die Bestandigkeitsrichtlinie wurde geédndert.

e Virtuelle Adresse, Initiator- und Ziel-Werte werden basierend auf der Richtlinie eingestellt. Ein einzelner Protokolleintrag wird fir die
konfigurierten Gerate und die Werte protokolliert, die fur diese Gerate eingestellt werden, wenn die Richtlinie angewendet wird.

Ereignismaf3nahmen werden fur SNMP-, E-Mail- oder WS-Ereignisbenachrichtigungen aktiviert. Protokolle sind ebenfalls in den Remote-
Syslogs enthalten.

Standardwerte fur die Bestandigkeitsrichtlinie

Tabelle 49. Standardwerte fiir die Bestandigkeitsrichtlinie

Bestandigkeitsrichtlinie Stromausfall Hardwarestart Softwareneustart

Virtuelle Adresse: Auxiliar- Nicht ausgewahlt Ausgewahlt Ausgewahlt
betriebene Geréte

Virtuelle Adresse: Nicht-auxiliér- | Nicht ausgewanhlt Nicht ausgewahlt Ausgewahlt
betriebene Geréte

Initiator Ausgewahlt Ausgewahlt Ausgewahlt
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Tabelle 49. Standardwerte fiir die Bestandigkeitsrichtlinie (fortgesetzt)

Bestandigkeitsrichtlinie Stromausfall Hardwarestart Softwareneustart

Speicherziel Ausgewahlt Ausgewahlt Ausgewahlt

®

®

ANMERKUNG: Wenn eine persistente Richtlinie deaktiviert ist und Sie die Aktion zum Verwerfen der virtuellen Adresse ausfuhren,
wird bei der erneuten Aktivierung der persistenten Richtlinie die virtuelle Adresse nicht abgerufen. Sie missen die virtuelle Adresse
nach Aktivierung der persistenten Richtlinie erneut festlegen.

ANMERKUNG: Wenn eine Persistenzrichtlinie in Kraft ist und die virtuellen Adressen, Initiatoren oder Speicherziele auf einer
CNA-Geréatepartition festgelegt sind, I16schen Sie die fur virtuelle Adressen, Initiatoren und Speicherziele konfigurierten Werte nicht
bzw. setzen Sie sie nicht zurick, bevor Sie den Virtualisierungsmodus oder die Persdnlichkeit der Partition andern. Die Aktion wird
automatisch ausgefuhrt, wenn Sie die Persistenzrichtlinie deaktivieren. Sie kdnnen auch einen Konfigurationsauftrag verwenden,
um die Attribute der virtuellen Adresse explizit auf null und die Werte der Initiator- und Speicherziele geméf3 der Definition in
Standardwerte flr iISCSI-Initiator und Speicherziel zu setzen.

Konfigurieren der Richtlinieneinstellungen fiir die Persistenz iiber die iDRAC-
Webschnittstelle

So konfigurieren Sie die Richtlinie fur die Persistenz:

1.

Gehen Sie in der IDRAC-Webschnittstelle zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > E/A-
Identitatsoptimierung.

Klicken Sie auf die Registerkarte E/A-ldentitatsoptimierung.
Wahlen Sie im Abschnitt Richtlinie fiir die Persistenz eine oder mehrere der folgenden Elemente fUr jede Persistenz-Richtlinie aus:

e Softwareneustart — Die virtuelle Adresse oder die Zieleinstellungen bleiben erhalten, wenn ein Softwareneustart erforderlich ist.
e Hardwareneustart — Die virtuelle Adresse oder die Zieleinstellungen bleiben erhalten, wenn ein Hardwareneustart erforderlich ist.
e Wechselstromverlust — Die virtuelle Adresse oder die Zieleinstellungen bleiben erhalten, wenn ein Stromausfall eintritt.

Klicken Sie auf Anwenden.
Die Persistenz-Richtlinien werden konfiguriert.

Konfigurieren der Persistenz-Richtlinieneinstellungen iiber RACADM

Um

eine Richtlinie fir die Persistenz festzulegen, verwenden Sie das folgende racadm-Objekt mit dem Unterbefehl set:
Verwenden Sie fUr virtuelle Adressen die Objekte iDRAC.IOIDOpt.VirtualAddressPersistencePolicyAuxPwrd und
iDRAC.IOIDOpt.VirtualAddressPersistencePolicyNonAuxPwrd.

Verwenden Sie fur Initiatoren das Objekt iDRAC.IOIDOPT.InitiatorPersistencePolicy.

Verwenden Sie fur Storage-Ziele das Objekt iDRAC.IOIDOpt.StorageTargetPersistencePolicy.

Weitere Informationen finden Sie im Benutzerhandbuch fiir den Integrated Dell Remote Access Controller (RACADM CLI).

Standardwerte fiir iSCSI-Initiator und Speicherziel

Die

folgenden Tabellen enthalten die Liste der Standardwerte fir die iISCSI-Initiator- und Speicherziele, wenn die Persistenzrichtlinien

geldscht werden.

Tabelle 50. iSCSI-Initiator — Standardwerte

iSCSlI-Initiator Standardeinstellungen im IPv4-Modus | Standardeinstellungen im IPv6-Modus
IscsilnitiatorlpAddr 0.0.0.0
Iscsilnitiatorlpv4Addr 0.0.0.0 0.0.0.0

Iscsilnitiatorlpv6Addr

IscsilnitiatorSubnet 0.0.0.0 0.0.0.0

Isc

silnitiatorSubnetPrefix 0 0
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Tabelle 50. iSCSI-Initiator — Standardwerte (fortgesetzt)

iSCSlI-Initiator

Standardeinstellungen im IPv4-Modus

Standardeinstellungen im IPv6-Modus

IscsilnitiatorGateway 0.0.0.0

Iscsilnitiatorlpv4Gateway 0.0.0.0 0.0.0.0
Iscsilnitiatorlpv6Gateway

IscsilnitiatorPrimDns 0.0.0.0

Iscsilnitiatorlpv4PrimDns 0.0.0.0 0.0.0.0
Iscsilnitiatorlpv6PrimDns

IscsilnitiatorSecDns 0.0.0.0

Iscsilnitiatorlpv4SecDns 0.0.0.0 0.0.0.0

Iscsilnitiatorlpv6SecDns

iscsilnitiatorName

Wert wurde geléscht

Wert wurde geldscht

IscsilnitiatorChapld

Wert wurde geldscht

Wert wurde geldscht

IscsilnitiatorChapPwd

Wert wurde geldscht

Wert wurde geléscht

IPVer

lpv4

lpv6

Tabelle 51. Attribute fiir iISCSI-Speicherziel - Standardwerte

Attribute fiir iSCSI-Speicherziel

Standardeinstellungen im IPv4-Modus

Standardeinstellungen im IPv6-Modus

ConnectFirstTgt Deaktiviert Deaktiviert
FirstTgtlpAddress 0.0.0.0

FirstTgtTcpPort 3260 3260
FirstTgtBootLun 0 0

FirstTgtlscsiName Wert wurde geldscht Wert wurde gelbscht
FirstTgtChapld Wert wurde geldscht Wert wurde geldscht
FirstTgtChapPwd Wert wurde geléscht Wert wurde geléscht
FirstTgtlpVer Ipv4 -
ConnectSecondTgt Deaktiviert Deaktiviert
SecondTgtlpAddress 0.0.0.0

SecondTgtTcpPort 3260 3260
SecondTgtBootLun 0 0

SecondTgtlscsiName

Wert wurde geléscht

Wert wurde geléscht

SecondTgtChapld Wert wurde geléscht Wert wurde geléscht
SecondTgtChapPwd Wert wurde geléscht Wert wurde geléscht
SecondTgtlpVer lpv4 -

Durchfiihren einer Bestandsaufnahme, Uberwachung und Konfiguration von Netzwerkgeriten 243



Managen von Storage-Geraten

Ab iDRAC-Version 4.30.30.30 unterstitzt iDRAC PERC 11, HBA 11 und BOSS 1.5 fur AMD Systeme.
Ab iDRAC 6.10.85.00 unterstttzt iDRAC PERC 12.1.

@ ANMERKUNG: Das Ldschen des Hardwarecaches schlagt auf einem konfigurierten externen PERC12-Controller fehl. Fiihren Sie den
Konfigurationsvorgang zum Zurticksetzen aus, bevor Sie den Hardware-Cache 16schen.

@ ANMERKUNG:

e BOSS-Controller unterstitzen nur RAID Level 1.

e Alle fremden virtuellen Laufwerke, die hinter BOSS-Controllern erkannt werden, sollten entweder aus dem BIOS Hll oder mithilfe
des Vorgangs zum Controller-Reset geldscht werden.

e Bei BOSS-Controllern sind die vollstédndigen Informationen des virtuellen Laufwerks moglicherweise nicht verflgbar, wenn beide
physischen Laufwerke ausgesteckt und wieder eingesteckt werden.

e PERC 11 und hohere Controller unterstitzen Hardware-Root-of-Trust (RoT).

e Fir alle Updates, die iDRAC zurlicksetzen/neu starten mussen, oder flr den Fall, dass iDRAC neu gestartet wird, wird empfohlen,
zu Uberprifen, ob der iDRAC vollstandig bereit ist. Warten Sie hierfur einige Sekunden im Intervall mit einem maximalen Timeout
von 5 Minuten, bevor Sie einen anderen Befehl verwenden.

e FUr PERC12 ist die Online-Kapazitatserweiterung (OCE) durch Hinzufigen eines Laufwerks nur auf einem virtuellen Laufwerk mit
voller Gréf3e maglich. OCE durch Hinzufligen eines Laufwerks wird nicht fir virtuelle Laufwerke mit Slice unterstitzt.

e Um unvorhersehbare Fehler zu vermeiden, wird empfohlen, wéhrend ein Storage-Job ausgefuhrt wird, keine Storage-bezogenen
Vorgange durchzufthren.

iDRAC erweitert seine Managementfunktionen ohne Agent um die direkte Konfiguration der PERC-Controller. Damit kdnnen Sie die
an lhr System angeschlossenen Storage-Komponenten wahrend der Laufzeit remote konfigurieren. Zu diesen Komponenten gehdren
RAID- und Nicht-RAID-Controller sowie die damit verbundenen Kanale, Anschliisse, Gehduse und Festplatten. PERC 11 wird auf den
PowerEdge-Servern Rx5xx/Cx5xx mit der Plattform AMD unterstitzt.

Die Erkennung, Topologie, Zustandsiberwachung und Konfiguration des gesamten Speichersubsystems erfolgt im CEM-Framework
(Comprehensive Embedded Management), indem durch das MCTP-Protokoll Uber die 1I2C-Schnittstelle eine Verbindung zwischen den
internen und externen PERC-Controllern hergestellt wird.

@ ANMERKUNG: Der Software-RAID (SWRAID) wird von CEM nicht unterstitzt und somit auch nicht in der iDRAC-UI. SWRAID kann
mithilfe von RACADM, MAN oder Redfish gemanagt werden.

Unter Verwendung von iDRAC kdnnen Sie die meisten der in OpenManage Storage Management verflgbaren Funktionen ausfuhren,
einschliefdlich der Echtzeitkonfigurationsbefehle (ohne Neustart) (beispielsweise die Befehle zum Erstellen virtueller Laufwerke). Sie
kdnnen RAID vollstandig konfigurieren, bevor Sie das Betriebssystem installieren.

Sie kdénnen die Controller-Funktionen ohne Zugriff auf das BIOS konfigurieren und managen. Diese Funktionen umfassen das Konfigurieren
von virtuellen Laufwerken und das Anwenden von RAID-Stufen und Hot Spares fUr den Schutz von Daten. Sie kdnnen zahlreiche

weitere Controller-Funktionen initiieren, wie z. B. Wiederherstellungen und Troubleshooting. Sie kédnnen lhre Daten schitzen, indem Sie
Datenredundanz konfigurieren oder Hot Spares zuweisen.

@ ANMERKUNG: Wenn die BIOS-Einstellung fur Volume Management Device (VMD) (mit ID-Modul-Unterstiitzung) auf einem
PowerEdge-Server aktiviert ist, vermeiden Sie die Konfiguration von an die CPU angebundenen NVMe-Laufwerken, um
unvorhersehbares Verhalten zu verhindern.

Zu den Storage-Geraten gehdren:

e Controller — Die meisten Betriebssysteme lesen und schreiben Daten nicht direkt von den/auf die Festplatten, sondern senden
stattdessen Lese- und Schreibanweisungen an einen Controller. Der Controller ist die Hardware in Ihrem System, die direkt mit
den Festplatten kommuniziert, damit Daten geschrieben und abgerufen werden. Ein Controller besitzt Konnektoren (Kanéle oder
Schnittstellen), die mit einem oder mehreren physischen Laufwerken oder mit einem Gehause verbunden sind, das physische
Laufwerke enthalt. RAID-Controller kdnnen sich Uber die Grenzen von Festplatten erstrecken, um einen erweiterten Speicherplatz
(oder ein virtuelles Laufwerk) zu erzeugen, der/das die Kapazitdt von mehr als einer Festplatte verwendet. Controller fihren
auch andere Aufgaben aus, wie z. B. das Starten von Neuerstellungen, Initialisieren von Festplatten usw. Um diese Aufgaben
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auszuflhren, bendtigen Controller spezielle Software, die Firmware und Treiber genannt wird. Damit der Controller ordnungsgeman
funktioniert, muss darauf die erforderliche Mindestversion der Firmware und Treiber installiert sein. Unterschiedliche Controller
besitzen verschiedene Eigenschaften, was das Lesen und Schreiben von Daten sowie das Ausfiihren von Aufgaben angeht.
Voraussetzung fur eine moglichst effiziente Verwaltung des Speichers ist, diese Merkmale zu kennen.

@ ANMERKUNG: Der Vorgang ControllerDrivesDecommission kann auf einem vollstdndig bestlckten System mehr als 1 Stunde
dauern.

e Physische Laufwerke oder physische Gerate — Befinden sich in einem Geh&use oder sind mit dem Controller verbunden. Bei einem
RAID-Controller werden die physischen Laufwerke oder Gerate fir die Erstellung von virtuellen Laufwerken verwendet.

e Virtuelles Laufwerk — Hierbei handelt es sich um Storage, der unter Verwendung eines oder mehrerer Laufwerke durch einen
RAID-Controller erstellt wird. Obwohl ein virtuelles Laufwerk aus mehreren physischen Laufwerken bestehen kann, wird sie vom
Betriebssystem als ein einzelnes Laufwerk betrachtet. Bei einem Laufwerkausfall oder bei bestimmten Leistungsmerkmalen kénnen je
nach der verwendeten RAID-Stufe redundante Daten bei einem virtuellen Laufwerk erhalten bleiben. Virtuelle Laufwerke kénnen nur
auf einem RAID-Controller erstellt werden.

@ ANMERKUNG: Physische Laufwerke, die aus virtuellen Laufwerken entfernt werden, werden weiterhin im Hardwarebestand
angezeigt. Die Details werden erst nach dem Neustart des Hosts oder iDRAC aktualisiert.

e (Gehduse — Es wird extern mit dem System verbunden, wéhrend die Rickwandplatine und deren physische Laufwerke integriert sind.
Wenn die Gehé&use in einer Multipath-Konfiguration verbunden sind, stellen Sie sicher, dass die folgenden Portkombinationen flr die
Verbindung mit den Controllern verwendet werden:

o Port Ound Port 2
o Port1und Port 3

e Ruckwandplatine — Sie dhnelt einem Gehéause. Bei einer Rickwandplatine sind der Controller-Konnektor und die physischen Laufwerke
mit dem Gehause verbunden. Sie verflgt jedoch nicht Uber die Managementfunktionen (Temperatursonden, Alarme usw.), die mit
externen Gehausen assoziiert werden. Physische Laufwerke kénnen sich in einem Gehause befinden oder an die Rickwandplatine
eines Systems angeschlossen sein.

@ ANMERKUNG: Bei der Maximalkonfiguration mit ca. 192 physischen Laufwerken nimmt das Abschlief3en der Bestandsaufnahme
mindestens 30 Minuten in Anspruch.

@ ANMERKUNG: Wenn ein System Uber ein umfangreiches Array an Storage-Komponenten verfigt, z. B. 240 virtuelle Laufwerke
und 60 Laufwerke, wird davon ausgegangen, dass bestimmte ausstehende Storage-Vorgange oder die Vorgange , Ausstehende
verwerfen® zu Fehlern in Kombination mit dem Fehler RACO508 fihren.

@ ANMERKUNG: Wenn eine oder mehrere Rickwandplatinen mit einem Expander verbunden sind, wird die Gehduseposition als
Unbekannt angezeigt.

@ ANMERKUNG: In allen MX-Gehausen, die Speicherschlitten und Rechnerschlitten enthalten, werden iDRAC, die sich auf einen

der Rechnerschlitten in diesem Geh&use beziehen, alle Speicherschlitten melden (sowohl zugewiesene als auch nicht zugewiesene).
Wenn einer der zugewiesenen oder nicht zugewiesenen Blades den Status "Warnung" oder "Kritische Integritat" aufweist, meldet der
Blade-Controller auch den gleichen Status.

@ ANMERKUNG: Auf einigen Plattformen wird das Entfernen/Einsetzen von SLED bei laufendem Betrieb nicht unterstiitzt und es
treten moglicherweise unerwartete Fehler auf. Vor dem Entfernen/Einsetzen muss das Geréat ausgeschaltet werden.

Es kdénnen nicht nur die im Geh&use enthaltenen physischen Laufwerke verwaltet werden, sondern Sie kénnen auch den Status der
Lufter, Netzteile und Temperatursonden des Gehauses Uberwachen. Sie kdnnen Gehause per Hotplugging anschlief3en. Hotplugging ist
das Hinzufligen einer Komponente zu einem System, wéhrend das Betriebssystem ausgefihrt wird.

)

ANMERKUNG: Der Status der Laufwerke, die im laufenden Betrieb entfernt werden, wird als Entfernt angezeigt und die
Laufwerksinformationen sind in den Hardware- und Firmwarebesténden bis zum nachsten Neustart des Hosts abrufbar.

Die physischen Geréte, die mit dem Controller verbunden sind, missen Uber die neueste Firmware verfligen. Die neueste unterstiitzte
Firmware erhalten Sie von Ihrem Serviceanbieter.

ANMERKUNG: Wenn Sie ein Update der Laufwerksfirmware auf Hot-Plug-fahigen Laufwerken durchfuhren, fehlt das PR36-
Protokoll méglicherweise in den Lifecycle-Protokollen, obwohl das Update erfolgreich war. Um dies zu vermeiden, fihren Sie vor
dem Firmwareupdate einen Neustart des Hosts durch.

@ ANMERKUNG: PR36 wird nach Firmwareupdates fUr Batteriebackupeinheiten (Battery Backup Units, BBUs) und
Datenverarbeitungseinheiten (Data Processing Units, DPUs) nicht protokolliert.
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Speicherereignisse vom PERC werden gegebenenfalls SNMP-Traps und WSMan-Ereignissen zugeordnet. Alle Anderungen an den
Speicherkonfigurationen werden im Lifecycle-Protokoll erfasst.

®
)

ANMERKUNG: Nach einem Serverneustart meldet iDRAC mdglicherweise das PDR8 LC-Protokoll fir Laufwerke, die hinter PERC-
Controllern angeschlossen sind.

ANMERKUNG: In iDRAC kénnen Sie die Rickwandplatine/das Gehause sehen, die/das mit dem PERC-Controller lhres Systems
verknUpft ist. Dieses Gehduse meldet 16 Steckplatze (auch wenn lhr System nicht so viele Laufwerke unterstitzt).

In Systemen, in denen Laufwerke direkt mit dem RAID-Controller verkabelt sind, wird ein Eintrag fur jede mdgliche Laufwerksverbindung
zu PERC erstellt. PERC unterstUtzt bis zu 16 kabelgebundene Laufwerke, sodass Ihnen 16 Steckplatze gemeldet werden.

Tabelle 52. PERC-Fahigkeit

PERC-Fahigkeit CEM-konfigurationsfahiger Controller

Echtzeit Bei ausstehenden oder geplanten Jobs fur jegliche Controller
mUssen die Jobs geldscht werden, oder Sie missen warten, bis die
Jobs abgeschlossen sind, bevor Sie die Konfiguration zur Laufzeit
anwenden. Ein Neustart ist fir Laufzeit- oder Echtzeitjobs nicht
erforderlich.

@ ANMERKUNG: PERC 11 und héher wird fur PowerEdge

Rxbxx/Cxbxx-Server unterstitzt.

Durchgefthrt k. A

Themen:

e Zum Verstandnis von RAID-Konzepten

e Unterstutzte Controller

*  Unterstutzte Gehause

+  Ubersicht Uber die unterstiitzten Funktionen fir Speichergeréte
¢ Bestandsaufnahme fur Storage-Geréate erstellen und Storage-Geréate Uberwachen
*  Anzeigen der Speichergeratetopologie

¢ Managen von physischen Festplatten

*  Managen von virtuellen Festplatten

*  RAID-Konfigurationsfunktionen

¢ Managen von Controllern

e Managen von PCle-SSDs

*  Managen von Geh&usen oder Ruckwandplatinen

*  Auswahlen des Betriebsmodus zum Anwenden von Einstellungen
¢ Anzeigen und Anwenden von ausstehenden Vorgéngen

*  Storage-Gerate — Szenarien des Anwenden-Vorgangs

¢ Blinken oder Beenden des Blinkens der Komponenten-LEDs

e Softwareneustart

Zum Verstandnis von RAID-Konzepten

Storage Management verwendet RAID-Technologie (Redundantes Array unabhéngiger Festplatten), um
Speicherverwaltungsfunktionalitdt bereitzustellen. Kenntnisse von Storage Management setzen ein Verstandnis von RAID-Konzepten
voraus, sowie eine gewisse Vertrautheit mit der Art und Weise, wie die RAID-Controller Ihres Systems und das Betriebssystem mit
Festplattenspeicherplatz umgehen.

Was ist RAID?

RAID ist eine Technologie zur Verwaltung von Storage auf den physischen Laufwerken, die sich in einem System befinden oder

mit ihm verbunden sind. Ein wichtiger Aspekt von RAID ist die Fahigkeit, mehrere physische Laufwerke zusammenzufassen, sodass
ihre kombinierte Storage-Kapazitat als einzelner, erweiterter Speicherplatz behandelt werden kann. Ein weiterer wichtiger Aspekt von
RAID ist die Méglichkeit, redundante Daten zu managen und bei einem Festplattenausfall zu verwenden, um Daten wiederherzustellen.
RAID verwendet verschiedene Techniken wie Striping, Spiegelung und Paritat, um Daten zu speichern und zu rekonstruieren. Es gibt
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verschiedene RAID-Level, die unterschiedliche Methoden zum Speichern und Rekonstruieren von Daten verwenden. Die RAID-Level
weisen unterschiedliche Merkmale in Bezug auf Lese-/Schreibleistung, Data Protection und Storage-Kapazitat auf. Nicht alle RAID-Level
umfassen Datenredundanz, was bedeutet, dass verlorene Daten fur einige RAID-Level nicht wiederhergestellt werden kénnen. Der
gewahlte RAID-Level hangt davon ab, ob Ihre Prioritat auf Performance, Schutz oder Storage-Kapazitat liegt.

@ ANMERKUNG: Das RAID Advisory Board (RAB) definiert die Spezifikationen fur die Implementierung von RAID. Obwohl GPU die
RAID-Level definiert, kann die kommerzielle Implementierung von RAID-Leveln durch verschiedene Anbieter von den tatsachlichen
RAID-Spezifikationen abweichen. Eine Implementierung eines bestimmten Anbieters kann sich auf die Lese- und Schreibleistung und
den Grad der Datenredundanz auswirken.

Hardware- und Software-RAID

RAID kann Uber Hardware oder Software implementiert werden. Ein System, das Hardware-RAID verwendet, verflgt Uber einen
RAID-Controller, der die RAID-Level implementiert und Datenlese- und Schreibvorgénge auf die physischen Laufwerke verarbeitet. Bei
Verwendung von Software-RAID, das vom Betriebssystem bereitgestellt wird, implementiert das Betriebssystem die RAID-Level. Aus
diesem Grund kann die Verwendung von Software-RAID allein die Systemleistung verlangsamen. Sie kénnen jedoch Software-RAID
zusammen mit Hardware-RAID-Volumes verwenden, um eine bessere Leistung und Vielfalt bei der Konfiguration von RAID-Volumes
zu erhalten. Beispielsweise kdnnen Sie ein Paar Hardware-RAID-5-Volumes auf zwei RAID-Controller spiegeln, um RAID-Controller-
Redundanz bereitzustellen.

RAID-Konzepte

RAID verwendet bestimmte Techniken zum Schreiben von Daten auf Festplatten. Diese Techniken ermdglichen es RAID, Datenredundanz
oder eine bessere Leistung bereitzustellen. Diese Techniken umfassen:

e Spiegelung — Duplizieren von Daten von einem physischen Laufwerk auf ein anderes physisches Laufwerk. Spiegelung bietet
Datenredundanz, indem zwei Kopien derselben Daten auf verschiedenen physischen Laufwerken aufbewahrt werden. Wenn eine der
Festplatten in der Spiegelung ausfallt, kann das System weiterhin mit der nicht betroffenen Festplatte betrieben werden. Beide Seiten
der Spiegelung enthalten immer dieselben Daten. Beide Seiten der Spiegelung kénnen als operative Seite fungieren. Eine gespiegelte
RAID-Laufwerksgruppe ist bei Lesevorgangen mit einer RAID-5-Laufwerksgruppe vergleichbar, bei Schreibvorgangen jedoch schneller.

e Striping — Disk Striping schreibt Daten auf alle physischen Laufwerke in einem virtuellen Laufwerk. Jeder Stripe besteht aus
fortlaufenden virtuellen Laufwerksdatenadressen, die jeder physikalischen Festplatte des virtuellen Laufwerks in gleich grof3en
Einheiten und in einem bestimmten sequenziellen Muster zugewiesen werden. Beispiel: Wenn das virtuelle Laufwerk funf physische
Festplatten enthalt, dann schreibt der Stripe Daten auf die physischen Festplatten eins bis fiinf, ohne dabei eine physische Festplatte
zu wiederholen. Jeder Stripe verwendet dabei auf den einzelnen physischen Festplatten die gleiche Menge an Speicherplatz. Der Teil
eines Stripes, der sich auf einem einzelnen physikalischen Festplatten befindet, ist ein Stripe-Element. Mit Striping allein erhalt man
keine Datenredundanz. Wenn Striping jedoch mit Paritdt kombiniert wird, lasst sich Datenredundanz erzielen.

e Stripe-Grof3e: Der gesamte Speicherplatz, der von einem Stripe verbraucht wird, ohne Paritatsfestplatte. Beispielsweise betragt bei
einem Stripe, der 64 KB Speicherplatz enthalt und 16 KB Daten auf jedem Laufwerk im Stripe aufweist, die Stripe-Gréf3e 64 KB und die
Stripe-Elementgrofe 16 KB.

Stripe-Element — Ein Stripe-Element ist ein Teil eines Stripes, welcher sich auf einer einzigen physischen Festplatte befindet.
Stripe-Elementgrofe: Die Speicherplatzmenge, die von einem Stripe-Element verbraucht wird. Beispielsweise betragt bei einem Stripe,
der 64 KB Speicherplatz enthalt und 16 KB Daten auf jedem Laufwerk im Stripe aufweist, die Stripe-Elementgréfie 16 KB und die
Stripe-Grof3e 64 KB.

e Paritdt — Paritat bezieht sich auf redundante Daten, die mithilfe eines Algorithmus in Kombination mit Striping verwaltet werden. Wenn
eine der Striping-Festplatten ausféllt, kdnnen die Daten mithilfe des Algorithmus aus den Paritatsinformationen rekonstruiert werden.

e Bereich — Ein Bereich ist eine RAID-Technik, mit der Speicherplatz von Gruppen physischer Laufwerke in einem virtuellen RAID 10, 50,
oder 60 Laufwerk kombiniert wird.

RAID-Level

Jede RAID-Stufe verwendet eine Kombination von Datenspiegelung, Striping und Paritat, um Datenredundanz oder eine verbesserte Lese-
und Schreibleistung bereitzustellen. Details zu den einzelnen RAID-Leveln finden Sie in Auswahlen des RAID-Levels.

Datenspeicher-Organisation zur erhohten Verfugbarkeit und Leistung

RAID bietet verschiedene Methoden oder RAID-Level flr die Organisation des Festplattenspeichers. Einige RAID-Level behalten
redundante Daten bei, sodass Sie Daten nach einem Festplattenausfall wiederherstellen kénnen. Verschiedene RAID-Level bedeuten
auch eine Steigerung oder Verringerung der I/0-Leistung (Lese- und Schreibvorgange) eines Systems.
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Die Wartung redundanter Daten erfordert die Verwendung zuséatzlicher physischer Laufwerke. Die Wahrscheinlichkeit eines
Festplattenausfalls steigt mit einer Erhdhung der Anzahl der Festplatten. Da die Unterschiede bei der I/0O-Leistung und Redundanz
variieren, ist ein RAID-Level je nach Den Anwendungen in der Betriebsumgebung und der Art der gespeicherten Daten méglicherweise
besser geeignet als ein anderes.

Wenn eine RAID-Stufe ausgewahlt wird, treffen die folgenden Leistungs- und Kostenerwégungen zu:

e Verfiigbarkeit oder Fehlertoleranz — Verflgbarkeit oder Fehlertoleranz bezieht sich auf die Fahigkeit eines Systems, den Betrieb
aufrechtzuerhalten und den Zugriff auf Daten sicherzustellen, selbst wenn eine seiner Komponenten ausgefallen ist. In RAID-Volumes
wird Verflgbarkeit oder Fehlertoleranz durch die Aufrechterhaltung redundanter Daten erreicht. Redundante Daten umfassen
Spiegelungen (doppelte Daten) und Paritatsinformationen (Rekonstruieren von Daten mithilfe eines Algorithmus).

e Leistung — Die Lese- und Schreibleistung kann je nach dem ausgewahlten RAID-Level erhodht oder verringert werden. Einige RAID-
Level sind moglicherweise fur bestimmte Anwendungen besser geeignet.

e Kosteneffizienz — Die Beibehaltung redundanter Daten oder Paritatsinformationen im Zusammenhang mit RAID-Volumes erfordert
zusatzlichen Speicherplatz. In Situationen, in denen die Daten temporér, einfach reproduziert oder nicht wesentlich sind, sind die
erhdhten Kosten fur Datenredundanz moglicherweise nicht gerechtfertigt.

e Mean Time Between Failure (MTBF) — Die Verwendung zusétzlicher Festplatten zur Beibehaltung redundanter Daten erhéht
auch die Wahrscheinlichkeit eines Festplattenausfalls zu einem beliebigen Zeitpunkt. Diese Option kann zwar in Situationen,
in denen redundante Daten erforderlich sind, nicht vermieden werden, hat jedoch Auswirkungen auf die Arbeitslast der
Systemsupportmitarbeiter in lhrem Unternehmen.

e Volume - Volume bezieht sich auf ein einzelnes virtuelles nicht-RAID-Laufwerk. Sie kdnnen Volumes mit externen Dienstprogrammen
wie dem O-ROM-<Ctrl> <r> erstellen. Storage Management bietet keine Unterstitzung fir die Erstellung von Volumes. Sie kdnnen
jedoch Volumes anzeigen und Laufwerke von diesen Volumes fur die Erstellung neuer virtueller Laufwerke oder fur die Online-
Kapazitatserweiterung (OCE) vorhandener virtueller Laufwerke verwenden, sofern freier Speicherplatz verfigbar ist.

Auswahlen der RAID-Stufen

Sie kdnnen RAID zur Steuerung des Daten-Storage auf mehreren Festplatten verwenden. Jede RAID-Stufe oder -Verkettung besitzt
unterschiedliche Leistungs- und Datenschutz-Eigenschaften.

®| ANMERKUNG: Die H3xx-PERC-Controller bieten keine Unterstltzung fur die RAID-Stufen 6 und 60.

Die folgenden Themen enthalten spezifische Informationen zur Art und Weise wie jede RAID-Stufe Daten speichert, sowie als auch deren
spezifische Leistungs- und Schutzeigenschaften:

RAID-Stufe O (Striping)

RAID-Stufe 1 (Datenspiegelung)

RAID-Stufe 5 (Striping mit verteilter Paritat)

RAID-Stufe 6 (Striping mit zuséatzlicher verteilter Paritat)
RAID-Stufe 50 (Striping Uber RAID 5-Sets)

RAID-Stufe 60 (Striping Uber RAID 6-Sets)

RAID-Stufe 10 (Striping Uber gespiegelte Sets)

RAID-Stufe O - Striping

RAID 0 verwendet Daten-Striping, wobei Daten in gleich grof3en Segmenten Uber die physischen Laufwerke geschrieben werden. RAID O
bietet keine Datenredundanz.
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RAID 0-Eigenschaften:

Gruppiert n Festplatten als ein grof3es virtuelles Laufwerk mit einer Kapazitat von (kleinste Festplattengrof3e) *n Festplatten.
Daten werden auf den Festplatten abwechselnd gespeichert.

Es werden keine redundanten Daten gespeichert. Wenn eine Festplatte fehlerhaft wird, fallt das grof3e virtuelle Laufwerk aus — ohne
eine Mdglichkeit zur Neuerstellung der Daten.

e Bessere Lese- und Schreibleistung.

RAID-Stufe 1 (Datenspiegelung)

RAID 1 ist die einfachste Form der Aufrechterhaltung redundanter Daten. In RAID 1 werden Daten auf einem oder mehreren physischen
Laufwerken gespiegelt oder dupliziert. Wenn ein physisches Laufwerk ausfallt, kdnnen die Daten unter Verwendung der Daten der anderen
Seite der Spiegelung wieder aufgebaut werden.

RAID 1-Eigenschaften:

e Gruppiert n+n-Festplatten zu einem grof3en virtuellen Laufwerk mit einer Kapazitat von n-Festplatten. Die Controller, die derzeit von
Storage Management unterstltzt werden, ermdglichen die Auswahl von zwei Laufwerken bei der Erstellung eines RAID 1. Da diese
Laufwerke gespiegelt werden, entspricht die Gesamtspeicherkapazitat einem Laufwerk.

e Die Daten werden auf den beiden Laufwerken repliziert.
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e Wenn ein Laufwerk ausféllt, funktioniert das virtuelle Laufwerk weiterhin. Die Daten werden von der Spiegelung des ausgefallenen
Laufwerks gelesen.

Bessere Leseleistung, aber etwas langsamere Schreibleistung.
Redundanz zum Schutz der Daten.

RAID 1ist in Bezug auf Laufwerksspeicherplatz teurer, da die doppelte Anzahl von Laufwerken verwendet wird, die zum Speichern der
Daten ohne Redundanz erforderlich waren.

RAID-Level-5 oder Striping mit verteilter Paritat

RAID 5 bietet Datenredundanz durch die Verwendung von Daten-Striping in Kombination mit Paritatsinformationen. Anstatt ein
physisches Laufwerk der Paritét zu dedizieren, werden die Paritatsinformationen auf alle physischen Laufwerke in der Laufwerksgruppe
verteilt.

Strip

RAID 5-Eigenschaften:

Gruppiert n Laufwerke als ein grofdes virtuelles Laufwerk mit einer Kapazitat von (n-1) Laufwerken.

Redundante Informationen (Paritat) werden abwechselnd auf allen Laufwerken gespeichert.

Wenn ein Laufwerk fehlerhaft wird, funktioniert das virtuelle Laufwerk weiterhin, aber es wird in einem herabgesetzten Zustand
betrieben. Die Daten werden von den verbleibenden Laufwerken rekonstruiert. Die Daten werden von den verbleibenden Laufwerken
rekonstruiert.

Bessere Leseleistung, aber langsamere Schreibleistung.

Redundanz zum Schutz der Daten.

RAID-Level-6-Striping mit zusatzlicher verteilter Paritat

RAID 6 bietet Datenredundanz durch Die Verwendung von Daten-Striping in Kombination mit Paritatsinformationen. Ahnlich wie bei
RAID 5 wird die Paritét in jedem Stripe verteilt. RAID 6 verwendet jedoch ein zusatzliches physisches Laufwerk, um die Paritat
aufrechtzuerhalten, sodass jeder Stripe in der Laufwerksgruppe zwei Festplattenblécke mit Paritatsinformationen verwaltet. Die
zusétzliche Paritat bietet Data Protection bei zwei Festplattenausfallen. In der folgenden Abbildung werden die beiden Satze von
Paritatsinformationen als P und @ identifiziert.
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RAID 6-Eigenschaften:

e Gruppiert n Laufwerke als ein grof3es virtuelles Laufwerk mit einer Kapazitat von (n-2) Laufwerken.
Redundante Informationen (Paritdt) werden abwechselnd auf allen Laufwerken gespeichert.

Das virtuelle Laufwerk funktioniert auch bei bis zu zwei ausgefallenen Laufwerken weiterhin. Die Daten werden von den verbleibenden
Laufwerken rekonstruiert.

Bessere Leseleistung, aber langsamere Schreibleistung.
Erhéhte Redundanz zum Schutz der Daten.
Fur die Paritat sind zwei Laufwerke pro Bereich erforderlich. RAID 6 ist in Bezug auf Festplattenspeicher teurer.

RAID-Stufe 50 (Striping liber RAID 5-Sets)

Wahlen Sie RAID 50 aus, um Striping Gber mehr als einen Bereich physischer Laufwerke zu implementieren. Bei RAID 50 erstreckt

sich Striping Uber mehr als einen Bereich physischer Laufwerke. Eine RAID 5-Festplattengruppe, die mit drei physischen Laufwerken
implementiert ist und dann mit einer Festplattengruppe von drei weiteren physischen Laufwerken fortfahrt, ware beispielsweise ein RAID
50.

Es ist moglich, RAID 50 zu implementieren, auch wenn die Hardware sie nicht direkt unterstitzt. In diesem Fall kdnnen Sie mehr als ein
virtuelles RAID-5-Laufwerk implementieren und dann die RAID 5-Laufwerke in dynamische Laufwerke konvertieren. Sie kdnnen dann ein
dynamisches Volume erstellen, das sich Uber alle virtuellen RAID-5-Laufwerke erstreckt.
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RAID 50-Eigenschaften:

Gruppiert n*s Festplatten als eine grofe virtuelle Festplatte mit einer Kapazitat von s*(n-1) Festplatten, wobei s die Anzahl von
Bereichen und n die Anzahl von Festplatten innerhalb jeden Bereiches darstellt.

Redundante Informationen (Paritat) werden abwechselnd auf allen Festplatten jedes RAID 5-Bereiches gespeichert.

Bessere Leseleistung, aber langsamere Schreibleistung.

Erfordert die gleiche Menge an Paritatsinformationen wie RAID 5.

Die Daten werden kontinuierlich auf alle Festplatten verteilt. RAID 50 ist im Hinblick auf den Speicherplatz teurer.

RAID-Stufe 60 (Striping liber RAID 6-Sets)

RAID 60 verteilt sich Uber mehr als einen Bereich physischer Laufwerke, die als RAID 6 konfiguriert sind. Beispiel: Eine RAID-6-
Laufwerksgruppe, die mit vier physischen Laufwerken implementiert wird und dann mit einer Laufwerksgruppe von vier weiteren
physischen Laufwerken fortgesetzt wird, wére ein RAID 60.

252 Managen von Storage-Geréaten



Data Flow Starts Haro b

RAID 60-Eigenschaften:

Gruppiert n*s Laufwerke als ein grof3es virtuelles Laufwerk mit einer Kapazitat von s*(n-2) Laufwerken, wobei s die Anzahl von
Bereichen und n die Anzahl von Laufwerken innerhalb jeden Bereiches darstellt.

Redundante Informationen (Paritat) werden abwechselnd auf allen Laufwerken jedes RAID 6-Bereiches gespeichert.
Bessere Leseleistung, aber langsamere Schreibleistung.

Erhéhte Redundanz bietet héhere Datensicherung als ein RAID 50.

Erfordert verhaltnismafig die gleiche Menge an Paritatsinformationen wie RAID 6.

Far die Paritat sind zwei Laufwerke pro Bereich erforderlich. RAID 60 ist im Hinblick auf den Speicherplatz teurer.

RAID-Level 10 - Striping mit Spiegelungen

Die HOCHSTMAS betrachtet RAID-Level 10 als eine Implementierung von RAID-Level 1. RAID 10 kombiniert gespiegelte physische
Laufwerke (RAID 1) mit Daten-Striping (RAID 0). Bei RAID 10 werden Daten Gber mehrere physische Laufwerke verteilt. Die Striping-
Laufwerksgruppe wird dann auf einen anderen Satz physischer Laufwerke gespiegelt. RAID 10 kann als Spiegelung von Stripes
betrachtet werden.
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RAID 10-Eigenschaften:

Strip

e Gruppiert n Laufwerke als ein grofies virtuelles Laufwerk mit einer Kapazitat von (n/2) Laufwerken, wobei n flr eine gerade Ganzzahl

steht.

Spiegelungsbilder der Daten werden Uber Satze physischer Laufwerke verteilt. Diese Stufe bietet Redundanz durch Spiegelung.

Wenn ein Laufwerk ausfallt, funktioniert das virtuelle Laufwerk weiterhin. Die Daten werden von dem Uberlebenden gespiegelten
Laufwerkspaar gelesen.

Verbesserte Lese- und Schreibleistung.

Redundanz zum Schutz der Daten.

RAID-Level-Leistung vergleichen

In der folgenden Tabelle werden die Leistungseigenschaften der am haufigsten verwendeten RAID-Klassen verglichen. Diese Tabelle
bietet allgemeine Richtlinien zur Auswahl einer RAID-Klasse. Schatzen Sie lhre spezifischen Umgebungsanforderungen ab, bevor Sie eine

RAID-Klasse wahlen.

Tabelle 53. RAID-Level-Leistungsvergleich

RAID-Stufe Datenredundan | Leseleistung Schreibleistung | Neuerstellungsl | Mindestanzahl Vorschlage zur
z eistung von Verwendung
erforderlichen
Festplatten
RAID O Keine Sehr gut Sehr gut k. A. N Nicht-kritische
Daten
RAID1 Ausgezeichnet Sehr gut Gut Gut 2N (N =1 Kleine
Datenbanken,
Datenbank-
Protokolle und
kritische
Informationen
RAID 5 Gut Sequenzielles Mittelmafig, es Mittelméfiig N+1(N= Datenbanken und
Lesen: Gut. sei denn wenigstens zwei | andere lese-
Ruckschreiben in Festplatten)
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Tabelle 53. RAID-Level-Leistungsvergleich (fortgesetzt)

RAID-Stufe Datenredundan | Leseleistung Schreibleistung | Neuerstellungsl | Mindestanzahl Vorschlage zur
z eistung von Verwendung
erforderlichen
Festplatten
Direktes Lesen: Cache wird intensive direkte
Sehr gut verwendet Verwendungen
RAID 10 Ausgezeichnet Sehr gut Mittelmafig Gut 2N x X Daten-intensive
Umgebungen
(grofde
Datensatze)
RAID 50 Gut Sehr gut Mittelmaflig Mittelmafiig N+2(N-= Mittelgrofde
wenigstens 4) direkte oder
Daten-intensive
Verwendungen
RAID 6 Ausgezeichnet Sequenzielles Mittelmaflig, es | Schlecht N+2(N= Wichtige
Lesen: Gut. sei denn wenigstens zwei | Informationen.
Direktes Lesen: Ruckschreiben in Festplatten) Datenbanken und
Sehr gut Cache wird andere lese-
verwendet intensive direkte
Verwendungen
RAID 60 Ausgezeichnet Sehr gut Mittelmafig Schlecht N+2(N= Wichtige
wenigstens 2) Informationen.
Mittelgrofe
direkte oder
Daten-intensive
Verwendungen

N = Anzahl der physischen Laufwerke und X = Anzahl der RAID-Sets

Unterstiutzte Controller

Unterstutzte RAID-Controller

Die iDRAC-Schnittstellen unterstitzen die folgenden PERC12-Controller:
e PERC H965i Front

e PERC H965i Adapter

e PERC H965i MX

e PERC H965e

Die iDRAC-Schnittstellen unterstttzen die folgenden BOSS-Controller:

BOSS-S1 Adapter

BOSS-S1 Modular (fur Blade-Server)
BOSS-S2 Adapter

BOSS-N1

BOSS-N1 Monolithic

BOSS-N1 Modular

ROR-N1

Die iDRAC-Schnittstellen unterstttzen die folgenden PERC11-Controller:
PERC H350 Adapter

PERC H355 Front

PERC H355 Adapter

PERC H750 Adapter

PERC H755 Adapter

PERC H755 Front
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e PERC H755N Front

e PERC H755 MX

Die iDRAC-Schnittstellen untersttitzen die folgenden PERC10-Controller:
PERC H345 Front
PERC H345 Adapter
PERC H740P Mini
PERC H740P Adapter
PERC H745 Vorne
PERC H745 Adapter
PERC H840 Adapter
PERC H745P MX

Unterstltzte Nicht-RAID-Controller

iDRAC unterstltzt die folgenden Controller:

HBA330 MMZ

HBA355i vorne
HBA355i-Adapter

HBA350i MX
HBA355e-Adapter
SAS-HBA-Adapter mit 12 GBit/s
HBA465i Front
HBAA465i-Adapter

Unterstitzte Gehause

iIDRAC unterstitzt MD1400- und MD1420-Gehause.
@lANMERKUNG: Redundant Array of Inexpensive Disks (RBODs), die mit HBA-Controllern verbunden sind, werden nicht unterstutzt.

@lANMERKUNG: Bei PERC H480 mit Version 10.1 oder hoher unterstitzt die Firmware bis zu vier Gehause je Anschluss.

Ubersicht iiber die unterstiitzten Funktionen fir
Speichergerate

Die folgenden Tabellen enthalten die Funktionen, die Uber iDRAC durch die Speichergerate unterstitzt werden.

Tabelle 54. Unterstiitzte Funktionen fiir Storage-Controller - PERC 11

Funktionen H355-Front, | H350 H750 Adapter H755-Front, | H755N vorne H840 Adapter
H355- Adapter H755-
Adapter Adapter

Physisches Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit

Laufwerk als
einen globalen
Hot Spare
zuweisen oder
die Zuweisung

rickgéngig

machen

In RAID Nicht Nicht Nicht zutreffend Nicht Nicht zutreffend | Nicht zutreffend
konvertieren zutreffend zutreffend zutreffend
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Tabelle 54. Unterstiitzte Funktionen fiir Storage-Controller - PERC 11 (fortgesetzt)

ialisierung
abbrechen

Funktionen H355-Front, | H350 H750 Adapter H755-Front, | H755N vorne H840 Adapter
H355- Adapter H755-
Adapter Adapter
Zu RAID/ Echtzeit Echtzeit Echtzeit (wandelt | Echtzeit Echtzeit Echtzeit (wandelt das
Nicht-RAID (wandelt das (wandelt das das Laufwerk in ein | (wandelt das | (wandelt das Laufwerk in ein Nicht-
konvertieren, Laufwerk in ein | Laufwerk in ein | Nicht-RAID-Volume | Laufwerk in | Laufwerk in ein RAID-Volume um)
Nicht-RAID- Nicht-RAID- um) ein Nicht- Nicht-RAID-
Volume um) Volume um) RAID-Volume | Volume um)
um)
Neu erstellen Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Erneutes Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Aufbauen
abbrechen
Virtuelle Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Laufwerke
erstellen
Virtuelle Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Laufwerke
umbenennen
Cache- Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Richtlinien fur
virtuelle
Laufwerke
bearbeiten
Konsistenz der | Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
virtuellen
Laufwerke
Uberprtfen
Konsistenzibe | Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
rprufung
abbrechen
Virtuelle Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Laufwerke
initialisieren
Initialisierung Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
abbrechen
Virtuelle Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Laufwerke
verschllsseln
Dedizierten Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Hot Spare
zuweisen und
Zuweisung
rickgangig
machen
Virtuelle Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
Laufwerke
|6schen
Hintergrundinit | Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
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Tabelle 54. Unterstiitzte Funktionen fiir Storage-Controller - PERC 11 (fortgesetzt)

Funktionen

H355-Front,
H355-
Adapter

H350
Adapter

H750 Adapter

H755-Front,
H755-
Adapter

H755N vorne

H840 Adapter

Online-
Kapazitatserw
eiterung

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

RAID-Level-
Migration

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Verwerfen des
beibehaltenen
Cache

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Patrol Read-
Modus
einstellen

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Manueller
Patrol Read-
Modus

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Patrol Read —
Nicht
konfigurierte
Bereiche

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Konsistenzibe
rprifungsmodu
S

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Copyback-
Modus

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Lastausgleichs
modus

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Konsistenzibe
rprufungsrate

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Erneute
Aufbaurate

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Hintergrundinit
ialisierungsrate

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Rekonstruktion
srate

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Fremdkonfigur
ation
importieren

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Fremdkonfigur
ation
automatisch
importieren

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Fremdkonfigur
ation léschen

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Controller-
Konfiguration
zurlUcksetzen

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Sicherheitsschl
Ussel erstellen
oder dndern

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Echtzeit
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Tabelle 54. Unterstiitzte Funktionen fiir Storage-Controller - PERC 11 (fortgesetzt)

Funktionen H355-Front, | H350 H750 Adapter H755-Front, | H755N vorne H840 Adapter
H355- Adapter H755-
Adapter Adapter
Secure Durchgefiihrt | Durchgefuhrt | Durchgefiihrt Durchgefthrt | Durchgefuhrt Durchgefuhrt
Enterprise Key
Manager
Bestandsaufna | Nicht Nicht Nicht zutreffend Nicht Nicht zutreffend | Nicht zutreffend
hme und die zutreffend zutreffend zutreffend
Remote-
Uberwachung
des Status von
PCle SSD-
Gerate
Entfernen der | Nicht Nicht Nicht zutreffend Nicht Nicht zutreffend | Nicht zutreffend
PCle SSD zutreffend zutreffend zutreffend
vorbereiten
Daten von Nicht Nicht Nicht zutreffend Nicht Echtzeit Nicht zutreffend
PCle-SSD zutreffend zutreffend zutreffend
sicher léschen
Rickwandplati | Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
nen-Modus
konfigurieren
(geteilt/
vereint)
Komponenten- | Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit Echtzeit
LEDs blinken
oder Blinken
beenden
Controller- Nicht Nicht Nicht zutreffend Nicht Nicht zutreffend | Nicht zutreffend
Modus andern | zutreffend zutreffend zutreffend
T10PI- Nicht Nicht Nicht zutreffend Nicht Nicht zutreffend | Nicht zutreffend
UnterstUtzung | zutreffend zutreffend zutreffend
fUr virtuelle
Laufwerke

@ ANMERKUNG: Zusatzliche Unterstutzung fur

e eHBA-Modus fur PERC 10.2-Firmware (oder héher), die die Umwandlung in Nicht-RAID-Festplatten unterstitzt

e Umwandlung des Controllers in HBA-Modus

e Uneven Span fir RAID 10

Tabelle 55. Unterstiitzte Funktionen fiir Storage-Controller - PERC 12

als einen globalen

Hot Spare zuweisen
oder die Zuweisung
rickgéngig machen

Funktionen H965i-Front und H965e Adapter H965i MX HBA465i-Front und H465i-
H965i-Adapter Adapter
Physisches Laufwerk | Echtzeit Echtzeit Echtzeit Nicht zutreffend

In RAID konvertieren

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Zu RAID/Nicht-RAID
konvertieren,

Echtzeit (wandelt das
Laufwerk in ein Nicht-
RAID-Volume um)

Echtzeit (wandelt
das Laufwerk in ein
Nicht-RAID-Volume
um)

Echtzeit (wandelt das

Laufwerk in ein Nicht-RAID-

Volume um)

Echtzeit
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Tabelle 55. Unterstiitzte Funktionen fiir Storage-Controller - PERC 12 (fortgesetzt)

virtuellen Laufwerke
Uberprtfen

Funktionen H965i-Front und H965e Adapter H965i MX HBA465i-Front und H465i-
H965i-Adapter Adapter

Neu erstellen Echtzeit Echtzeit Echtzeit Nicht zutreffend

Erneutes Aufbauen Echtzeit Echtzeit Echtzeit Nicht zutreffend

abbrechen

Virtuelle Laufwerke Echtzeit Echtzeit Echtzeit Nicht zutreffend

erstellen

Virtuelle Laufwerke Echtzeit Echtzeit Echtzeit Nicht zutreffend

umbenennen

Cache-Richtlinien fir | Echtzeit Echtzeit Echtzeit Nicht zutreffend

virtuelle Laufwerke

bearbeiten

Konsistenz der Echtzeit Echtzeit Echtzeit Nicht zutreffend

Konsistenzuiberprifun
g abbrechen

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

ng abbrechen

Virtuelle Laufwerke Echtzeit Echtzeit Echtzeit Nicht zutreffend
initialisieren

Initialisierung Echtzeit Echtzeit Echtzeit Nicht zutreffend
abbrechen

Virtuelle Laufwerke Echtzeit Echtzeit Echtzeit Nicht zutreffend
verschllsseln

Dedizierten Hot Echtzeit Echtzeit Echtzeit Nicht zutreffend
Spare zuweisen und

Zuweisung ruckgangig

machen

Virtuelle Laufwerke Echtzeit Echtzeit Echtzeit Nicht zutreffend
|6schen

Hintergrundinitialisieru | Echtzeit Echtzeit Echtzeit Nicht zutreffend

Online-
Kapazitatserweiterung

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

RAID-Level-Migration

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Verwerfen des
beibehaltenen Cache

Echtzeit

Echtzeit

Echtzeit

Echtzeit

Patrol Read-Modus
einstellen

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

konfigurierte Bereiche

Manueller Patrol Echtzeit Echtzeit Echtzeit Nicht zutreffend
Read-Modus
Patrol Read — Nicht Echtzeit Echtzeit Echtzeit Nicht zutreffend

Konsistenziberprifun
gsmodus

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Copyback-Modus

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Lastausgleichsmodus | Nicht zutreffend Nicht zutreffend Nicht zutreffend Echtzeit
Konsistenziberprifun | Echtzeit Echtzeit Echtzeit Nicht zutreffend
gsrate
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Tabelle 55. Unterstiitzte Funktionen fiir Storage-Controller - PERC 12 (fortgesetzt)

Funktionen H965i-Front und H965e Adapter H965i MX HBA465i-Front und H465i-
H965i-Adapter Adapter
Boot VD Nicht zutreffend Nicht zutreffend Nicht zutreffend Nicht zutreffend

PD-Status andern

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Echtzeit

Manager

Erneute Aufbaurate Echtzeit Echtzeit Echtzeit Nicht zutreffend
Hintergrundinitialisieru | Echtzeit Echtzeit Echtzeit Nicht zutreffend
ngsrate

Rekonstruktionsrate Echtzeit Echtzeit Echtzeit Nicht zutreffend
Fremdkonfiguration Echtzeit Echtzeit Echtzeit Nicht zutreffend
importieren

Fremdkonfiguration Nicht zutreffend Nicht zutreffend Nicht zutreffend Nicht zutreffend
automatisch

importieren

Fremdkonfiguration Echtzeit Echtzeit Echtzeit Nicht zutreffend
|6schen

Controller- Echtzeit Echtzeit Echtzeit Nicht zutreffend
Konfiguration

zurlcksetzen

Sicherheitsschlissel Echtzeit Echtzeit Echtzeit Echtzeit
erstellen oder andern

Secure Enterprise Key | Echtzeit Echtzeit Echtzeit Echtzeit

Bestandsaufnahme
und die Remote-
Uberwachung des
Status von PCle SSD-
Gerate

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Entfernen der PCle
SSD vorbereiten

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Daten von PCle-SSD
sicher l6schen

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Echtzeit

blinken oder Blinken
beenden

Ruckwandplatinen- Echtzeit Echtzeit Echtzeit Nicht zutreffend
Modus konfigurieren

(geteilt/vereint)

Komponenten-LEDs Echtzeit Echtzeit Echtzeit Echtzeit

Controller-Modus
andern

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

T10PI-Unterstitzung
fUr virtuelle Laufwerke

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Nicht zutreffend

Tabelle 56. Unterstiitzte Funktionen fiir Speichergerite

Funktion PCle SSD BOSS S1 BOSS S2 BOSS-N1 ROR-N1
Virtuelle Laufwerke Nicht zutreffend | Durchgefuhrt Durchgefiihrt Durchgefiihrt Durchgefuhrt
erstellen

Controller- Nicht zutreffend Durchgefiihrt Durchgefiihrt Durchgefiihrt Durchgefthrt
Konfiguration

zurlicksetzen
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Tabelle 56. Unterstiitzte Funktionen fiir Speichergerate (fortgesetzt)

Funktion PCle SSD BOSS S1 BOSS S2 BOSS-N1 ROR-N1
Schnellinitialisierung Nicht zutreffend | Durchgefihrt Durchgefiihrt Durchgefiihrt Durchgefuhrt
Virtuelle Laufwerke Nicht zutreffend | Durchgefihrt Durchgefiihrt Durchgefiihrt Durchgefuhrt
[6schen

Vollinitialisierung Nicht zutreffend | Nicht zutreffend Nicht zutreffend Nicht zutreffend Nicht zutreffend
Bestandsaufnahme Echtzeit Nicht zutreffend Nicht zutreffend Nicht zutreffend Nicht zutreffend

gnd die Remote-
Uberwachung des
Status von PCle SSD-

Gerate

Entfernen der PCle Echtzeit Nicht zutreffend Nicht zutreffend Nicht zutreffend Nicht zutreffend
SSD vorbereiten

Daten von PCle-SSD Durchgefihrt Nicht zutreffend Nicht zutreffend Nicht zutreffend Nicht zutreffend
sicher 18schen

Komponenten-LEDs Echtzeit Nicht zutreffend Echtzeit Echtzeit Echtzeit

blinken oder Blinken

beenden

Hotplugging von Echtzeit Nicht zutreffend Echtzeit Echtzeit Echtzeit
Laufwerken

SEKM Durchgefiihrt Durchgefthrt Durchgeftihrt Durchgefiihrt Durchgefthrt
UnterstUtzte RAID- RAID1 RAID1 RAID1 RAID O, RAID1 RAID 0, RAID 1
Level

Bestandsaufnahme fur Storage-Gerate erstellen und
Storage-Gerate uberwachen

Sie kdnnen den Zustand remote Uberwachen und die Bestandsliste flr die folgenden Comprehensive Embedded Management (CEM)-
aktivierten Storage-Geré&te im Managed System Uber die iDRAC-Webschnittstelle anzeigen:

RAID-Controller, Nicht-RAID-Controller, BOSS-Controller und PCle-Extender

Gehause mit Gehéduseverwaltungsmodulen (EMMs), Netzteile, Luftersonde und Temperatursonde.
Physische Laufwerke

Virtuelle Laufwerke

Batterien

@ ANMERKUNG: Auf einem System mit mehr virtuellen Laufwerken zeigt die Hardware-Bestandsaufnahme moglicherweise leere
physische Laufwerksdaten fur einige der virtuellen Laufwerke an.

@ ANMERKUNG:

e \Wenn Sie bei externen, mit PERC oder HBA verbundenen Geh&usen eine der Gehdusekomponenten wie SAS-Kabel, Netzteil oder
EMM im laufenden Betrieb verbinden oder entfernen, werden die iIDRAC-Speicherbestandsdaten méglicherweise nicht aktualisiert
oder es werden mdglicherweise falsche Lifecycle-Protokolleintrége generiert. Es wird empfohlen, nach einem solchen Vorgang
einen iDRAC-Reset durchzufuhren.

e Wenn Sie SAS-Kabel an das EMM-Modul anschlief3en oder das EMM-Modul wahrend der Laufzeit bei maximaler Konfiguration
von PowerVault MD 2412, PowerVault MD 2424 oder PowerVault MD 2460 erneut anschlief3en, werden die Werte und Zustande
von Gehdusekomponenten wie Temperatursonde, Lufter, EMM und Netzteil moglicherweise nicht korrekt aktualisiert. Daher wird
empfohlen, nach dem Anschlief3en des SAS-Kabels an das EMM-Modul oder nach dem erneuten Anschlief3en des EMM-Moduls
racreset durchzufihren.

e Die Anzeige der Bestandsaufnahme der physischen Laufwerke verzdgert sich erheblich, wenn EMM mit HBA465e verbunden ist.

Um den Abruf der Bestandsaufnahme physischer Laufwerke zu beschleunigen, fihren Sie den Befehl racreset aus.
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e Die Gehause-ID &ndert sich in der Benutzeroberflache maglicherweise nicht entsprechend, wenn die EMM-SAS4-Kabel von
H965e- und HBA355e-Controllern entfernt werden.

Es werden auch Informationen zu kirzlich aufgetretenen Speicherereignissen und zur Topologie der Storage-Geréate angezeigt.

Far

Speicherereignisse werden Warnungen und SNMP-Traps angezeigt. Die Ereignisse werden im Lifecycle-Protokoll aufgezeichnet.

@ ANMERKUNG:

0

e Wenn Sie versuchen, abgeschlossene Jobs aus der Jobwarteschlange zu I16schen, wenn ein Job ausgeflihrt wird, schldgt der
gerade ausgefuhrte Job mdglicherweise fehl. Daher wird empfohlen, zu warten, bis der laufende Job abgeschlossen ist, bevor Sie
den Job l6schen.

e Wenn Sie alle geplanten Konfigurationsjobs auf der Seite Storage Job Queue auswahlen und I6schen, wird ein RAC0519 Fehler
angezeigt. Um dies zu vermeiden, wahlen Sie jeweils einen Job aus und I6schen Sie ihn. Alternativ kénnen Sie alle Jobs auf der
Seite Job-Warteschlange und I6schen .

e \Wenn Sie den WSMan-Befehl der Gehauseansicht auf einem System aufzahlen, wahrend ein Netzteilkabel entfernt wird, wird der
primare Status des Gehauses als Funktionsfahig und nicht als Warnung angezeigt.

e Stellen Sie flr eine genaue Bestandsaufnahme der BOSS-Controller sicher, dass der Vorgang zum Erfassen des Systeminventars
beim Neustart (CSIOR) abgeschlossen ist. CSIOR ist standardméf3ig aktiviert.

e Das Storage-Integritats-Rollup folgt denselben Konventionen des Dell OpenManage-Produkts. Weitere Informationen finden Sie
unter OpenManage Server Administrator Benutzerhandbuch verfiigbar auf der Seite OpenManage Handbicher .

e Physische Laufwerke in einem System mit mehreren Rickwandplatinen werden moglicherweise unter einer anderen
Rickwandplatine aufgelistet. Verwenden Sie die Blinkfunktion, um die Laufwerke zu identifizieren.

e FQDD bestimmter Rickwandplatinen ist moglicherweise nicht identisch mit der Software- und Hardware-Bestandsaufnahme.

e Das Lifecycle-Protokoll fir PERC-Controller ist nicht verflgbar, wenn die letzten Ereignisse des PERC-Controllers verarbeitet
werden, dies beeintréchtigt die Funktionalitat nicht. Die Verarbeitung vergangener Ereignisse kann je nach Konfiguration variieren.

e Beim Hot-Removal des M.2-Laufwerks fir BOSS N-1-Controller wird der Integritatsstatus des iDRAC-Dashboards gelb, aber die
LED fur die Vorder-/RUckseite des Servers bleibt blau.

ANMERKUNG: Der SRVO15-Fehler tritt in zwei Féllen auf: wenn das Gerét die TSR-Erfassung nicht unterstitzt, wie bei AHCI-
Controllern, oder wenn das Gerat die TSR-Erfassung unterstiitzt, aber noch nicht auf Seitenband inventarisiert wurde.

Netzwerkgerate uber die Weboberflache tiberwachen

So zeigen Sie die Storage-Geréateinformationen Uber die Weboberflache an:

0

Gehen Sie zu Speicherung > Ubersicht > Zusammenfassung, um die Zusammenfassung der Speicherkomponenten und die
kirzlich protokollierten Ereignisse anzuzeigen. Diese Seite wird automatisch alle 30 Sekunden aktualisiert.

Gehen Sie zu Speicherung > Ubersicht > Controller, um Informationen zu den RAID-Controllern anzuzeigen. Die Seite Controller
wird angezeigt.

Gehen Sie zu Speicherung > Ubersicht > Physische Laufwerke, um Informationen zu den physischen Laufwerken anzuzeigen.
Daraufhin wird die Seite Physische Laufwerke angezeigt.

Gehen Sie zu Speicherung > Ubersicht > Virtuelle Laufwerke, um Informationen zu den virtuellen Laufwerken anzuzeigen. Die
Seite Virtuelle Laufwerke wird angezeigt.

Gehen Sie zu Speicherung > Ubersicht > Gehduse, um Informationen zu Gehausen anzuzeigen. Die Seite Gehause wird angezeigt.

@ ANMERKUNG: Wenn der Server Uber eine ungerade Anzahl von Steckplétzen verfigt, wird eine leere Steckplatzreihe in der
Liste Zusammenfassung der Steckplatze auf der Seite Gehaduse hinzugeflgt.

ANMERKUNG: Aktuelle Informationen zu den unterstitzten Eigenschaften und deren Werten finden Sie in der iDRAC-Onlinehilfe.

Sie kdnnen Filter verwenden, um spezifische Gerateinformationen anzuzeigen.

®

ANMERKUNG:
e Die Storage-Hardwareliste wird nicht angezeigt, wenn das System nicht tUber Storage-Gerate mit CEM-UnterstUtzung verfugt.

e Das Verhalten von nicht von Dell zertifizierten oder NVMe-Geraten von Drittanbietern ist in iDRAC mdglicherweise nicht
konsistent.
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e \Wenn die NVMe SSDs in den Rickwandplatinen-Slots NVMe-MI-Befehle unterstitzen und die 12C-Verbindung zu den
Ruckwandplatinen-Slots in Ordnung ist, entdeckt der iDRAC diese NVMe SSDs und meldet sie in den Schnittstellen unabhangig
von den PCI-Verbindungen zu den jeweiligen Rickwandplatinen-Slots.

@ ANMERKUNG:

Tabelle 57. Unterstiitzung fiir grafische Benutzeroberflachen und andere Schnittstellen

Typ Web-GUI-Unterstiitzung gnterstitziing fir andere
Bestandsaufnahme und RAID-
SATA Nicht verfiigbar andsal .
Konfiguration
NVMe Nur Bestandsaufnahme der physischen Bestandsaufnahme und RAID-
Laufwerke Konfiguration

Weitere Informationen zu den angezeigten Eigenschaften und zur Verwendung der Filteroptionen finden Sie in der iDRAC-Online-Hilfe.

Die iDRAC-Weboberflache verfugt Uber eine grafische Ansicht der Storage-Gerate, die Details und Status auf bestimmten PowerEdge-
Servern darstellt. Folgende Server bieten diese Funktion:

e Mit Version 6.10.00.00: PowerEdge R640, PowerEdge R740, PowerEdge R740xd, PowerEdge R650, PowerEdge R750 und
PowerEdge R7525.
e Mit Version 7.00.00.00: PowerEdge R660, PowerEdge R760, PowerEdge R760xd und PowerEdge R7625.

Speichergerat uber RACADM uberwachen

Um die Informationen zum Storage-Gerat anzuzeigen, verwenden Sie den Befehl storage.

Weitere Informationen finden Sie im Benutzerhandbuch fiir den Integrated Dell Remote Access Controller (RACADM CLI).

Uberwachen der Verwendung der Riickwandplatine iiber das
Dienstprogramm fiir iDRAC-Einstellungen

Gehen Sie im Dienstprogramm fUr die iDRAC-Einstellungen zu Systemzusammenfassung. Daraufhin wird die Seite iDRAC-
Einstellungen - Systemzusammenfassung angezeigt. Im Abschnitt Riickwandplatinenbestand werden Informationen zur
Rickwandplatine angezeigt. Weitere Informationen zu den verfligbaren Feldern finden Sie in der iDRAC Settings Utility Online Help
(Online-Hilfe des Dienstprogramms fur iDRAC-Einstellungen).

Anzeigen der Speichergeratetopologie

Diese Seite zeigt eine hierarchische Ansicht der physischen Aufbewahrung der wichtigsten Storage-Komponenten, d. h. es werden die
Controller, die an den Controller angeschlossenen Geh&use sowie eine Verbindung zum physischen Laufwerk in jedem Gehause aufgelistet.
Zudem werden die physischen Laufwerke angezeigt, die direkt mit dem Controller verbunden sind.

Um die Topologie des Storage-Geréats anzuzeigen, gehen Sie zu Storage > Ubersicht. Die Seite Ubersicht zeigt die hierarchische
Darstellung der Storage-Komponenten im System an. Folgende Optionen stehen zur Verfligung:

Controller

Physische Laufwerke
Virtuelle Laufwerke
Gehéuse

Klicken Sie fur die Ansicht der jeweiligen Komponentendetails auf die zugehdrigen Links.

Managen von physischen Festplatten

Sie kdnnen die folgenden Aktionen flr die physischen Festplatten ausfiihren:
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Eigenschaften physischer Laufwerke anzeigen.

Physische Festplatte als einen globalen Hotspare zuweisen oder die Zuweisung rickgangig machen.

In RAID-fahige Festplatte konvertieren.

In nicht-RAID-féhige Festplatte konvertieren.

Blinken der LED oder Beenden des Blinkens.

Physisches Laufwerk neu erstellen

Neuerstellung des physischen Laufwerks abbrechen

Kryptografischer Loschvorgang

@ ANMERKUNG: Wenn eines der SEKM-gesicherten Laufwerke, die direkt an den Server oder hinter einem Controller angeschlossen
sind, vom Betriebssystem nicht erkannt wird oder nicht zugénglich ist, wird empfohlen, die Lifecycle-Protokolle zu Uberprtfen
und sicherzustellen, dass alle gesicherten Laufwerke entsperrt sind. Andernfalls ergreifen Sie die empfohlenen Maf3nahmen, die in
Lifecycle-Protokollen erwahnt werden.

Zuweisen oder Aufheben der Zuweisung der physischen Festplatte als
globales Hot Spare

Ein globaler Hot Spare ist eine nicht verwendete Backup-Festplatte, die Teil der Festplattengruppe ist. Hot Spares verbleiben im Stand-by-
Modus. Wenn ein in einem virtuellen Laufwerk verwendetes physisches Laufwerk fehlerhaft ist, wird der zugewiesene Hot Spare aktiviert,
um das fehlerhafte physische Laufwerk ohne Unterbrechung des Systems und ohne Nutzereingriff zu ersetzen. Wenn ein Hot Spare
aktiviert wird, werden die Daten aller redundanten virtuellen Laufwerke neu erstellt, die das fehlerhafte physische Laufwerk verwendet
haben.

Sie kdnnen die Hot Spare-Zuweisung &ndern, indem Sie eine Festplattenzuweisung rtickgangig machen und eine andere Festplatte je nach
Bedarf wéhlen. Sie kdnnen auch mehr als ein physisches Laufwerk als einen globalen Hot Spare zuweisen.

Globale Hot Spares mussen manuell zugewiesen werden und die Zuweisung muss manuell rickgangig gemacht werden. Sie werden
nicht spezifischen virtuellen Laufwerken zugewiesen. Wenn Sie einer virtuellen Festplatte ein Hot Spare (als Ersatz fur eine physische
Festplatte, die in der virtuellen Festplatte ausfallt) zuweisen mdchten, lesen Sie die Angaben unter Dedizierten Hotspare zuweisen und
Zuweisung ruckgangig machen nach.

Wenn virtuelle Laufwerke geldscht werden, ist es moglich, dass die Zuweisung fur alle zugewiesenen globalen Hot Spares riickgangig
gemacht wird, wenn das letzte virtuelle Laufwerk, das mit dem Controller verknipft ist, geldscht wird.

Wenn Sie die Konfiguration zurticksetzen, wird die Zuweisung fur alle virtuellen Festplatten geléscht, und die Zuweisung fur alle Hotspares
wird aufgehoben.

Sie sollten sich mit den Gréfenanforderungen und anderen Uberlegungen, die bei Hotspares zu beachten sind, vertraut machen.
Fuhren Sie vor dem Zuweisen einer physischen Festplatte als globaler Hot Spare die folgenden Schritte aus:

e Stellen Sie sicher, dass der Lifecycle Controller aktiviert ist.
Wenn sich keine Laufwerke im Zustand ,Bereit” befinden, dann figen Sie zusétzliche Festplatten hinzu, und stellen Sie sicher, dass
sich die Festplatten im betriebsbereiten Status befinden.

e Wenn sich physische Laufwerke im Nicht-RAID-Modus befinden, dann konvertieren Sie sie unter Verwendung von iDRAC-
Schnittstellen wie z. B. die iDRAC-Webschnittstelle, RACADM, WSMan oder <STRG+R> in den RAID-Modus.

®| ANMERKUNG: Drucken Sie wéahrend des POST F2, um das System-Setup oder die Device-Konfiguration aufzurufen.

Wenn Sie die Zuweisung einer physischen Festplatte als globales Hot Spare im Modus ,,Zu ausstehenden Vorgéngen hinzufigen*
aufgehoben haben, wird der ausstehende Vorgang, jedoch kein Job erstellt. Wenn Sie dann versuchen, die gleiche Festplatte als globales
Hot Spare zuzuweisen, wird der Vorgang , Aufhebung der Zuweisung fiir globales Hot Spare anstehend” deaktiviert.

Wenn Sie die Zuweisung einer physischen Festplatte als globales Hot Spare im Modus ,,Zu ausstehenden Vorgangen hinzufigen®
aufgehoben haben, wird der ausstehende Vorgang, jedoch kein Job erstellt. Wenn Sie dann versuchen, die gleiche Festplatte als globales
Hot Spare zuzuweisen, wird der Vorgang ,Aufhebung der Zuweisung flr globales Hot Spare anstehend” deaktiviert.

Wenn das letzte VD geldscht wird, kehren auch die globalen Hotspares in den Bereitschaftszustand zurtick.

Wenn ein PD bereits ein globaler Hotspare ist, kann der Nutzer es dennoch wieder als globalen Hotspare zuweisen.
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Zuweisen oder Aufheben der Zuweisung von globalen Hot Spares uber die
Webschnittstelle

So weisen Sie ein globalen Hot Spares einem physischen Laufwerk zu oder heben die Zuweisung auf:
1. Gehen Sie in der IDRAC-Webschnittstelle zu Storage > Ubersicht > Physisches Laufwerk.
2. Alle physischen Laufwerke werden angezeigt.

3. Um die Zuweisung als globales Hot Spare zu erreichen, wahlen Sie aus dem Drop-down-Men( in der Spalte Aktion die Option
Globales Hot Spare zuweisen flr eine oder mehrere physische Laufwerke aus.

4. Um die Zuweisung als globales Hot Spare zuriickzunehmen, wahlen Sie aus dem Drop-down-Menu in der Spalte Aktion die Option
Zuweisung fiir globales Hot Spare zuriicknehmen fUr eine oder mehrere physische Laufwerke aus.

B. Klicken Sie auf Jetzt libernehmen.
Je nach lhren Anforderungen kdénnen Sie auch Bei ndchstem Neustart oder Zu einer geplanten Zeit anwenden. Basierend auf dem
ausgewahlten Betriebsmodus werden die Einstellungen angewendet.

Zuweisen oder Aufheben der Zuweisung fiir globale Hot Spares iiber RACADM

Verwenden Sie den Befehl storage und legen Sie den Typ als globalen Hot Spare fest.

Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

Konvertieren einer physischen Festplatte in den RAID- und Nicht-
RAID-Modus

Durch die Konvertierung einer physischen Festplatte in den RAID-Modus kénnen Sie die Festplatte fur alle RAID-Vorgange verwenden.
Wenn sich eine Festplatte im Nicht-RAID-Modus befindet, wird die Festplatte im Gegensatz zu nicht konfigurierten Festplatten im Status
,Good" (Gut) flr das Betriebssystem freigegeben und in einem direkten Passthrough-Modus verwendet.

Sie kdénnen die physischen Festplatten folgendermafien in den RAID- und Nicht-RAID-Modus konvertieren:

e Beginnen Sie mit der Verwendung der iDRAC-Netzwerkschnittstellen, wie z. B. der Webschnittstelle, RACADM, Redfish oder WSMan.
e Durch Dricken von <Strg+R> wahrend des Server-Neustarts und Auswahl des erforderlichen Controllers.

@ ANMERKUNG: Wenn sich die mit einem PERC-Controller verbundenen physischen Laufwerke im Nicht-RAID-Modus befinden,

wird die in den iDRAC-Schnittstellen, wie z. B. der iDRAC GUI, RACADM, Redfish und WSMan angezeigte Datentragergrofie
maoglicherweise als ein wenig kleiner als die tatséchliche Gréf3e des Datentragers angezeigt. Sie kdnnen Betriebssysteme jedoch mit
der vollen Kapazitat des Datentrégers bereitstellen.

@ ANMERKUNG: Hot-Plug-Festplatten in PERC 11 sind entweder bereit oder nicht im RAID-Verbund, abhangig von der aktuellen
Einstellung des automatischen Konfigurationsverhaltens.

Konvertierung von physischen Laufwerken in den RAID-fahigen oder nicht-
RAID-Modus mithilfe der iDRAC-Weboberflache

Fuhren Sie zum Konvertieren der physischen Laufwerke in den RAID-Modus oder den Nicht-RAID-Modus die folgenden Schritte aus:
1. Klicken Sie in der iDRAC-Weboberflache auf Storage > Ubersicht > Physische Laufwerke.

2. Kilicken Sie auf Filteroptionen. Zwei Optionen werden angezeigt: Alle Filter Idschen und Erweiterter Filter. Klicken Sie auf die
Option Erweiterter Filter.
Eine ausfihrliche Liste wird angezeigt, mit der Sie verschiedene Parameter konfigurieren kénnen.

3. Wahlen Sie aus dem Drop-down-Meni Gruppieren nach ein Gehause oder virtuelle Laufwerke aus.
Die mit dem Geh&use oder dem virtuellen Laufwerk verknlpften Parameter werden angezeigt.

4. Klicken Sie auf Anwenden, nachdem Sie alle gewiinschten Parameter ausgewahlt haben. Weitere Informationen zu den Feldern finden
Sie in der iDRAC-Online-Hilfe.
Die Einstellungen werden basierend auf der im Betriebsmodus ausgewahlten Option angewendet.
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Konvertierung von physikalischen Festplatten in den RAID-fahigen oder nicht-
RAID-Modus mithilfe von RACADM

Verwenden Sie je nachdem, ob Sie in den RAID- oder nicht-RAID-Modus konvertieren méchten, die folgenden RACADM-Befehle:

e \erwenden Sie den Befehl racadm storage converttoraid, uminden RAID-Modus zu konvertieren.

e \erwenden Sie den Befehl racadm storage converttononraid, um inden Nicht-RAID-Modus zu konvertieren.
ANMERKUNG: Auf dem S140-Controller kdnnen Sie nur die RACADM-Schnittstelle verwenden, um die Laufwerke vom Nicht-RAID-
Modus in den RAID-Modus zu konvertieren. Die unterstitzten Software-RAID-Modi sind der Windows- oder Linux-Modus.

Weitere Informationen zu den Befehlen finden Sie unter RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller

Loschen physischer Laufwerke

Mit der Systemldschfunktion kénnen Sie den Inhalt der physischen Laufwerke ldschen. Diese Funktion ist Gber RACADM oder die LC-UI

zuganglich. Physische Laufwerke auf dem Server werden in zwei Kategorien unterteilt.

e Sicheres Loschen von Laufwerken — Enthélt Laufwerke, die kryptografisches Loschen ermdglichen, wie ISE- und SED-SAS- und
-SATA-Laufwerke sowie PCle-SSDs.

®

ANMERKUNG: ISE-Laufwerke folgen dem NIST SP 800-88r1-Standard und sind NIST-I6schkonform. Das bedeutet, dass alle
alten Daten nach der Léschung unwiederbringlich entfernt wurden.

e Laufwerke durch Uberschreiben I6schen — Umfasst alle Laufwerke, die das kryptografische Léschen nicht unterstitzen.
@ ANMERKUNG: Vor dem Ldschen von vFlash missen Sie zundchst alle Partitionen Uber die iDRAC-Schnittstellen trennen, bevor Sie
den Vorgang ausfihren.

Der RACADM-Unterbefehl ,SystemErase” enthéalt Optionen fir die folgenden Kategorien:

ANMERKUNG: Die Option zum Léschen des Systems gilt nur fur Laufwerke im Server. iDRAC kann keine Laufwerke in einem
externen Gehause, wie z. B. einem JBOD, léschen.

e Mit der Option SecureErasePD werden alle Laufwerke zum sicheren Ldschen kryptografisch geléscht.

e Die Option OverwritePD Uberschreibt Daten auf allen Laufwerken.

@ ANMERKUNG: Das kryptografische Loschen des physischen BOSS-Laufwerks kann mit der Methode SystemErase durchgefihrt
werden und wird von LC-Ul, WSMan und RACADM unterstutzt.

@ ANMERKUNG: Kryptografisches Lschen wird nicht einzeln auf M.2-Laufwerken unterstitzt. Es wird nur in der LC-Ul als Teil der
Systemstilllegung oder Systemléschung unterstiitzt. Diese Einschrankung gilt fur BOSS-S1/S2-Controller. Auf M.2-Laufwerken, die
mit BOSS-N1 verbunden sind, funktioniert kryptografisches Loschen jedoch normal.

Verwenden Sie vor dem Ausfiihren von SystemErase den folgenden Befehl, um die Loschfunktion aller physischen Laufwerke flr einen
Server zu Uberprifen:

# racadm storage get pdisks -o -p SystemEraseCapability

@ ANMERKUNG: Wenn SEKM auf dem Server aktiviert ist, deaktivieren Sie SEKM mithilfe des Befehls racadm sekm disable,
bevor Sie diesen Befehl verwenden. Somit kann verhindert werden, dass Storage-Gerate gesperrt werden, die durch iDRAC gesichert
sind, wenn SEKM-Einstellungen aus iDRAC geléscht werden, indem Sie den Befehl ausfuhren.

Verwenden Sie diesen Befehl, um ISE- und SED-Laufwerke zu léschen:
# racadm systemerase -secureerasepd
Verwenden Sie den folgenden Befehl, um Laufwerke durch Uberschreiben zu l6schen:

# racadm systemerase -overwritepd

ANMERKUNG: RACADM SystemErase entfernt alle virtuellen Laufwerke von den physischen Laufwerken, die mit den obigen
Befehlen geldscht werden.

®| ANMERKUNG: RACADM SystemErase bewirkt, dass der Server neu gestartet wird, um die Ldschvorgénge auszufuhren.
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ANMERKUNG: Einzelne PCle-SSD- oder SED-Gerate kdnnen Uber die iDRAC-UI oder RACADM geldscht werden. Weitere
Informationen finden Sie in den Abschnitten Loschen von PCle-SSD-Geratedaten und Loschen von SED-Geratedaten.

®

Informationen zur Systemldschfunktion innerhalb der Lifecycle Controller-Benutzeroberflache finden Sie unter Benutzerhandbuch fiir den
Dell Lifecycle Controller ist verfiigbar unter iDRAC-Handbucher..

Loschen von SED/ISE-Geratedaten
®

ANMERKUNG: Dieser Vorgang wird nicht unterstitzt, wenn das unterstitzte Gerat Teil eines virtuellen Laufwerks ist. Das vom Ziel

unterstitzte Gerdt muss vom virtuellen Laufwerk entfernt werden, bevor das Gerat geldscht werden kann.

Die kryptografische Loschung I6scht alle auf der Festplatte vorhandenen Daten dauerhaft. Das Ausfiihren eines kryptografischen
Loschvorgangs auf einem SED/ISE Uberschreibt alle Blécke und fuhrt zu permanentem Datenverlust auf dem unterstttzten Gerat. Beim
kryptografischen Léschvorgang kann der Host nicht auf das unterstttzte Geréat zugreifen. Die SED/ISE-Gerateldschung kann entweder
in Echtzeit durchgefuhrt werden (Laufwerke hinter RAID-Controller und PSID-Léschung) oder nach einem Systemneustart durchgefuhrt
werden.

Falls das System neu gestartet wird oder wenn wahrend einer kryptografischen Léschung der Strom ausfallt, wird der Vorgang
abgebrochen. Sie missen das System neu starten und den Vorgang erneut ausfuhren.

Stellen Sie vor dem Léschen von SED/ISE-Gerétedaten Folgendes sicher:

e |ifecycle Controller ist aktiviert.

e Sie haben die Berechtigungen zur Serversteuerung sowie zur Anmeldung.

e Das ausgewahlte unterstitzte Laufwerk ist nicht Teil eines virtuellen Laufwerks.

@ ANMERKUNG:

e Das Loschen von SED/ISE kann entweder in Echtzeit (Laufwerke hinter RAID-Controller und PSID-Léschung) oder als
mehrstufiger Vorgang durchgefihrt werden.

e Nachdem das Laufwerk geléscht wurde, wird es aufgrund von Daten-Caching mdéglicherweise weiterhin als aktiv im
Betriebssystem angezeigt. Starten Sie in diesem Fall das Betriebssystem neu und das geléschte Laufwerk wird nicht mehr
angezeigt oder gemeldet.

e Starten Sie den Server neu, bevor Sie den Vorgang starten. Wenn der Vorgang weiterhin fehlschlagt, stellen Sie sicher, dass
CSIOR aktiviert ist und die NVMe-Festplatten durch Dell Technologies qualifiziert sind.

e [Ein kryptografischer Loschvorgang kann auch mithilfe von PSID durchgefihrt werden.

Loschen von SED/ISE-Geratedaten liber die Webschnittstelle

So léschen Sie die Daten auf dem unterstutzten Gerét:
1. Gehen Sie in der IDRAC-Webschnittstelle zu Storage > Ubersicht > Physische Festplatten.
Daraufhin wird die Seite Physische Festplatten angezeigt.
2. Wahlen Sie im Drop-Down-Menl Controller den Controller aus, um die zugehorigen Geréte anzuzeigen.
3. Wahlen Sie in den Drop-Down-Mens die Option Kryptografisches Loschen fiir eine oder mehrere SED/ISEs aus.
Wenn Sie Kryptografisches Loschen ausgewahlt haben und Sie die anderen Optionen im Dropdown-MenU anzeigen mdchten,
wéhlen Sie MaBnahme aus und klicken Sie dann auf das Drop-Down-Men(, um die anderen Optionen anzuzeigen.
4. Wahlen Sie im Dropdown-MenU Betriebsmodus wahlen eine der folgenden Optionen aus:
e Jetzt ausfiihren — Wahlen Sie diese Option aus, um die Maf3nahmen sofort anzuwenden, ohne dass ein Systemneustart
erforderlich ist.
Beim nachsten Neustart — \Wahlen Sie diese Option aus, um die Aktionen beim ndchsten Systemneustart anzuwenden.

Zu einer geplanten Zeit — Wahlen Sie diese Option aus, um die Maf3nahmen zu einem geplanten Datum und Uhrzeit
anzuwenden:

o Startzeit und Endzeit — Klicken Sie auf die Kalender-Symbole und wahlen Sie die Tage aus. Wahlen Sie aus dem Drop-Down-
Menu das Zeitintervall. Die Maf3nahme wird zwischen der Startzeit und Endzeit angewandt.

o Wahlen Sie aus dem Drop-Down-Meni den Typ des Neustarts aus:
= Kein Neustart (manueller System-Neustart)
= Ordentliches Herunterfahren
= Erzwungenes Herunterfahren
= System aus- und wieder einschalten (Hardwareneustart)
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5. Klicken Sie auf Anwenden.

Wenn der Job nicht erfolgreich erstellt wurde, wird eine Meldung angezeigt, die besagt, dass der Job nicht angezeigt wurde. Die
Meldungs-ID und die empfohlene Reaktion werden ebenfalls angezeigt.

Wurde der Job erfolgreich erstellt, wird eine Meldung angezeigt, die besagt, dass die Job-ID fur den ausgewahlten Controller erstellt
wurde. Klicken Sie auf Job-Warteschlange, um den Fortschritt des Auftrags auf der Seite Job-Warteschlange anzuzeigen.

Wenn ein ausstehender Vorgang nicht erstellt wurde, erscheint eine Fehlermeldung. Wenn der ausstehende Vorgang erfolgreich war
und die Job-Erstellung nicht erfolgreich war, wird eine Fehlermeldung angezeigt.

Loschen eines SED-Gerats unter Verwendung von RACADM

Zum sicheren Loschen eines SED-Geréts:
racadm storage cryptographicerase:<SED FQDD>
So erstellen Sie den Ziel-Job nach dem Ausflhren des Befehls cryptographicerase psid:
racadm jobqueue create <SED FQDD> -s TIME NOW -realtime
So erstellen Sie den bereitgestellten Zieliob nach dem Ausfihren der cryptographic erase Befehl (nicht PSID):
racadm jobqueue create <SED FQDD> -s TIME NOW -e <start time>
So fragen Sie die ausgegebene Job-ID ab:
racadm jobqueue view -i <job ID>
Durchfiihren des kryptografischen Léschvorgangs:
racadm storage cryptographicerase:<SED FQDD> -psid<PSID>

Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

Physisches Laufwerk neu erstellen

Mit der Option ,,Physisches Laufwerk neu erstellen” kdnnen Sie die Inhalte eines fehlerhaften Laufwerks wiederherstellen. Diese

Option ist nur aktiviert, wenn die Option zur automatischen Neuerstellung auf ,false” eingestellt ist. Wenn ein redundantes virtuelles
Laufwerk vorhanden ist, kann der Wiederherstellungsvorgang den Inhalt eines fehlerhaften physischen Laufwerks wiederherstellen. Eine
Neuerstellung kann wahrend des Normalbetriebs stattfinden, wobei jedoch die Systemleistung herabgesetzt wird.

Die Option ,Neuerstellung abbrechen kann verwendet werden, um eine laufende Neuerstellung abzubrechen. Wenn Sie eine
Neuerstellung abbrechen, verbleibt das virtuelle Laufwerk in einem heruntergestuften Zustand. Der Ausfall eines zuséatzlichen physischen
Laufwerks kann dazu fuhren, dass das virtuelle Laufwerk ausféallt und zu Datenverlust fihren kann. Es wird empfohlen, so schnell wie
madglich eine Neuerstellung auf dem fehlerhaften physischen Laufwerk durchzufthren.

Wenn Sie die Neuerstellung eines physischen Laufwerks abbrechen, das als Hot Spare zugewiesen ist, starten Sie die Neuerstellung auf
demselben physischen Laufwerk erneut, um die Daten wiederherzustellen. Das Abbrechen der Neuerstellung eines physischen Laufwerks
und dann das Zuweisen eines anderen physischen Laufwerks als Hot Spare fihrt nicht dazu, dass das neu zugewiesene Hot spare die
Daten neu erstellt.

Managen von virtuellen Festplatten

Sie kdnnen die folgenden Vorgange fir die virtuellen Festplatten ausfihren:

Erstellen

L6schen

Richtlinien bearbeiten

Initialisieren
Konsistenziberprifung
Konsistenziberprifung abbrechen
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Virtuelle Laufwerke verschlisseln

Dedizierte Ersatzlaufwerke zuweisen oder die Zuweisung rlickgéngig machen

Blinken von virtuellen Festplatten und Blinken beenden

Hintergrundinitialisierung abbrechen

Online-Kapazitatserweiterung

RAID-Level-Migration

@ ANMERKUNG: Sie kdnnen 240 virtuelle Laufwerke Uber die iDRAC-Schnittstelle managen und Uberwachen. Um VDs zu
erstellen, verwenden Sie entweder die Device-Konfiguration (F2), das PERCCLI-Befehlszeilen-Tool oder Dell OpenManage Server
Administrator (OMSA).

Erstellen von virtuellen Laufwerken

Um RAID-Funktionen zu implementieren, missen Sie ein virtuelles Laufwerk erstellen. Ein virtuelles Laufwerk bezieht sich auf den
Datenspeicher, den ein RAID-Controller mit einem oder mehreren physischen Laufwerken erstellt hat. Obwohl ein virtuelles Laufwerk aus
mehreren physischen Laufwerken bestehen kann, wird es vom Betriebssystem als ein einzelnes Laufwerk behandelt.

Bevor Sie ein virtuelles Laufwerk erstellen, sollten Sie sich mit den Informationen unter Erwégungen vor der Erstellung von virtuellen
Laufwerken vertraut machen.

Sie kénnen ein virtuelles Laufwerk mithilfe der mit dem PERC-Controller verbundenen physischen Laufwerke erstellen. Um ein virtuelles
Laufwerk zu erstellen, missen Sie Uber die Benutzerberechtigung fur die Serversteuerung verfigen. Sie kdnnen maximal 64 virtuelle
Laufwerke und maximal 16 virtuelle Laufwerke in derselben Laufwerkgruppe erstellen.

In den folgenden Fallen kdnnen Sie keine virtuelles Laufwerk erstellen:

Physische Laufwerke sind nicht fiir die Erstellung virtueller Laufwerke verfligbar. Installieren Sie zusatzliche physische Laufwerke.

e Die maximale Anzahl virtueller Laufwerke, die auf dem Controller erstellt werden kénnen, wurde erreicht. Sie missen mindestens ein
virtuelles Laufwerk I6schen und dann ein neues virtuelles Laufwerk erstellen.

e Die von einer Laufwerksgruppe unterstitzte Hochstzahl virtueller Festplatten wurde erstellt. Sie mUssen ein virtuelles Laufwerk aus
der ausgewahlten Gruppe léschen und dann ein neues virtuelles Laufwerk erstellen.

e Auf dem ausgewahlten Controller wird eine Aufgabe ausgeflhrt oder ist geplant. Sie missen warten, bis die Aufgabe abgeschlossen
ist, oder die Aufgabe I6schen, bevor Sie einen neuen Vorgang beginnen. Sie kdnnen den Status der geplanten Aufgabe auf der Seite
,Job Queue” (Job-Warteschlange) anzeigen und managen.

e Das physische Laufwerk befindet sich im Nicht-RAID-Modus. Es muss unter Verwendung der iDRAC-Schnittstellen wie beispielsweise
der iIDRAC-Webschnittstelle, RACADM, Redfish, WSMan oder <STRG+R> in den RAID-Modus konvertiert werden.

@ ANMERKUNG: Wenn Sie eine virtuelle Festplatte im Modus ,,Zu ausstehenden Vorgangen hinzufligen® erstellen und ein Job nicht
erstellt wird und Sie dann die virtuelle Festplatte lI6schen, wird der ausstehende Erstellungsvorgang fir die virtuelle Festplatte
geldscht.

@ ANMERKUNG: RAID 6 und RAID 60 werden in PERC H330 nicht unterstutzt.

@ ANMERKUNG: Mit dem BOSS Controller kénnen Sie nur virtuelle Laufwerke erstellen, deren Grof3e der Gréf3e des physischen
Speichermediums M.2 entspricht. Stellen Sie sicher, dass Sie die Grof3e der virtuellen Festplatte auf Null setzen, wenn Sie das
Serverkonfigurationsprofil verwenden, um eine virtuelle Festplatte von BOSS zu erstellen. Fir andere Schnittstellen wie RACADM,
WSMan und Redfish sollte die Grof3e des virtuellen Laufwerks nicht angegeben werden.

@ ANMERKUNG: Das Erstellen virtueller Laufwerke auf bereits gesicherten Laufwerken ist nicht zuléssig.

Erwagungen vor der Erstellung von virtuellen Laufwerken

Vor dem Erstellen von virtuellen Laufwerken sollten Sie Folgendes beachten:

e Namen fur virtuelle Laufwerke nicht auf Controller gespeichert — Die Namen der virtuellen Laufwerke, die Sie erstellen, werden nicht
im Controller gespeichert. Das bedeutet, wenn Sie einen Neustart mit einem anderen Betriebssystem ausfihren, benennt das neue
Betriebssystem das virtuelle Laufwerk eventuell mit seiner eigenen Namenkonvention um.

e Die Laufwerkgruppierung ist eine logische Gruppierung von Laufwerken, die mit einem RAID-Controller verbunden sind, auf dem ein
oder mehrere virtuelle Laufwerke erstellt werden, sodass alle virtuellen Laufwerke in der Laufwerkgruppe alle physischen Laufwerke in
der Laufwerkgruppe verwenden. Die aktuelle Implementierung unterstitzt das Sperren von gemischten Laufwerkgruppen wahrend der
Erstellung von logischen Geraten.

e Physische Laufwerke sind an Laufwerkgruppen gebunden. Aus diesem Grund gibt es keine Vermischung von RAID-Stufen auf einer
Laufwerkgruppe.
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e Die Anzahl an physischen Laufwerken, die in einem virtuellen Laufwerk enthalten sein kdnnen, unterliegt Einschrankungen. Diese
Einschrénkungen hangen vom Controller ab. Beim Erstellen eines virtuellen Laufwerks unterstitzen Controller eine bestimmte Anzahl
an Stripes und Bereichen (Methoden zur Zusammenfihrung des Speichers auf physischen Laufwerken). Da die Gesamtanzahl der
Stripes und Bereiche begrenzt ist, ist die Anzahl der physischen Laufwerke, die verwendet werden kénnen, ebenfalls begrenzt. Die
Einschrénkungen fur Stripes und Bereiche wirken sich wie folgt auf die RAID-Stufen aus:

o Die maximale Anzahl von Bereichen wirkt sich auf Verkettung, RAID 10, RAID 50 und RAID 60 aus.
o Die maximale Anzahl von Stripes wirkt sich auf RAID O, RAID 5, RAID 50, RAID 6 und RAID 60 aus.
o Die Anzahl der physischen Laufwerke in einer Spiegelung ist immer 2. Dies wirkt sich auf RAID 1 und RAID 10 aus.

@ ANMERKUNG:
o RAID 1 wird nur fur BOSS-Controller unterstitzt.
o SWRAID-Controller unterstttzt RAID O, 1, 5 und 10.

e Virtuelle Laufwerke kénnen auf PCle-SSDs nicht erstellt werden. PERC 11 und héhere Controller untersttitzen jedoch die Erstellung
virtueller Laufwerke mit PCle-SSDs.

ANMERKUNG: Einige Aktionen kénnen dazu fuhren, dass die Startziel-ID nicht auf ffff zurlickgesetzt wird, wenn kein VD oder
EPD-PT konfiguriert ist.

Erstellen von virtuellen Laufwerken tiber die Webschnittstelle

So erstellen Sie ein virtuelles Laufwerk:
1. Gehen Sie in der iDRAC-Webschnittstelle zu Storage > Ubersicht > Virtuelle LaufwerkeErweiterter Filter.
2. Gehen Sie im Abschnitt Virtuelles Laufwerk wie folgt vor:

a. Wahlen Sie aus dem Drop-Down-Meni Controller den Controller aus, fir den Sie das virtuelle Laufwerk erstellen méchten.
b. Wahlen Sie die RAID-Stufe fur das virtuelle Laufwerk aus dem Drop-Down-MenU Layout aus.

Nur jene RAID-Stufen, die vom Controller unterstitzt werden, werden im Drop-Down-Ment angezeigt, und zwar auf Basis der
Gesamtzahl der verflgbaren physikalischen Laufwerke.

¢c. Wahlen Sie den Medientyp, die Stripe Size, die Leserichtlinie, die Schreibrichtlinie, dic Festplatten-Cache-Regeln.
Es werden nur die Werte, die vom Controller unterstitzt werden, in den Drop-Down-Mends fir diese Eigenschaften angezeigt.
d. Geben Sie im Feld Kapazitat die Grof3e des virtuellen Laufwerks ein.
Es wird die maximale Grof3e angezeigt, die dann auf Basis der ausgewahlten Laufwerke aktualisiert wird.
e. Das Feld fur die Span-Anzahl wird basierend auf den ausgewahlten physischen Laufwerken angezeigt (Schritt 3). Sie kdnnen
diesen Wert nicht festlegen. Er wird automatisch berechnet, nachdem Sie Laufwerke fur Multi-RAID-Stufe ausgewahlt haben.
Das Feld Span-Anzahl gilt nur fur RAID 10, RAID 50 und RAID 60. Wenn Sie RAID 10 gewahlt haben und der Controller
ungleichmafiiges RAID 10 unterstitzt, wird der Wert fUr die Spannenanzahl nicht angezeigt. Der Controller stellt automatisch den
entsprechenden Wert ein. Bei RAID 50 und RAID 60 wird dieses Feld nicht angezeigt, wenn die minimale Anzahl von Laufwerken
flr die Erstellung von RAID verwendet wird. Es kann gedndert werden, wenn mehr Laufwerke verwendet werden.
3. Wahlen Sie im Abschnitt Physische Laufwerke auswahlen die Anzahl der physischen Laufwerke aus.
Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.
4. Wahlen Sie im Dropdown-Ment die Option Betriebsmodus anwenden, wenn Sie die Einstellungen Gbernehmen moéchten.
5. Klicken Sie auf.
Basierend auf der Option Betriebsmodus wahlen werden die Einstellungen angewendet.

®| ANMERKUNG: Sie kénnen alphanumerische Zeichen, Bindestriche und Unterstriche im Laufwerksnamen verwenden.

Erstellen von virtuellen Festplatten iiber RACADM

Verwenden Sie den Befehl racadm storage createvd.
Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

@ ANMERKUNG: Das Aufteilen von Festplatten oder das Konfigurieren von Teil-VDs wird auf den von S140-Controller verwalteten
Laufwerken nicht mit RACADM unterstutzt.
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Bearbeiten von Cache-Richtlinien fiir virtuelle Laufwerke

Sie kdnnen die Lese-, Schreib- oder Festplatten-Cache-Regeln einer virtuellen Festplatte &ndern.

@ ANMERKUNG: Einige der Controller unterstitzen nicht alle Lese-und Schreibrichtlinien. Aus diesem Grund wird beim Anwenden
einer Richtlinie eine Fehlermeldung angezeigt.

Die Leseregeln bestimmen, ob der Controller beim Suchen von Daten sequenzielle Sektoren auf der virtuellen Festplatte lesen soll.

e Adaptives Vorauslesen: Der Controller leitet das Vorauslesen nur dann ein, wenn durch die beiden letzten Leseanforderungen
ein Zugriff auf sequenzielle Sektoren der Festplatte erfolgte. Wenn durch die nachfolgenden Leseanforderungen ein Zugriff auf
wahlfreie Sektoren der Festplatte erfolgt, kehrt die Steuerung zur Kein Vorauslesen-Richtlinie zurlck. Der Controller prift weiterhin,
ob Leseanforderungen auf sequenzielle Sektoren der Festplatte zugreifen, und leitet das Vorauslesen bei Bedarf ein.

e Vorauslesen — Beim Suchen von Daten liest der Controller sequenzielle Sektoren auf dem virtuellen Laufwerk. Anhand der
Vorauslesen-Richtlinie kann eventuell die Systemleistung verbessert werden, wenn die Daten auf sequenzielle Sektoren der virtuellen
Festplatte geschrieben werden.

e Kein Vorauslesen — Das Auswahlen der Richtlinie ,Kein Vorauslesen” gibt an, dass der Controller die Richtlinie ,Vorauslesen® nicht
verwenden sollte.

Die Schreibregeln bestimmen, ob der Controller ein Schreibanfrage-Beendungssignal sendet, wenn sich die Daten im Cache befinden oder
nachdem sie auf die Festplatte geschrieben wurden.

e Durchschreiben — Der Controller sendet erst dann ein Signal fir den Abschluss der Schreibanforderung, nachdem die Daten auf das
Laufwerk geschrieben wurden. Das Durchschreiben im Cache bietet eine bessere Datensicherheit als das Ruckschreiben im Cache, da
das System annimmt, dass die Daten erst verflgbar sind, nachdem sie auf das Laufwerk geschrieben wurden.

e Riickschreiben — Der Controller sendet ein Signal zum Abschluss der Schreibanforderung, sobald sich die Daten im Controller-Cache
befinden, jedoch noch nicht auf die Festplatte geschrieben wurden. Ein Rickschreiben im Cache kann die Systemleistung verbessern,
da bei nachfolgenden Leseaufforderungen die Daten schneller aus dem Cache als vom Laufwerk abgerufen werden kénnen. Es kann
jedoch im Falle eines Festplattenausfalls zu Datenverlust kommen, da ein Systemausfall das Schreiben der Daten auf die Festplatte
verhindert. Bei anderen Anwendungen kénnen ebenfalls Probleme auftreten, wenn Aktionen die Verflgbarkeit der Daten auf der
Festplatte voraussetzen.

e Riickschreiben erzwingen — Der Schreib-Cache wird unabhéngig davon aktiviert, ob der Controller Gber eine Batterie verfugt. Wenn
der Controller keine Batterie hat und Rickschreiben in Cache erzwingen verwendet wird, kann bei einem Stromausfall ein Datenverlust
auftreten.

Die Festplatten-Cache-Richtlinie gilt fur Lesevorgange auf einem bestimmten virtuellen Laufwerk. Diese Einstellungen wirken sich nicht auf

die Vorauslesen-Richtlinie aus.

@ ANMERKUNG:

e Der nicht-fliichtige Controller-Cache und die Akkusicherung des Controllers wirken sich auf die Leseregel oder die Schreibregel
aus, die ein Controller unterstitzen kann. Nicht alle PERCs sind mit Akkus oder Cache ausgerUstet.

e Fir das Vorauslesen und das Zurtickschreiben ist ein Cache erforderlich. Wenn der Controller also nicht Uber Cache verfugt,
kdnnen Sie den Richtlinienwert nicht festlegen.

o Wenn der PERC mit Cache ausgerUstet ist, jedoch ohne Akku, und die Richtlinie so festgelegt wurde, dass der Zugriff auf
den Cache erforderlich ist, kann es bei einem Stromausfall zu Datenverlusten kommen. Daher wird diese Richtlinie bei einigen
PERCs nicht unterstutzt.

o Daher wird je nach PERC der Richtlinienwert festgelegt.

Loschen von virtuellen Festplatten

Das Ldschen eines virtuellen Laufwerks I6scht alle Informationen, einschlie3lich Dateisysteme und Volumes auf dem virtuellen Laufwerk,
und entfernt das virtuelle Laufwerk aus der Controller-Konfiguration. Wenn virtuelle Laufwerke geléscht werden, ist es moglich, dass
die Zuweisung fur alle zugewiesenen globalen Hot Spares riickgéngig gemacht wird, wenn das letzte virtuelle Laufwerk, das mit

dem Controller verknUpft ist, geldscht wird. Wenn das letzte virtuelle Laufwerk einer Laufwerksgruppe geléscht wird, werden alle
zugewiesenen dedizierten Hot Spares automatisch globale Hot Spares.

Wenn Sie alle VDs fir ein globales Hot Spare l6schen, wird das globale Hot Spare automatisch geléscht.
Sie mussen Uber die Berechtigung zur Anmeldung und zur Server-Steuerung verflgen, um die virtuellen Festplatten zu I6schen.

Wenn dieser Vorgang erlaubt ist, kdnnen Sie ein virtuelles Startlaufwerk loschen. Dies erfolgt Uber das Seitenband und unabhangig vom
Betriebssystem. Entsprechend wird eine Warnmeldung angezeigt, bevor Sie das virtuelle Laufwerk léschen.
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Wenn eine virtuelle Festplatte geldscht wird und sofort eine neue virtuelle Festplatte mit den gleichen Eigenschaften wie die geldschte
virtuelle Festplatte neu erstellt wird, erkennt der Controller die Daten, als ob die erste virtuelle Festplatte nie geléscht worden ware. Wenn
Sie in diesem Fall die alten Daten nach der Neuerstellung einer neuen virtuellen Festplatte nicht behalten mdchten, initialisieren Sie das
virtuelle Laufwerk erneut.

@ ANMERKUNG: Vorgange zum Zuricksetzen der Konfiguration und zum Ldschen virtueller Laufwerke kdnnen nicht gestapelt
werden, das Maximum betragt 240 Vorgange zur Erstellung virtueller Laufwerke. Dies fuhrte zum Fehlschlagen des Vorgang. Diese
beiden Vorgange kdnnen als separate Jobs im Abstand von mindestens 2 Minuten ausgefihrt werden.

Uberpriifen der Ubereinstimmung der virtuellen Festplatte

Dieser Vorgang tberpruft die Richtigkeit der redundanten (Paritats-)Informationen. Diese Aufgabe gilt nur fir redundante virtuelle
Laufwerke. Bei Bedarf kénnen tber die Ubereinstimmungsiiberpriifung redundante Daten neu erstellt werden. Falls das virtuelle
Laufwerk einen beeintrachtigten Status aufweist, kann dieser mdglicherweise durch das Durchfiihren einer Konsistenzpriifung in den
betriebsbereiten Status Uberfilhrt werden. Sie kénnen den Task Ubereinstimmungsiiberpriifung mithilfe der Web-Schnittstelle oder
RACADM durchfihren.

Sie kénnen den Vorgang der Ubereinstimmungstiberpriifung auch abbrechen. Das Abbrechen der Ubereinstimmungstiberpriifung ist ein
Echtzeit-Vorgang.

Sie missen uber die Berechtigung zur Anmeldung und zur Server-Steuerung verfiigen, um die Ubereinstimmung von virtuellen Festplatten
zu prufen.

®| ANMERKUNG: Konsistenzprifung wird nicht unterstitzt, wenn die Laufwerke im RAIDO-Modus eingerichtet sind.

@ ANMERKUNG: Wenn Sie den Vorgang zum Abbrechen der Ubereinstimmungstiberpriifung durchfiihren, wenn keine
Ubereinstimmungstiberpriifung durchgefihrt wird, wird der ausstehende Vorgang in der GUI als BGI-Abbruch statt als Abbruch
der Ubereinstimmungstiberpriifung angezeigt.

Initialisieren von virtuellen Festplatten

Durch das Initialisieren virtueller Laufwerke werden alle Daten auf der Festplatte geléscht, die Konfiguration des virtuellen Laufwerks wird
jedoch nicht gedndert. Sie missen ein konfiguriertes virtuelles Laufwerk initialisieren, bevor Sie es verwenden.

®| ANMERKUNG: Initialisieren Sie keine virtuellen Laufwerke, wenn Sie versuchen, eine vorhandene Konfiguration neu zu erstellen.

Sie kdnnen eine Schnellinitialisierung oder eine vollstandige Initialisierung durchfihren oder die Initialisierung abbrechen.

ANMERKUNG: Das Abbrechen der Initialisierung ist ein Echtzeitvorgang. Sie kdnnen die Initialisierung nur Gber die iDRAC-
Weboberflache und nicht tiber RACADM abbrechen.

Schnellinitialisierung

Der Vorgang der Schnellinitialisierung initialisiert alle physischen Laufwerke, die im virtuellen Laufwerk enthalten sind. Dabei werden

die Metadaten auf den physischen Laufwerken aktualisiert, sodass der gesamte Speicherplatz fur kuinftige Schreibvorgange verfligbar
ist. Die Initialisierungsaufgabe kann schnell abgeschlossen werden, da vorhandene Informationen auf den physischen Laufwerken nicht
geldscht werden. Bei zukinftigen Schreibvorgéngen werden jedoch alle Informationen Gberschreiben, die auf den physischen Laufwerken
vorhanden sind.

Bei der Schnellinitialisierung werden nur die Startsektor- und Stripe-Informationen geldscht. Fihren Sie eine Schnellinitialisierung nur dann
durch, wenn Zeitdruck vorliegt oder die Festplatten neu sind bzw. noch nicht verwendet wurden. Die Schnellinitialisierung nimmt weniger
Zeit in Anspruch (normalerweise 30 bis 60 Sekunden).

VORSICHT: Das Ausfiihren einer schnellen Initialisierung bewirkt, dass auf vorhandene Daten nicht mehr zugegriffen
werden kann.

Die Schnellinitialisierung schreibt keine Nullen in die Festplattenbldcke auf den physischen Laufwerken, Da die Schnellinitialisierung keinen
Schreibvorgang ausfiihrt, verursacht sie eine geringere Herabsetzung der Festplatte.

Eine Schnellinitialisierung auf einer virtuellen Festplatte Uberschreibt die ersten und letzten 8 MB der virtuellen Festplatte und I6scht alle
Startdaten oder Partitionsinformationen. Der Vorgang dauert nur 2 bis 3 Sekunden und wird empfohlen, wenn Sie virtuelle Laufwerke neu
erstellen.

Eine Hintergrundinitialisierung beginnt finf Minuten nach Abschluss der Schnellinitialisierung.
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Vollstandige oder langsame Initialisierung

Der Vorgang der vollstandigen Initialisierung (auch langsame Initialisierung genannt) initialisiert alle physischen Laufwerke, die im virtuellen
Laufwerk enthalten sind. Dabei werden die Metadaten auf den physischen Laufwerken aktualisiert und alle vorhandenen Daten und
Dateisysteme geldscht. Sie kdnnen eine vollstandige Initialisierung nach der Erstellung des virtuellen Laufwerks durchfihren. Anstelle

der Schnellinitialisierung wird empfohlen, eine vollstandige Initialisierung durchzufihren, wenn bei einem physischen Laufwerk Probleme
aufgetreten sind oder beschadigte Festplattenbldcke vermutet werden. Bei der vollstédndigen Initialisierung werden beschadigte Blocke neu
zugewiesen und Nullen in alle Festplattenbldcke geschrieben.

Wenn die vollsténdige Initialisierung eines virtuellen Laufwerks durchgefihrt wird, ist keine Hintergrundinitialisierung erforderlich. Bei
der vollstandigen Initialisierung kann der Host nicht auf das virtuelle Laufwerk zugreifen. Wenn das System wahrend der vollstandigen
Initialisierung neu gestartet wird, wird der Vorgang abgebrochen und auf dem virtuellen Laufwerk wird eine Hintergrundinitialisierung
durchgefuhrt.

Es wird immer empfohlen, auf Laufwerken, die zuvor Daten enthielten, eine vollstandige Initialisierung durchzufthren. Die vollstandige
Initialisierung kann 1 bis 2 Minuten pro GB dauern. Die Geschwindigkeit der Initialisierung hangt vom Controller-Modell, der
Geschwindigkeit der Festplatten und der Firmwareversion ab.

Die vollstandige Initialisierung initialisiert eine physische Festplatte nach der anderen.

@ ANMERKUNG: Die vollstéandige Initialisierung wird nur in Echtzeit unterstitzt. Nur wenige Controller unterstitzen die vollstandige
Initialisierung.

Verschlisseln der virtuellen Laufwerke

Wenn die Verschlusselung auf einem Controller deaktiviert ist (d. h. der Sicherheitsschlissel wurde geléscht), aktivieren Sie die
Verschllsselung fur virtuelle Laufwerke, die mithilfe von SED-Laufwerken erstellt wurden, manuell. Wenn das virtuelle Laufwerk erstellt
wird, nachdem die VerschlUsselung auf einem Controller aktiviert wurde, wird das virtuelle Laufwerk automatisch verschlisselt. Es wird
automatisch als verschlUsseltes virtuelles Laufwerk konfiguriert, es sei denn, die aktivierte Verschlisselungsoption wird wahrend der
Erstellung des virtuellen Laufwerks deaktiviert.

Sie muUssen Uber die Berechtigung zur Anmeldung und zur Server-Steuerung zur Verwaltung der SchlUssel fur die Verschlisselung
verfugen.

ANMERKUNG: Obwohl die Verschlisselung auf den Controllern aktiviert ist, missen Nutzerinnen die Verschllsselung auf dem
virtuellen Laufwerk manuell aktivieren, wenn das virtuelle Laufwerk Gber den iDRAC erstellt wird. Nur wenn das virtuelle Laufwerk
Uber OMSA erstellt wird, wird es automatisch verschltsselt.

Zuweisen oder Aufheben der Zuweisung von dezidierten Hotspares

Ein dedizierter Hot Spare ist eine nicht verwendete Backup-Festplatte, die einem virtuellen Laufwerk zugewiesen ist. Wenn ein physisches
Laufwerk in dem virtuellen Laufwerk versagt, wird der Hot Spare aktiviert, um das fehlerhafte physische Laufwerk ohne Unterbrechung
des Systems oder erforderlichen Nutzereingriff zu ersetzen.

Sie missen Uber Berechtigungen zum Anmelden und fir die Server-Steuerung verflgen, um diesen Vorgang auszufthren.
Sie kdnnen nur Festplatten mit 4 KB als Hotspare zu virtuellen 4-KB-Festplatten zuweisen.

Wenn Sie ein physisches Laufwerk als dedizierten Hot Spare im Modus ,,Zu ausstehenden Vorgangen hinzufligen® zugewiesen haben, wird
der ausstehende Vorgang, jedoch kein Job erstellt. Wenn Sie dann versuchen, die Zuweisung dieses Laufwerks als dedizierter Hot Spare
aufzuheben, wird der ausstehende Vorgang ,,Dedizierten Hot Spare zuweisen® geldscht.

Wenn Sie die Zuweisung eines physischen Laufwerks als dedizierter Hot Spare im Modus ,,Zu ausstehenden Vorgangen hinzuftigen®
aufgehoben haben, wird der ausstehende Vorgang, jedoch kein Job erstellt. Wenn Sie dann versuchen, den dedizierten Hot Spare
zuzuweisen, wird der ausstehende Vorgang ,,Zuweisung des dedizierten Hot Spare aufheben® geldscht.

@ ANMERKUNG: Wahrend der Protokollexportvorgang ausgefuhrt wird, werden keine Informationen zu den dedizierten Hot Spares
auf der Seite Virtuelle Laufwerke managen angezeigt. Laden Sie nach Abschluss des Protokollexportvorgangs die Seite Virtuelle
Laufwerke managen neu, um die Informationen anzuzeigen.

VD umbenennen

Um den Namen eines virtuellen Laufwerks zu &ndern, muss die/der Nutzerln Uber Systemsteuerungsberechtigungen verfigen. Der Name
des virtuellen Laufwerks darf nur alphanumerische Zeichen, Bindestriche und Unterstriche enthalten. Die maximale Lange des Namens

274 Managen von Storage-Geraten



hangt vom jeweiligen Controller ab. In den meisten Fallen betrégt die maximale Lange 15 Zeichen. Jedes Mal, wenn ein virtuelles Laufwerk
umbenannt wird, wird ein LC-Protokoll erstellt.

Bearbeiten der Festplattenkapazitat

Mit der Online-Kapazitatserweiterung (OCE) kénnen Sie die Storage-Kapazitat ausgewahlter RAID-Level erhéhen, wahrend das System
online bleibt. Der Controller verteilt die Daten auf dem Array neu (als Neukonfiguration bezeichnet) und stellt dadurch neuen Speicherplatz
am Ende jedes RAID-Arrays zur Verflgung.

Die Online-Kapazitatserweiterung (OCE) kann auf zwei Arten erfolgen:

e \Wenn freier Speicherplatz auf dem kleinsten physischen Laufwerk in der virtuellen Festplattengruppe nach dem Start der Adressierung
logischer Blocke von virtuellen Laufwerken zur Verfigung steht, kann die Kapazitat des virtuellen Laufwerks innerhalb des freien
Speicherplatzes erweitert werden. Diese Option ermdglicht Ihnen die Eingabe einer neuen grof3eren virtuellen Festplattengrof3e. Wenn
eine Festplattengruppe in einer virtuellen Festplatte nur Gber Speicherplatz vor dem Start der Adressierung logischer Blocke verfiigt,
dann ist Festplattenkapazitat bearbeiten in derselben Festplattengruppe nicht zuléssig, auch wenn es verfligbaren Speicherplatz auf
einem physischen Laufwerk gibt.

e Die Kapazitat eines virtuellen Laufwerks kann ebenfalls erweitert werden, wenn zusatzliche kompatible physische Laufwerke zu der
bestehenden virtuellen Festplattengruppe hinzugefligt werden. Diese Option erlaubt es Ihnen nicht, die neue grof3ere Grof3e der
virtuellen Festplatte einzugeben. Die neue erhdhte Grof3e der virtuellen Festplatte wird berechnet und dem Nutzer basierend auf
dem genutzten Speicherplatz der vorhandenen physischen Festplattengruppe auf einem bestimmten virtuellen Laufwerk, bereits
vorhandener RAID-Level der virtuellen Festplatte und der Anzahl neuer Laufwerke, die zur virtuellen Festplatte hinzugeftigt wurden,
angezeigt.

Mit der Kapazitatserweiterung kdnnen Nutzerlnnen die endguiltige Grof3e des virtuellen Laufwerks festlegen. Die endguiltige interne Grof3e
des virtuellen Laufwerks wird in Prozent an den PERC tbermittelt (dieser Prozentsatz ist der Speicherplatz, den Nutzerinnen vom

leeren Speicherplatz im Array fur die Erweiterung der lokalen Festplatte verwenden mdchten). Aufgrund dieser Prozentlogik kann sich die
endgultige Grof3e des virtuellen Laufwerks nach Abschluss der Neukonfiguration von der vom Nutzer eingegebenen Gréf3e unterscheiden,
wenn Nutzerlnnen nicht die maximal mogliche Gréf3e des virtuellen Laufwerks als endgtiltige Grof3e des virtuellen Laufwerks eingegeben
haben (der Prozentsatz ergibt weniger als 100 %). Nutzerinnen sehen nach der Neukonfiguration keinen Unterschied zwischen der
eingegebenen Gréf3e des virtuellen Laufwerks und der endgtiltigen Gréf3e des virtuellen Laufwerks, wenn sie die maximal mogliche Grof3e
des virtuellen Laufwerks eingegeben haben.

RAID-Level-Migration

RAID-Level-Migration (RLM) bezieht sich auf die Anderung des RAID-Levels eines virtuellen Laufwerks. iDRACS bietet eine Option zum
Erhohen der Grofie eines virtuellen Laufwerks unter Verwendung von RLM. RLM erlaubt gewissermaf3en die Migration des RAID-Levels
eines virtuellen Laufwerks, was wiederum die Grof3e des virtuellen Laufwerks senken kann.

Die RAID-Level-Migration ist die Konvertierung eines virtuellen Laufwerks von einem RAID-Level zum anderen. Wenn Sie ein virtuelles
Laufwerk in ein anderes RAID-Level migrieren, werden die Benutzerdaten neu verteilt und erhalten das Format der neuen Konfiguration.

Diese Konfiguration wird unterstitzt wird von der Bereitstellung- und Echtzeitoption unterstttzt.

Die folgende Tabelle beschreibt die méglichen neu konfigurierbaren Layouts des virtuellen Laufwerks wahrend der Neukonfiguration
(RLM) eines virtuellen Laufwerks mit und ohne Hinzufligen von Festplatten.

Tabelle 58. Mogliches Layout des virtuellen Laufwerks

Layout des virtuellen Quelllaufwerks Madgliches Layout des virtuellen Mdgliches Layout des virtuellen
Ziellaufwerks mit hinzugefiigtem Ziellaufwerks ohne hinzugefiigtes
Laufwerk Laufwerk

RO (einzelne Festplatte) R1 -

RO R5/R6 -

R1 RO/R5/R6 RO

R5 RO/R6 RO

R6 RO/R5 RO/R5

Zulassige Operationen wahrend OCE oder RLM

Die folgenden Vorgénge sind wahrend OCE/RLM zulassig:
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Tabelle 59. Zulassige Operationen

Ab Controller-Ende, hinter

Ab Laufwerkende (das

Ab eines beliebigen bereiten

Ab einem beliebigen

dem ein Laufwerk OCE/RLM | OCE/RLM durchlauft) physischen Laufwerks im Laufwerkende (das nicht

durchlauft selben Controller OCE/RLM durchlauft) im
selben Controller

Konfigurations-Reset Loschen Blinken Loschen

Exportieren des Protokolls Blinken Blinken beenden Blinken

Patrol Read-Modus einstellen

Blinken beenden

Globalen Hotspare zuweisen

Blinken beenden

Patrol Read starten k. A In eine Nicht-RAID-Festplatte Umbenennen

konvertieren
Controller-Eigenschaften &ndern | k. A. k. A. Policy andern
Strom der physischen Festplatte | k. A. k. A Langsam initialisieren
managen
In RAID-fahige Festplatten k. A. k. A. Schnell initialisieren
konvertieren
In Nicht-RAID-Festplatten k. A k. A Mitgliedfestplatte ersetzen
konvertieren
Controller-Modus &ndern k. A. k. A. k. A.

OCE- und RLM-Einschrankungen

Im Folgenden sind die allgemeinen Einschrénkungen in Bezug auf OCE und RLM aufgefuhrt:
OCE/RLM ist auf Szenarien beschrankt, bei denen die Laufwerksgruppe nur ein virtuelles Laufwerk enthalt.
OCE wird fur RAID50 und RAID60 nicht unterstitzt. RLM wird fur RAID10, RAIDS50 und RAIDG0 nicht untersttitzt.

Wenn der Controller bereits die maximal zuldssige Anzahl virtueller Laufwerke enthélt, kdnnen Sie auf RAID-Level weder eine Migration

noch eine Kapazitatserweiterung eines virtuellen Laufwerks durchfihren.

e Der Controller andert die Schreibcache-Richtlinie aller virtuellen Laufwerke auf denen RLM/OCE ausgefihrt wird, auf
,Durchschreiben® bis der Vorgang abgeschlossen ist.

Die Neukonfiguration virtueller Laufwerke beeintréchtigt normalerweise die Laufwerkleistung bis zum Abschluss des Vorgangs.
Eine Laufwerksgruppe darf nicht mehr als 32 physische Laufwerke enthalten.

Wenn bereits ein Hintergrundvorgang (z. B. Hintergrundinitialisierung/Neuaufbau/RUuckkopieren/Patrol Read) auf dem
entsprechenden virtuellen/physischen Laufwerk ausgefuhrt wird, ist eine Neukonfiguration (OCE/RLM) zu diesem Zeitpunkt nicht

zuléssig.

e Jede Art von Festplattenmigration wéhrend der Neukonfiguration (OCE/RLM) von Laufwerken, die einem virtuellen Laufwerk
zugeordnet sind, fuhrt dazu, dass die Neukonfiguration fehlschlagt.

e Jedes neue Laufwerk, das fur OCE/RLM hinzugefugt wird, wird nach Abschluss der Rekonstruktion Teil des virtuellen Laufwerks. Der

Status fUr diese neuen Laufwerke wird jedoch direkt nach dem Start der Rekonstruktion auf ,Online* geéndert.

Initialisierung abbrechen

Diese Option bietet die Moglichkeit, die Hintergrundinitialisierung auf einem virtuellen Laufwerk abzubrechen. Auf PERC-Controllern
beginnt die Hintergrundinitialisierung redundanter virtueller Laufwerke automatisch nach der Erstellung eines virtuellen Laufwerks. Die
Hintergrundinitialisierung redundanter virtueller Laufwerke bereitet das virtuelle Laufwerk fur Paritatsinformationen vor und verbessert
die Schreibleistung. Andere Prozesse, wie das Erstellen eines virtuellen Laufwerks, konnen jedoch nicht ausgefuhrt werden, wahrend
die Hintergrundinitialisierung 1&uft. Die Option , Initialisierung abbrechen” bietet die Méglichkeit, die Hintergrundinitialisierung manuell
abzubrechen. Im Falle eines Abbruchs startet die Hintergrundinitialisierung automatisch innerhalb von O bis 5 Minuten erneut.

®|ANMERKUNG: Die Hintergrundinitialisierung kann nicht auf virtuellen RAID-0O-Laufwerken ausgefuhrt werden.

Managen von virtuellen Laufwerken uber die Webschnittstelle

1. Gehen Sie in der IDRAC-Webschnittstelle zu Storage > Ubersicht > Virtuelle Laufwerke.
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Wahlen Sie aus dem Drop-Down-Meni Virtuelles Laufwerk den Controller aus, fur den Sie die virtuellen Laufwerke managen
mdchten.

Wahlen Sie aus dem Drop-Down-Men( Aktion eine Aktion aus.
Wenn Sie eine Aktion auswahlen, wird das zusatzliche Fenster Aktion angezeigt. Wahlen bzw. geben Sie den gewtnschten Wert ein.
e Umbenennen
e Loschen
e Cache-Regel bearbeiten — Sie konnen die Cache-Richtlinie fur die folgenden Optionen &ndern:
o Leserichtlinie — Folgende Werte kénnen ausgewahlt werden:
= Adaptives Vorauslesen — Gibt an, dass die Steuerung fUr den angegebenen Datentréger die Vorauslese-Cache-Richtlinie

verwendet, falls die zwei letzten Zugriffe auf die Festplatte in sequenziellen Sektoren vorgenommen wurden. Falls die
Leseanforderungen zuféllig sind, kehrt der Controller zum Modus 'Kein Vorauslesen' zurlck.

= Kein Vorauslesen — Zeigt an, dass fUr den gewahlten Datentréger die Kein Vorauslesen-Regel verwendet wird.

= Vorauslesen — Gibt an, dass der Controller fir den angegebenen Datentrager die angeforderten Daten sequenziell voraus
liest und zusatzliche Daten im Cache-Storage speichert, um auf eine kiinftige Datenanforderung vorbereitet zu sein. Dies
beschleunigt das sequenzielle Lesen von Daten, ergibt aber kaum bessere Ergebnisse, wenn auf zufallige Daten zugegriffen
wird.

o Schreibregel — Andern der Schreibcache-Regel auf eine der folgenden Optionen:
= Durchschreiben — Zeigt an, dass der Controller fur den gewahlten Datentrager ein DatenUbertragungsabschluss-Signal an
den Host sendet, wenn das Festplatten-Subsystem alle Daten einer Transaktion empfangen hat.
= Riickschreiben — Gibt an, dass der Controller fir den angegebenen Datentrager ein DatenUbertragungsabschluss-Signal
an das Hostsystem sendet, wenn der Controller-Cachespeicher alle Daten in einer Transaktion erhalten hat. Der Controller
schreibt dann die zwischengespeicherten Daten auf das Speichergerét im Hintergrund.
= Riickschreiben erzwingen — Wenn durch Rickschreiben erzwingen Daten im Cache-Storage abgelegt werden, wird
Schreibcache aktiviert, egal ob der Controller eine Batterie hat oder nicht. Wenn der Controller keine Batterie hat und
Ruckschreiben in Cache erzwingen verwendet wird, kann bei einem Stromausfall ein Datenverlust auftreten.
o Festplatten-Cache-Regel — Andern der Festplatten-Cache-Regel auf eine der folgenden Optionen:
= Standardeinstellung — Zeigt an, dass die Festplatte ihren Standardmodus fiir den Schreibcache verwendet. Fir SATA-
Laufwerke lautete dieser ,aktiviert” und fur SAS-Laufwerke ,deaktiviert”.
= Aktiviert — Zeigt an, dass der Schreibcache der Festplatte aktiviert ist. Dies erhoht die Leistung und die Wahrscheinlichkeit
eines Datenverlusts bei einem Stromausfall.
= Deaktiviert — Zeigt an, dass der Schreibcache der Festplatte deaktiviert ist. Dies verringert die Leistung und die
Wahrscheinlichkeit eines Datenverlusts.

e Kapazitiat der Festplatte bearbeiten — Sie konnen in diesem Fenster die physikalischen Laufwerke zum ausgewahlten virtuellen
Laufwerk hinzufigen. In diesem Fenster werden auf3erdem die aktuelle Kapazitat und die neue Kapazitat des virtuellen Laufwerks
nach dem Hinzufligen der physischen Laufwerke angezeigt.

e RAID-Level-Migration — Zeigt den Laufwerknamen, das aktuelle RAID-Level und die Gréf3e des virtuellen Laufwerks an.
Ermdglicht Ihnen die Auswahl eines neuen RAID-Levels. Der Nutzer muss mdglicherweise den vorhandenen virtuellen Laufwerken
zusatzliche Laufwerke hinzufligen, um zu einem neuen RAID-Level zu migrieren. Diese Funktion gilt nicht fir RAID 10, 50 und 60.

e Initialisieren: Schnell — Aktualisiert die Metadaten auf den physischen Laufwerken, sodass der gesamte Laufwerkpeicherplatz
fur kinftige Schreibvorgénge verfiigbar ist. Die Initialisierungsoption kann schnell abgeschlossen werden, da vorhandene
Informationen auf den physischen Laufwerken nicht geldscht werden, obwohl kiinftige Schreibvorgange alle Informationen
Uberschreiben, die auf den physischen Laufwerken verbleiben.

o Initialisieren: Vollsténdig: Alle vorhandenen Daten und Dateisysteme werden gelscht.

®|ANMERKUNG: Die Option Initialisieren: Vollstandig gilt nicht fur PERC H330-Controller.

e Konsistenziiberpriifung - Zum Uberpriifen der Ubereinstimmung eines virtuellen Laufwerks wahlen Sie
Konsistenziiberpriifung im entsprechenden Dropdown-Mend.

@|ANMERKUNG: Ubereinstimmungsprifung wird nicht unterstiitzt auf Laufwerken, die im RAIDO-Modus eingerichtet sind.

Weitere Informationen zu diesen Optionen finden Sie in der iDRAC Online-Hilfe.

Klicken Sie auf Jetzt anwenden, um die Anderungen sofort durchzufiihren. Klicken Sie auf Nachster Neustart, um die Anderungen
nach dem nachsten Neustart anzuwenden. Klicken Sie auf Zu einer geplanten Zeit, um die Anderungen zu einem bestimmten
Zeitpunkt anzuwenden und Alle Ausstehenden verwerfen, um die Anderungen zu verwerfen.

Basierend auf dem ausgewahlten Betriebsmodus werden die Einstellungen angewendet.
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Managen von virtuellen Festplatten iuber RACADM

Verwenden Sie die folgenden RACADM-Befehle, um virtuelle Festplatten zu managen:

e So I6schen Sie eine virtuelle Festplatte:

racadm storage deletevd:<VD FQDD>

e So initialisieren Sie eine virtuelle Festplatte:

racadm storage init:<VD FQDD> -speed {fast|full}

e So Uberpriifen Sie die Ubereinstimmung von virtuellen Festplatten (nicht unterstitzt auf RAIDO):

racadm storage ccheck:<vdisk fqgdd>
So brechen Sie die Konsistenzprifung ab:

racadm storage cancelcheck: <vdisks fqgdd>

e So verschlUsseln Sie virtuelle Festplatten:

racadm storage encryptvd:<VD FQDD>

e S0 weisen Sie dedizierte Hot Spares zu oder machen die Zuweisung rickgangig:

racadm storage hotspare:<Physical Disk FQDD> -assign <option> -type dhs -vdkey: <FQDD of

VD>

<option>=yes

Hot Spare zuweisen
<Option>=no

Zuweisung von Hot Spare aufheben

RAID-Konfigurationsfunktionen

Die folgende Tabelle zeigt einige der RAID-Konfigurationsfunktionen, die in RACADM und WSMan verfigbar sind:

VORSICHT: Wenn ein physisches Laufwerk dazu gezwungen wird, online oder offline zu gehen, kann dies zu

Datenverlusten fiihren.

Tabelle 60. RAID-Konfigurationsfunktionen

Funktion RACADM-Befehl

Beschreibung

Online erzwingen
racadm storage

forceonline:<PD FQDD>

Ein Stromausfall, besch&digte Daten oder
andere Grinde kdénnen dazu fuhren, dass
ein physisches Laufwerk offline gesetzt
wird. Mit dieser Funktion kénnen Sie
erzwingen, dass eine physische Festplatte
wieder in einen Online-Zustand gesetzt
wird, wenn alle anderen Optionen erschopft
sind. Sobald der Befehl ausgefuhrt wird,
versetzt der Controller das Laufwerk
wieder in den Online-Zustand und stellt

die Mitgliedschaft innerhalb der virtuellen
Festplatte wieder her. Dies geschieht nur,
wenn der Controller das Laufwerk lesen und
in die entsprechenden Metadaten schreiben
kann.

Funktion ,,Online erzwingen“ kann eine bereits fehlerhafte Festplatte nicht reparieren.

()| ANMERKUNG: Die Datenwiederherstellung ist nur dann méglich, wenn ein begrenzter Teil der Festplatte beschadigt ist. Die
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Tabelle 60. RAID-Konfigurationsfunktionen (fortgesetzt)

Funktion

RACADM-Befehl

Beschreibung

Offline erzwingen

racadm storage
forceoffline:<PD FQDD>

Diese Funktion entfernt ein Laufwerk

aus einer virtuellen Laufwerkkonfiguration,
so dass es offline geht, was zu einer
herabgestuften Konfiguration des virtuellen
Laufwerks fihrt. Die Funktion ist hilfreich,
wenn ein Laufwerk wahrscheinlich bald
ausfallen wird oder einen SMART-Ausfall
meldet, aber noch immer online ist. Sie
kann auch verwendet wird, wenn Sie ein
Laufwerk nutzen méchten, das Teil einer
bestehenden RAID-Konfiguration ist.

Physisches Laufwerk ersetzen

racadm storage
replacephysicaldisk:<Source
PD FQDD > -dstpd
<Destination PD FQDD>

Mit dieser Funktion kénnen Sie Daten

von einem physischen Laufwerk, das ein
Mitglied eines virtuellen Laufwerks ist,

auf ein anderes physisches Laufwerk
kopieren. Das Quelllaufwerk sollte sich im
Online-Zustand befinden, wahrend sich die
Zielfestplatte im Zustand ,Bereit” befinden
und eine ahnlichen Gréf3e und einen
ahnlichen Typ zum Ersetzen der Quelle
aufweisen sollte.

Virtuelles Laufwerk als Startgerat

racadm storage
setbootvd:<controller FQDD>
-vd <VirtualDisk FQDD>

Ein virtuelles Laufwerk kann mit dieser
Funktion als Startgerat konfiguriert werden.
Dies ermdglicht eine Fehlertoleranz, wenn
ein virtuelles Laufwerk mit Redundanz

als Startgeréat ausgewahlt wurde und
auf3erdem das Betriebssystem darauf
installiert ist.

Fremdkonfigurationen entsperren

racadm storage
unlock:<Controller FQDD>
-key <Key 1id> -passwd
<passphrase>

Diese Funktion wird verwendet, um
gesperrte Laufwerke zu authentifizieren, die
eine andere Quellcontrollerverschlisselung
aufweisen als das Ziel. Sobald die
Konfiguration entsperrt ist, kann das
Laufwerk erfolgreich von einem Controller
zu einem anderen migriert werden.

Managen von Controllern

Sie kdnnen die folgenden Schritte fiir Controller ausfihren:

Controller-Eigenschaften konfigurieren

Fremdkonfigurationen importieren oder automatisch importieren

Fremdkonfiguration 16schen
Controller-Konfiguration zurticksetzen

SicherheitsschlUsseln erstellen, &ndern oder I6schen

Verwerfen des beibehaltenen Cache

Konfigurieren der Controller-Eigenschaften

Sie kénnen die folgenden Eigenschaften fir den Controller konfigurieren:

Patrol Read-Modus (automatisch oder manuell)

Patrol Read starten oder stoppen, wenn der Patrol Read-Modus manuell bedient wird

Patrol Read — Nicht konfigurierte Bereiche
Konsistenztberprifungsmodus
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Copyback-Modus

Lastausgleichsmodus

Konsistenziberprifungsrate

Erneute Aufbaurate

Hintergrundinitialisierungsrate

Rekonstruktionsrate

Erweiterter automatischer Fremdkonfigurationsimport

Sicherheitsschlissel erstellen oder &ndern

Verschllsselungsmodus (Verwaltung von lokalen Schlisseln und Secure Enterprise Key Manager)

Sie mussen Uber die Berechtigung zur Anmeldung und Server-Steuerung verfiigen, um die Controller-Eigenschaften konfigurieren zu
kénnen.

Uberlegungen zum Patrol Read-Modus

Patrol Read identifiziert Festplattenfehler, um Festplattenausfalle und Datenverlust oder -beschadigung zu vermeiden. Es lauft
automatisch einmal pro Woche auf SAS- und SATA-Festplatten.

Patrol Read wird unter den folgenden Umsténden nicht auf einem physischen Laufwerk ausgefuhrt:

Das physische Laufwerk ist eine SSD.

Das physische Laufwerk ist nicht in einem virtuellen Laufwerk eingeschlossen oder als Hot Spare zugewiesen.

Das physische Laufwerk ist in einem virtuellen Laufwerk enthalten, das zurzeit in eines der folgenden Verfahren eingebunden ist:

o Eine Neuerstellung

o Eine Neukonfiguration oder ein Neuaufbau

o Eine Hintergrundinitialisierung

o Eine KonsistenzUberprifung
Zusétzlich wird der Patrol Read-Vorgang bei hoher E/A-Aktivitat unterbrochen und wieder aufgenommen, wenn die E/A-Aktivitaten
abgeschlossen sind.

ANMERKUNG: Weitere Informationen dazu, wie oft der Patrol Read-Vorgang ausgefthrt wird, wenn er sich im automatischen

Modus befindet, stehen in der entsprechenden Controller-Dokumentation zur Verfigung.

ANMERKUNG: Vorgange im Patrol Read-Modus wie Starten und Stoppen werden nicht unterstitzt, wenn keine virtuellen
Laufwerke auf dem Controller verfligbar sind. Sie kénnen jedoch die Vorgange erfolgreich mit den iDRAC-Schnittstellen aufrufen. Die
Vorgéange schlagen fehl, wenn der verknUpfte Job gestartet wird.

Load-Balance

Die Eigenschaft ,Load-Balance® erméglicht die automatische Nutzung beider Controller-Schnittstellen oder den Anschluss der
Konnektoren am selben Gehause, um E/A-Aufforderungen weiterzuleiten. Diese Eigenschaft ist nur fir SAS-Controller verflgbar.

Hintergrundinitialisierungsrate

@ ANMERKUNG: H330, H345 und H355 missen den Treiber geladen haben, damit die Hintergrund-Initialisierungsvorgange ausgefihrt
werden kdénnen.

Auf PERC-Controllern beginnt die Hintergrundinitialisierung redundanter virtueller Laufwerke automatisch innerhalb von 0 bis 5 Minuten
nach der Erstellung eines virtuellen Laufwerks. Die Hintergrundinitialisierung redundanter virtueller Laufwerke bereitet das virtuelle
Laufwerk auf die Verwaltung redundanter Daten vor und verbessert die Schreibleistung. Nachdem die Hintergrundinitialisierung

eines virtuellen RAID 5-Laufwerks abgeschlossen wurde, wurden beispielsweise die Paritdtsinformationen initialisiert. Nachdem die
Hintergrundinitialisierung eines virtuellen RAID 1-Laufwerks abgeschlossen wurde, werden die physischen Laufwerke gespiegelt.

Die Hintergrundinitialisierung hilft dem Controller, Probleme zu identifizieren und zu beheben, die spater durch die redundanten Daten
auftreten kdénnen. In dieser Hinsicht 8hnelt die Hintergrundinitialisierung einer Konsistenziberprifung. Die Hintergrundinitialisierung

sollte ausgeflihrt werden kdnnen, bis sie abgeschlossen ist. Im Falle einer Unterbrechung startet die Hintergrundinitialisierung
automatisch innerhalb von O bis 5 Minuten erneut. Einige Prozesse, wie Lese- und Schreibvorgénge, sind méglich, wahrend die
Hintergrundinitialisierung ausgefiihrt wird. Andere Prozesse, wie das Erstellen eines virtuellen Laufwerks, kdnnen jedoch nicht ausgefihrt
werden, wahrend die Hintergrundinitialisierung 1&uft. Diese Prozesse fllhren dazu, dass die Hintergrundinitialisierung abgebrochen wird.

Die Hintergrundinitialisierungsrate, konfigurierbar zwischen O und 100 %, ist der Prozentsatz der Systemressourcen fir die Ausfiihrung der
Hintergrundinitialisierung. Bei O % hat die Hintergrundinitialisierung die niedrigste Prioritéat fur den Controller, dauert am langsten und hat
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die geringste Auswirkung auf die Systemleistung. Eine Hintergrundinitialisierung von 0O % bedeutet nicht, dass der Ablauf angehalten oder
unterbrochen wird. Bei 100 % hat die Hintergrundinitialisierung die héchste Prioritat fur den Controller. Die Hintergrundinitialisierungszeit
wird minimiert und diese Einstellung hat die gréf3te Auswirkung auf die Systemleistung.

Konsistenzuberprufung

Die KonsistenzUberprifung Uberprift die Richtigkeit der redundanten Informationen (Paritatsinformationen). Diese Aufgabe gilt nur fur
redundante virtuelle Laufwerke. Bei Bedarf kdnnen Uber die Konsistenziberpriifung redundante Daten neu erstellt werden. Falls das
virtuelle Laufwerk den Zustand , Fehlerhafte Redundanz” aufweist, kann dieser Zustand méglicherweise durch das Durchflhren einer
Konsistenziberprifung in den Zustand ,Bereit* gedndert werden.

Die Konsistenzuberprufungsrate, konfigurierbar zwischen O und 100 %, ist der Prozentsatz der Systemressourcen fur die
Konsistenziberprifung. Bei 0 % hat die Konsistenztberprifung die niedrigste Prioritat fir den Controller, dauert am langsten

und hat die geringste Auswirkung auf die Systemleistung. Eine Konsistenziberpriifungsrate von O % bedeutet nicht, dass die
Konsistenziberprtfung angehalten oder unterbrochen wird. Bei 100 % hat die Konsistenzuberprifung die héchste Prioritat fur den
Controller. Die Konsistenziberprifungszeit wird minimiert und diese Einstellung hat die grofite Auswirkung auf die Systemleistung.

Sicherheitsschllssel erstellen oder andern

Bei der Konfiguration der Controller-Eigenschaften kdnnen Sie Sicherheitsschlissel erstellen oder &ndern. Der Controller verwendet den
Verschllsselungsschlissel, um den Zugriff auf SED freizugeben oder zu sperren. Sie konnen nur einen Verschlisselungsschlussel flr jeden
verschlusselungsféhigen Controller erstellen. Der SicherheitsschlUssel verwaltet die folgenden Funktionen:

1. Local Key Management (LKM) System - LKM wird zur Generierung der Schliissel-ID sowie des Kennworts oder Schlissels
verwendet, die erforderlich sind, um das virtuelle Laufwerk zu sichern. Wenn Sie LKM (Local Key Management) verwenden, missen
Sie den Verschlisselungsschltssel erstellen, indem Sie die Sicherheitsschllissel-Kennung und die Passphrase angeben.

@ ANMERKUNG: Sie kénnen die Sicherheit auf unterstitzten NVMe-SED aktivieren/deaktivieren, wenn sich iDRAC im iLKM-
Sicherheitsmodus befindet.

2. Secure Enterprise Key Manager (SEKM) - Diese Funktion generiert den Schlissel mithilfe des Key Management Servers (KMS).
Wenn Sie SEKM verwenden, mussen Sie iDRAC mit den KMS-Daten und der SSL-bezogenen Konfiguration konfigurieren.

@ ANMERKUNG:

e Dieser Task wird auf den PERC-Hardware-Controllern, die im eHBA-Modus ausgefihrt werden, nicht unterstitzt.

e Wenn Sie den SicherheitsschlUssel im Betriebsmodus ,,Zu ausstehenden Vorgéngen hinzufiigen” erstellen und kein Job erstellt
wurde und Sie dann den Sicherheitsschllssel [6schen, wird der Job , Ausstehende Sicherheitsschltsselerstellung” geléscht.

@ ANMERKUNG:

e FUr die Aktivierung von SEKM muUssen Sie sicherstellen, dass die unterstitzte PERC-Firmware installiert ist.

e Sie kdnnen die PERC-Firmware nicht auf die vorhergehende Version herabstufen, wenn SEKM aktiviert ist. Eine Herabstufung
anderer PERC-Controller-Firmware im selben System schlagt eventuell ebenfalls fehl, wenn sich der Controller nicht im SEKM-
Modus befindet. Zum Herabstufen der Firmware fir die PERC-Controller, die sich nicht im SEKM-Modus befinden, kdnnen Sie
die OS DUP-Aktualisierungsmethode verwenden oder SEKM auf den Controllern deaktivieren und das Herabstufen des iDRAC
wiederholen.

@ ANMERKUNG: Beim Import eines gesperrten Hot-Plug-Volumes von einem Server auf einen anderen werden Ihnen die CTL-
Eintrage fur die Controller-Attribute angezeigt, die im LC-Protokoll angewendet werden.

Umstellung von LKM auf SEKM

Sie mussen SEKM auf dem iDRAC aktiviert haben, bevor Sie die Umstellung von LKM zu SEKM durchfiihren. Sie mussen die PERC-LKM-
Passphrase bereitstellen, wahrend Sie die Umstellung durchfihren.

e Dies erfordert einen geplanten Neustart.

Der PERC l&sst die Umstellung unter bestimmten Bedingungen nicht zu, z. B. wenn die Volume-Rekonstruktion durchgefihrt wird.
Weitere Informationen zu diesen Bedingungen finden Sie im PERC-Benutzerhandbuch.

e Wenn der PERC in den SEKM-Modus versetzt wurde, kann er nicht wieder in den LKM-Modus geandert werden. Um den Controller
wieder in den LKM-Modus zu versetzen, mussen Sie die Sicherheit auf dem Controller deaktivieren und dann LKM aktivieren.

Die Umstellung ist nicht zulassig, wenn sich der iDRAC im Systemsperrmodus befindet.
Wenn die aktuelle PERC-Firmwareversion keine PERC-LKM-zu-SEKM-Umstellungsfunktion hat, aktualisieren Sie die PERC-Firmware
auf die unterstutzte Version.
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Konfigurieren der Controller-Eigenschaften liber die Webschnittstelle

1. Gehen Sie in der iIDRAC-Webschnittstelle zu Speicher > Ubersicht > Controller.
Die Seite Controller wird angezeigt.
@ ANMERKUNG: Die Treiberversion des Betriebssystems fir HBA11- und HBA10-Controller wird auf der Seite Controller nicht

angezeigt .
2. Wahlen Sie im Abschnitt Controller den Controller aus, der konfiguriert werden soll.
3. Geben Sie die erforderlichen Informationen fir die verschiedenen Eigenschaften an.

Die Spalte Aktueller Wert zeigt die bestehenden Werte fir jede Eigenschaft. Sie kdnnen diese Werte andern, indem Sie fur die
einzelnen Eigenschaften die entsprechende Option aus dem Drop-Down-Ment Maf3nahme wéhlen.

Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

4. Wahlen Sie unter Betriebsmodus anwenden aus, wann Sie die Einstellungen anwenden méchten.
B. Kilicken Sie auf Anwenden.
Basierend auf dem ausgewahlten Betriebsmodus werden die Einstellungen angewendet.

Konfigurieren von VR-Controller-Eigenschaften liber RACADM

e 5o legen Sie den Patrol Read-Modus fest:

racadm set storage.controller.<index>.PatrolReadMode {Automatic | Manual | Disabled}

e Wenn der Patrol Read-Modus auf ,Manuell“ eingestellt ist, verwenden Sie die folgenden Befehle zum Starten und Beenden des Patrol
Read-Modus:

racadm storage patrolread:<Controller FQDD> -state {start|stop}

@ ANMERKUNG: Vorgange im Patrol Read-Modus wie Starten und Stoppen werden nicht unterstitzt, wenn keine virtuellen
Laufwerke auf dem Controller verfligbar sind. Sie kénnen jedoch die Vorgange erfolgreich mit der iDRAC-Schnittstelle aufrufen.
Die Vorgénge schlagen fehl, wenn der verknUpfte Job gestartet wird.

@ ANMERKUNG: Die Storage-Attribute PatrolReadMode und PersistHotspare, die HBA12- und PERC12-Controllern zugewiesen
sind, sind unveréanderlich. Wenn Sie versuchen, diese Attribute zu &ndern, kdnnen Fehler auftreten. Obwohl der Job erstellt und
ausgefuhrt wird, bleiben die urspringlichen Werte unverandert.

e Um den Ubereinstimmungstiberpriifungsmodus festzulegen, verwenden Sie das Objekt
Storage.Controller.CheckConsistencyMode.

Um den Copyback-Modus zu aktivieren oder zu deaktivieren, verwenden Sie das Objekt Storage.Controller.CopybackMode.
Um den Lastenausgleichsmodus zu aktivieren oder zu deaktivieren, verwenden Sie das Objekt
Storage.Controller.PossibleloadBalancedMode.

e Um den Prozentsatz der Systemressourcen festzulegen, der fir die Ausfihrung der Ubereinstimmungstberpriifung auf eine
redundanten virtuellen Laufwerk bereitgestellt werden soll, verwenden Sie das Objekt Storage.Controller.CheckConsistencyRate.

e Um den Prozentsatz der Controller-Ressourcen festzulegen, der fur die Neuerstellung eines fehlerhaften Laufwerks abgestellt wurden,
verwenden Sie das Objekt Storage.Controller.RebuildRate.

e Um den Prozentsatz der Controller-Ressourcen festzulegen, der fiir die Hintergrundinitialisierung (BGI) eines virtuellen Laufwerks
nach deren Erstellung bereitgestellt werden soll, verwenden Sie das Objekt Storage.Controller.BackgroundinitializationRate.

e Um den Prozentsatz der Controller-Ressourcen festzulegen, der fir die Neuerstellung einer Laufwerksgruppe nach dem Hinzufiigen
eines physischen Laufwerks oder der Anderungen der RAID-Ebene eines virtuellen Laufwerks in einer Laufwerksgruppe abgestellt
wurde, verwenden Sie das Objekt Storage.Controller.ReconstructRate.

e Um den erweiterten automatischen Import einer Fremdkonfigurationen fur den Controller zu (de-)aktivieren, verwenden Sie das
Objekt Storage.Controller.EnhancedAutolmportForeignConfig.

e Verwenden Sie zum Erstellen, Andern oder Léschen des Sicherheitsschliissels zum Verschliisseln von virtuellen Festplatten die
folgenden Befehle:

racadm storage createsecuritykey:<Controller FQDD> -key <Key id> -passwd <passphrase>
racadm storage modifysecuritykey:<Controller FQDD> -key <key id> -oldpasswd <old

282 Managen von Storage-Geraten



passphrase> -newpasswd <new passphrase>
racadm storage deletesecuritykey:<Controller FQDD>

SPDM (Security Protocol and Data Model)

Das SPDM-Protokoll wird verwendet, um die Sicherheitsfunktionen und die Echtheit zwischen Hardwarekomponenten festzulegen. SPDM
ermdglicht den Nachrichtenaustausch zwischen iDRAC und Endgeréten wie Storage-Controllern und NIC-Controllern. Dies umfasst
Hardwareidentitatszertifikate.

Sie kdnnen SPDM Uber iDRAC-Einstellungen > Einstellungen > SPDM-Einstellungen aktivieren.

Tabelle 61. SPDM-Funktionslizenzierung

Funktion Lizenz
Bestand: Erkennen von SPDM-fahigen Geréten Unlizenziert
Erfassen der Hardwareidentitat von Geraten Enterprise
Erfassen der Firmware-Identitét von Geraten Datacenter
Einrichten der Vertrauensstellung auf dem Geréatezertifikat mit SCV-Lizenz
SCV

Verschlisselter Kommunikationskanal SEKM-Lizenz

Wenn ein Gerdt SPDM-fahig ist, enthalten die erfassten SCV-Daten zusé&tzlich zu den vorhandenen Feldern SPDM-
Hardwareidentitatszertifikate. Firmware-ldentitatszertifikate sind nicht im SCV-Zertifikat enthalten.

®
®

ANMERKUNG: Moglicherweise stellen Sie fest, dass die NIC-Portnummer im heruntergeladenen SPDM-HW-Zertifikatsdateinamen
fehlt.

ANMERKUNG: Ein Jobfehler kann beim Exportieren des SPDM-Zertifikats in der Jobwarteschlange auftreten, wenn Sie haufige
Neustarts durchfihren.

Importieren oder automatisches Importieren von
Fremdkonfigurationen

Eine Fremdkonfiguration sind Daten, die sich auf physischen Laufwerken befinden, die von einem Controller zu einem anderen verschoben
wurden. Virtuelle Laufwerke, die sich auf umgesetzten physischen Laufwerken befinden, werden als Fremdkonfiguration betrachtet.

Sie kénnen Fremdkonfigurationen importieren, damit virtuelle Laufwerke nach dem Umsetzen der physischen Laufwerke nicht verloren
gehen. Eine Fremdkonfiguration kann nur importiert werden, wenn sie ein virtuelles Laufwerk im Status ,,Bereit” oder ,Herabgesetzt®
enthalt, oder einen Hot Spare, der fir ein virtuelles Laufwerk dediziert ist und importiert werden kann oder bereits vorhanden ist.

Alle Daten des virtuellen Laufwerks missen vorhanden sein. Wenn das virtuelle Laufwerk jedoch ein redundantes RAID-Level verwendet,
sind die zusatzlichen redundanten Daten nicht erforderlich.

Wenn zum Beispiel die Fremdkonfiguration nur eine Seite einer Spiegelung auf einem virtuellen RAID 1-Laufwerk enthalt, weist das virtuelle
Laufwerk den Status ,Heruntergestuft” auf und kann importiert werden. Wenn die Fremdkonfiguration nur ein physisches Laufwerk
enthélt, das urspringlich als RAID 5 mit drei physischen Laufwerken konfiguriert wurde, gilt fur das virtuelle RAID 5-Laufwerk der Status
~Fehlgeschlagen” und es kann nicht importiert werden.

Eine Fremdkonfiguration kann neben virtuellen Laufwerken auch ein physisches Laufwerk enthalten, das auf einem Controller als Hot
Spare zugewiesen war und dann auf einen anderen Controller umgesetzt wurde. Die Aufgabe , Fremdkonfiguration importieren” importiert
das neue physische Laufwerk als Hot Spare. Wenn das physische Laufwerk auf dem vorhergehenden Controller ein dedizierter Hot Spare
war, aber das virtuelle Laufwerk, zu dem der Hot Spare zugewiesen war, nicht mehr in der Fremdkonfiguration enthalten ist, wird das
physische Laufwerk als globaler Hot Spare importiert.

Wenn mithilfe des Local Key Manager (LKM) gesperrte Fremdkonfigurationen erkannt werden, kann der Vorgang zum Importieren der
Fremdkonfiguration nicht tGber den iDRAC durchgefihrt werden. Sie mussen die Laufwerke Gber STRG+R entsperren und dann mit dem
Import der Fremdkonfiguration Gber den iDRAC fortfahren.

Die Aufgabe ,Fremdkonfiguration importieren” wird nur angezeigt, wenn der Controller eine Fremdkonfiguration erkannt hat. Durch
Uberprifung des Zustands des physischen Laufwerks kdnnen Sie auch feststellen, ob ein physisches Laufwerk eine Fremdkonfiguration
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(virtuelles Laufwerk oder Hot Spare) enthalt. Wenn der Zustand des physischen Laufwerks Fremd ist, dann enthélt das physische
Laufwerk sdmtliche oder einige Teile eines virtuellen Laufwerks oder verfugt tUber eine Hot Spare-Zuweisung.

@ ANMERKUNG: Wenn eine Konfiguration im Rahmen des Fremdkonfigurationsimports unvollstandig ist, wird sie nicht importiert. Der
Job schlagt jedoch nicht fehl. Der Jobstatus wird als Erfolgreich abgeschlossen angezeigt. Sie missen den PD-Status Uberprifen,
um zu wissen, ob das virtuelle Laufwerk importiert wurde oder nicht.

@ ANMERKUNG: Beim Importieren der Fremdkonfiguration werden alle virtuellen Laufwerke importiert, die sich auf physischen
Laufwerken befinden, die dem Controller hinzugefligt wurden. Wenn mehr als ein fremdes virtuelles Laufwerk vorhanden ist, werden
alle Fremdkonfigurationen importiert.

@ ANMERKUNG: Wenn ein fremd konfiguriertes Laufwerk (PERC 11-Controller) in die Midbay-Ruckwandplatine eingesetzt wird, wird
der Controller-Status als gut anstelle von Warnung angezeigt. Stellen Sie sicher, dass die Fremdkonfiguration importiert oder
geldscht wurde.

Der PERC9-Controller bietet Unterstitzung fir den automatischen Import von Fremdkonfigurationen, ohne dass Nutzerinteraktionen
erforderlich sind. Der automatische Import kann aktiviert oder deaktiviert werden. Wenn diese Option aktiviert ist, kann der PERC-
Controller alle erkannten Fremdkonfigurationen automatisch ohne manuelle Intervention importieren. Wenn diese Option deaktiviert ist,
importiert PERC keine Fremdkonfiguration automatisch.

Sie mussen Uber die Berechtigung zur Anmeldung und Serversteuerung fiir den Import von Fremdkonfigurationen verfiigen.
Diese Aufgabe wird auf den PERC-Hardware-Controllern, die im HBA-Modus ausgefihrt werden, nicht unterstitzt.

@ ANMERKUNG: Es wird nicht empfohlen, ein externes Gehausekabel zu entfernen, wahrend das Betriebssystem auf dem System
ausgefuhrt wird. Das Entfernen des Kabels kdnnte zu einer Fremdkonfiguration fuhren, wenn die Verbindung wiederhergestellt wird.

Sie kdnnen Fremdkonfigurationen in den folgenden Fallen verwalten:

Alle physischen Laufwerke in einer Konfiguration werden entfernt und wieder eingesetzt.
Einige der physischen Laufwerke in einer Konfiguration werden entfernt und wieder eingesetzt.
Alle physischen Laufwerke eines virtuellen Laufwerks werden entfernt, aber zu unterschiedlichen Zeitpunkten, und dann wieder
eingesetzt.
e Die physischen Laufwerke eines nicht redundanten virtuellen Laufwerks werden entfernt.

Die folgenden Beschrankungen gelten fir die physischen Laufwerke, die fir den Import in Frage kommen:

e Der Laufwerksstatus eines physischen Laufwerks kann sich von dem Zeitpunkt, zu dem die Fremdkonfiguration gescannt wird, bis
zum Zeitpunkt des tatsachlichen Imports &ndern. Der Fremdimport erfolgt nur auf Laufwerken, die sich im Status ,Nicht konfiguriert
funktionsfahig“ befinden.

Festplatten, die fehlerhaft oder offline sind, kdnnen nicht importiert werden.

e Die Firmware lasst das Importieren oder Lschen von Fremdkonfigurationen nicht zu, wenn mehr als acht fremde Laufwerke

vorhanden sind.

Importieren von Fremdkonfigurationen uber die Webschnittstelle

ANMERKUNG: Wenn eine unvollstéandige Fremdfestplattenkonfiguration im System vorhanden ist, wird der Zustand einer oder
mehrerer vorhandener virtueller Online-Festplatten ebenfalls als fremd angezeigt.

®

®| ANMERKUNG: Das Importieren von Fremdkonfigurationen fir BOSS-Controller wird nicht unterstutzt.

So importieren Sie die Fremdkonfiguration:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Storage > Ubersicht > Controller.
2. Wahlen Sie in den Controller-Optionen den Controller aus, in den Sie die Fremdkonfiguration importieren méchten.
3. Klicken Sie unter Fremdkonfiguration auf Import und anschlieend auf Ubernehmen.

Importieren von Fremdkonfigurationen uber RACADM

So importieren Sie die Fremdkonfiguration:
racadm storage importconfig:<Controller FQDD>

Weitere Informationen finden Sie im RACADM-Befehlszeilen-Referenzhandbuch fiir iDRAC unter dell.com/idracmanuals.
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Fremdkonfiguration Ioschen

Nach dem Umsetzen eines physischen Laufwerks von einem Controller zu einem anderen ist es moglich, dass das physische Laufwerk ein
gesamtes virtuelles Laufwerk oder einen Teil eines virtuellen Laufwerks enthalt (Fremdkonfiguration). Durch Uberpriifung des Zustands
des physischen Laufwerks kdnnen Sie feststellen, ob ein vorher verwendetes physisches Laufwerk eine Fremdkonfiguration (virtuelles
Laufwerk) enthalt. Wenn der Zustand des physischen Laufwerks Fremd ist, dann enthalt das physische Laufwerk sémtliche oder

einige Teile eines virtuellen Laufwerks. Sie kdnnen die Informationen des virtuellen Laufwerks von den neu angeschlossenen physischen
Laufwerken léschen bzw. entfernen.

Mit dem Vorgang ,,Fremdkonfiguration Iéschen” werden alle Daten auf den physischen Laufwerken, die dem Controller hinzugefugt
wurden, unwiderruflich geléscht. Wenn mehr als ein fremdes virtuelle Laufwerk vorhanden ist, werden alle Konfigurationen geldscht. Es ist
daher mdglicherweise besser, das virtuelle Laufwerk zu importieren als die Daten zu zerstéren. Zum Entfernen der Fremddaten muss eine
Initialisierung durchgefihrt werden. Wenn Sie Uber eine unvollsténdige Fremdkonfiguration verflgen, die nicht importiert werden kann,
kdnnen Sie die Option Fremde Konfiguration 16schen verwenden, um die Fremddaten auf den physischen Laufwerken zu léschen.

Loschen von Fremdkonfigurationen uber die Webschnittstelle

So I6schen Sie eine Fremdkonfiguration:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Speicher > Ubersicht > Controller.
Die Seite Controller-Konfiguration wird angezeigt.

2. Wahlen Sie aus den Optionen Controller den Controller aus, fur den Sie die Fremdkonfiguration léschen méchten.

®| ANMERKUNG: Um eine Fremdkonfiguration auf BOSS-Controllern zu léschen, klicken Sie auf Konfiguration zuriicksetzen.

3. Klicken Sie auf Konfiguration Iéschen.

4. Kiicken Sie auf Anwenden.
Basierend auf dem ausgewahlten Betriebsmodus werden die virtuellen Laufwerke, die sich auf dem physischen Laufwerk befinden,
geldscht.

Léschen von Fremdkonfigurationen iiber RACADM

So léschen Sie eine Fremdkonfiguration:
racadm storage clearconfig:<Controller FQDD>

Weitere Informationen finden Sie im RACADM-Befehlszeilen-Referenzhandbuch fiir iDRAC unter dell.com/idracmanuals.

Zuriicksetzen der Controller-Konfiguration

Sie kdnnen die Konfiguration fur einen Controller zuriicksetzen. Dieser Vorgang I6scht virtuelle Laufwerke und hebt die Zuweisung aller

Hotspares auf dem Controller auf. Es werden keine anderen Daten geléscht als das Entfernen der Festplatten aus der Konfiguration.

Das Zuricksetzen der Konfiguration entfernt keine Fremdkonfigurationen. Zurlicksetzen der Konfiguration l6scht keine Daten. Sie kénnen

die exakt gleiche Konfiguration neu erstellen, ohne einen Initialisierungsvorgang, der dazu fihren kann, dass die Daten wiederhergestellt

werden. Sie mussen Serversteuerungsberechtigungen haben.

@ ANMERKUNG: Durch das Zurcksetzen der Controller-Konfiguration wird keine Fremdkonfiguration entfernt. Um eine
Fremdkonfiguration zu entfernen, fihren Sie den Vorgang zum L&schen der Konfiguration durch.

Zuricksetzen der Controller-Konfiguration tiber die Webschnittstelle

Um einen Konfigurations-Reset durchzufthren:
1. Gehen Sie auf der iDRAC-Weboberflache zu Storage > Ubersicht > Controller.
2. Wahlen Sie unter Aktionen die Option Konfiguration zuriicksetzen fur einen oder mehrere Controller aus.

3. Wahlen Sie fir jeden Controller aus dem Drop-Down-MenU Betriebsmodus anwenden den Zeitpunkt fir die Anwendung der
Einstellungen aus.

4, Kilicken Sie auf Anwenden.
Basierend auf dem ausgewahlten Betriebsmodus werden die Einstellungen angewendet.
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Zuriucksetzen der Controller-Konfiguration iber RACADM

Um einen Konfigurations-Reset durchzufuhren:
racadm storage resetconfig:<Controller FQDD>

Weitere Informationen finden Sie im RACADM-Befehlszeilen-Referenzhandbuch fiir iDRAC unter dell.com/idracmanuals.

Wechseln des Controller-Modus

Sie kénnen die Personlichkeit des Controllers andern, indem Sie den Modus von RAID auf HBA umschalten. Der Controller funktioniert
ahnlich wie ein HBA-Controller, in dem die Treiber durch das Betriebssystem Ubergeben werden. Der Wechsel des Controller-Modus ist ein
gestufter Vorgang und erfolgt nicht in Echtzeit.

PERC 10 und hoher Controller unterstiitzen den erweiterten HBA-Modus, wobei Sie HBA in den aktuellen Controller-Modus-Optionen
ersetzen.

@ ANMERKUNG:
e Der erweiterte HBA-Modus unterstitzt Nicht-RAID-PDs VDs aller RAID-Level.
e Erunterstltzt nur die Erstellung von VDs mit RAIDO, RAID1 und RAID10.
e Der erweiterte HBA-Modus wird auf PERC 11 nicht unterstutzt.

Der erweiterte HBA-Modus bietet die folgenden Funktionen:

Virtuelle Laufwerke mit RAID-Klasse O, 1 oder 10 erstellen.

Nicht-RAID-Laufwerke dem Host présentieren.

Eine standardméaflige Cache-Regel fur virtuelle Laufwerke als Rlckschreiben mit VVorauslesen konfigurieren.

Virtuelle Laufwerke und Nicht-RAID-Laufwerke als giltige Startgerate konfigurieren.

Alle unkonfigurierten Laufwerke automatisch zu Nicht-RAID konvertieren:

o Beim Systemstart

o Bei Controllerricksetzung

o Wenn nicht konfigurierten Laufwerke als Ersatz eingesetzt werden

@ ANMERKUNG: Das Erstellen oder Importieren von virtuellen RAID 5-, 6-, 50- oder 60-Laufwerken wird nicht unterstitzt. Auf3erdem
werden im erweiterten HBA-Modus Nicht-RAID-Laufwerke zuerst in aufsteigender Reihenfolge nummeriert, wahrend RAID-Volumes
in absteigender Reihenfolge nummeriert werden.

Stellen Sie vor dem Andern des Controller-Modus von RAID auf HBA Folgendes sicher:

e Der RAID-Controller unterstitzt die Anderung des Controller-Modus. Die Option zum Andern des Controller-Modus ist auf Controllern
nicht verfugbar, auf denen die RAID-Personlichkeit eine Lizenz erfordert.

Alle virtuellen Laufwerke mussen geldscht oder entfernt werden.

Hot Spares (Ersatzlaufwerke) missen geléscht oder entfernt werden.

Fremde Konfigurationen missen geldscht oder deaktiviert werden.

Alle physischen Festplatten in einem fehlerhaften Zustand missen entfernt werden.

Alle lokalen Sicherheitsschlissel fur SEDs mussen geldscht werden.

Auf dem Controller darf kein Cache beibehalten werden.

Sie haben Berechtigungen zur Serversteuerung, um den Controller-Modus zu éndern.

@ ANMERKUNG: Stellen Sie sicher, dass Sie vor dem Andern des Modus die Fremdkonfiguration, den Sicherheitsschliissel, die
virtuellen Festplatten und Hot Spares sichern, da die Daten geldscht werden.

@ ANMERKUNG: Stellen Sie sicher, dass eine CMC-Lizenz (nicht fur MX-Plattformen) fir Speicherschlitten PERC FD33xS und
FD33xD vorhanden ist, bevor Sie den Controller-Modus andern. Weitere Informationen zur CMC-Lizenz fUr die Storage-Schlitten
finden Sie im Benutzerhandbuch zum Dell Chassis Management Controller 1.2 fiir PowerEdge FX2/FX2s auf dell.com/
cmcmanuals.

Ausnahmen beim Wechseln des Controller-Modus

Die folgende Liste enthalt die Ausnahmen beim Festlegen des Controller-Modus Uber die iIDRAC-Schnittstellen wie die Weboberflache,
RACADM oder WSMan:
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e Wenn sich der PERC-Controller im RAID-Modus befindet, mussen Sie alle virtuellen Festplatten, Ersatzgeréate, fremde Konfigurationen,
Schlissel oder beibehaltenen Cache 16schen, bevor Sie ihn in den HBA-Modus umschalten.

e \Wahrend Sie den Controller-Modus einstellen, kdnnen Sie keine anderen RAID-Vorgange konfigurieren. Beispiel: Wenn sich der PERC
im RAID-Modus befindet und Sie den ausstehenden Wert des PERCs auf den HBA-Modus einstellen und dann versuchen, das
BGI-Attribut zu setzen, wird der ausstehende Wert nicht initialisiert.

e Wenn Sie den PERC-Controller vom RAID- auf den HBA-Modus umschalten, bleiben die Festplatten im Nicht-

RAID-Zustand und werden nicht automatisch in den Status ,Ready” (Bereit) gesetzt. Darlber hinaus wird das
RAIDEnhancedAutolmportForeignConfig-Attribut automatisch auf Aktiviert gesetzt.

Die folgende Liste enthalt die Ausnahmen beim Festlegen des Controller-Modus Uber die Serverkonfigurationsprofil-Funktion bei
Verwendung der WSMan- oder RACADM-Schnittstelle:

e Die Server-Profil-Funktion erméglicht Innen neben der Einstellung des Controller-Modus die Konfiguration mehrerer RAID-Vorgénge.
Befindet sich der PERC-Controller beispielsweise im HBA-Modus kénnen Sie die Export-Serverkonfigurationsprofil-Datei bearbeiten,
um den Controller-Modus auf RAID zu andern, Laufwerke in den ,Bereit“-Status zu versetzen und virtuelle Laufwerke zu erstellen.

e Beim Andern des Modus von RAID auf HBA wird das RAIDaction Pseudo-Attribut auf ,update” gesetzt ist (das Standardverhalten).
Das Attribut wird ausgefuhrt und erstellt eine virtuelle Festplatte, die ausfallt. Der Controller-Modus wird geéndert, der Auftrag
wird jedoch mit Fehlern abgeschlossen. Um dieses Problem zu vermeiden, missen Sie das RAIDaction-Attribut in der SCP-Datei
auskommentieren.

e \Wenn sich der PERC-Controller im HBA-Modus befindet und Sie auf die Export-Serverkonfigurationsprofil-Datei, in der Sie den
Controller-Modus auf RAID geéndert haben, die Import-Vorschau anwenden und versuchen ein virtuelles Laufwerk zu erstellen,
schlagt die Erstellung des virtuellen Laufwerks fehl. Die Import-Vorschau unterstiitzt bei einer Anderung des Controller-Modus keine
Prifung von RAID-Stacking-Vorgangen.

Umschalten des Controller-Modus unter Verwendung der iDRAC-
Weboberflache

Fuhren Sie zum Umschalten des Controller-Modus die folgenden Schritte aus:
1. Klicken Sie in der iDRAC-Weboberflache auf Speicher > Ubersicht > Controller.

2. Klicken Sie auf der Seite Controller auf Aktion > Bearbeiten.
Die Spalte Aktueller Wert zeigt die aktuelle Einstellung des Controllers an.

3. Wahlen Sie im Drop-Down-Men( den Controller-Modus aus, in den Sie wechseln méchten, und klicken Sie auf Beim néachsten
Neustart.
Starten Sie das System neu, um die Anderung in Kraft zu setzen.

Wechseln des Controller-Modus unter Verwendung von RACADM

Fuhren Sie die folgenden Befehle aus, um den Controller-Modus unter Verwendung von RACADM zu wechseln:
e So zeigen Sie den aktuellen Modus des Controllers an:

$ racadm get Storage.Controller.l.RequestedControllerMode[key=<Controller FQDD>]
Die folgende Ausgabe wird angezeigt:

RequestedControllerMode = NONE

e So legen Sie den Controller-Modus als HBA fest:

$ racadm set Storage.Controller.l.RequestedControllerMode HBA [Key=<Controller FQDD>]

e So erstellen Sie einen Job und wenden Anderungen an:
$ racadm jobqueue create <Controller Instance ID> -s TIME NOW -r pwrcycle

Weitere Informationen erhalten Sie im iDRAC-RACADM-CLI-Referenzhandbuch auf dell.com/idracmanuals.

HBA-Adaptervorgange

Bei Dell PowerEdge-Servern muss ein Betriebssystem installiert sein und der entsprechende Geratetreiber geladen werden, damit Dell
HBAs betrieben werden kénnen. Nach dem POST werden die HBA-Ports deaktiviert. Der HBA-Geratetreiber ist fiir das Zurlicksetzen des
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HBA und das Aktivieren der mit Speichergeraten verbundenen Ports verantwortlich. Ohne Betriebssystem wird der Treiber nicht geladen
und es wird nicht garantiert, dass iDRAC mit Dell HBAs verbundene Storage-Geréate anzeigen kann.

Die Nicht-RAID-Controller sind die HBAs, die nicht alle RAID-Funktionen aufweisen. Diese unterstitzen keine virtuellen Festplatten.

Die 15/16G iDRAC-Schnittstelle unterstttzt HBA-Controller, HBA330-Controller (integriert und Adapter) sowie die Adapter HBA330
MMZ, HBA465e und HBA330 MX.

AMD Plattformen unterstitzen HBA355i-Front- und HBA3556i-Adapter-Controller.
Sie kdnnen die folgenden Schritte fir Nicht-RAID-Controller ausfuhren:

e Anzeigen von Controllern, physischen Festplatten und Gehauseeigenschaften fur Nicht-RAID-Controller. Auf3erdem kénnen Sie die
Eigenschaften von EMM, Lifter, Stromversorgungseinheit und Temperatursonde anzeigen, die mit dem Gehé&use verknUpft sind. Die
Eigenschaften werden basierend auf dem Controller-Typ angezeigt.

Anzeigen von Informationen zum Bestand von Software und Hardware.
Aktualisieren der Firmware fir Gehaduse hinter dem 24 Gbit/s-SAS-HBA-Controller (in mehreren Stufen)

Uberwachen der Abfrage bzw. der Abfragehaufigkeit fir den SMART-Trip-Status flr physische Festplatten, wenn eine Anderung
erkannt wurde.

Uberwachen der Hotplugs fiir physische Festplatten oder des Entfernungsstatus fir den Hot-Plug.
e Blinken der LEDs oder Beenden des Blinkens
@ ANMERKUNG:
e Bandlaufwerke werden nur eingeschréankt unterstitzt, wenn Sie hinter SAS oder HBA355e angeschlossen sind.

e (Obwohl die LED fur das Bandlaufwerk nicht verflgbar ist, kann die Option Blinken/Blinken beenden erfolgreich sein.

@ ANMERKUNG:

e Aktivieren Sie den Vorgang ,System-Bestandsaufnahme beim Neustart erstellen” (CSIOR), bevor die Inventarisierung oder
Uberwachung der Nicht-RAID-Controller erfolgt.

e Die Echtzeit-Uberwachung auf SMART-fahigen Festplatten und SES-Gehausesensoren erfolgt nur fur HBA-Controller mit und
interne HBA-330-Controller.

@ ANMERKUNG: Die Erkennung von ausgefallenen Laufwerken hinter SAS-HBA-Controllern wird nicht unterstitzt.

Uberwachen der voraussagenden Fehleranalyse auf Festplatten

Storage Management unterstitzt die Selbstiberwachungsanalyse- und Berichttechnologie ( SMART) auf physischen Festplatten, die
SMART -aktiviert sind.

SMART flhrt eine vorausschauende Fehleranalyse auf jedem Laufwerk durch und sendet Warnmeldungen, wenn ein Festplattenausfall
prognostiziert wird. Die Controller prifen die physischen Laufwerke auf Fehlerprognosen und leiten diese Informationen, sofern gefunden,
an den iDRAC weiter. Der iDRAC protokolliert sofort eine Warnmeldung.

Controller-Vorgange im nicht-RAID-Modus oder HBA-Modus

Wenn sich der Controller im Nicht-RAID-Modus (HBA-Modus) befindet, gilt Folgendes:

e \irtuelle Festplatten oder Hotspares sind nicht verflgbar.
e Der Sicherheitsstatus des Controllers ist deaktiviert.
e Alle physikalischen Festplatten befinden sich im Nicht-RAID-Modus.

Sie kdnnen die folgenden Vorgange ausfihren, wenn sich der Controller im Nicht-RAID-Modus befindet:

e Physische Festplatte blinken/Blinken deaktivieren.
Konfigurieren Sie alle Eigenschaften einschliefilich der folgenden:
Lastausgleichsmodus
KonsistenzUberprifungsmodus
Patrol Read-Modus
Copyback-Modus
Controller-Startmodus
Erweiterter automatischer Fremdkonfigurationsimport
Erneute Aufbaurate
Konsistenztberprufungsrate

O 0O 0O O O O O O
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o Rekonstruktionsrate

o Hintergrundinitialisierungsrate

o Gehause- oder Ruckwandplatinen-Modus

o Patrol Read — Nicht konfigurierte Bereiche
e Zeigen Sie alle Eigenschaften an, die auf einen RAID-Controller zutreffen, mit Ausnahme von virtuellen Festplatten.
e Fremdkonfiguration l&schen

®| ANMERKUNG: Wenn ein Vorgang im Nicht-RAID-Modus nicht unterstitzt wird, wird eine Fehlermeldung angezeigt.

Sie kdnnen die Gehausetemperatursonden, Lifter und Netzteile nicht Gberwachen, wenn sich der Controller im Nicht-RAID-Modus
befindet.

Ausfihren der RAID-Konfigurations-Jobs auf mehreren Storage-
Controllern

Wahrend der Ausfiihrung von Vorgangen auf mehr als zwei Storage-Controllern Uber eine beliebige unterstitzte iDRAC-Schnittstelle
mussen Sie Folgendes sicherstellen:

e Fihren Sie die Jobs auf jedem Controller einzeln aus. Warten Sie jedoch, bis jeder Job abgeschlossen wurde, bevor Sie mit der
Konfiguration und der Erstellung des nachsten Controllers beginnen.

e Planen Sie mithilfe der Zeitplanoptionen mehrere Jobs zur Ausfihrung zu einem spéteren Zeitpunkt.

Beibehaltenen Cache managen

Die Funktion ,Beibehaltenen Cache managen® ist eine Controller-Option, die Nutzerinnen die Moglichkeit gibt, Controller-Cache-Daten zu
verwerfen. In der Rickschreib-Policy werden Daten in den Cache geschrieben, bevor sie auf das physische Laufwerk geschrieben werden.
Wenn das virtuelle Laufwerk offline geht oder aus irgendeinem Grund geldscht wird, gehen die Daten im Cache verloren.

Der PERC-Controller behélt die in den beibehaltenen oder fehlerhaften Cache geschriebenen Daten bei einem Stromausfall oder einer
Kabeltrennung bei, bis Sie das virtuelle Laufwerk wiederherstellen oder den Cache 16schen.

Der Status des Controllers wird durch den beibehaltenen Cache beeinflusst. Der Controllerstatus wird als ,Herabgesetzt" angezeigt,
wenn der Controller einen beibehaltenen Cache hat. Das Verwerfen des beibehaltenen Caches ist nur moglich, wenn alle der folgenden
Bedingungen erflllt sind:

e Der Controller hat keine Fremdkonfiguration.
e Der Controller hat keine offline genommenen oder fehlenden virtuellen Laufwerke.
e Kabelverbindungen zu einem virtuellen Laufwerk sind nicht unterbrochen.

Managen von PCle-SSDs

Peripheral Component Interconnect Express (PCle) Solid State Device (SSD) ist ein Hochleistungs-Speichergerét, das fur Lésungen
konzipiert wurde, die eine niedrige Latenzzeit, hohe Eingabe-/Ausgabevorgange pro Sekunde (IOPS) und Speicherzuverldssigkeit und
Dienstbarkeit der Unternehmensklasse erfordern. Die PCle-SSD basiert auf der Single-Level Cell (SLC) und Multi-Level Cell (MLC) NAND-
Flash-Technologie mit einer PCle-2.0-, PCle-3.0- oder PCle-4.0-konformen Hochgeschwindigkeitsschnittstelle. In der 14. Generation von
PowerEdge-Servern haben wir drei verschiedene Mdglichkeiten, SSDs zu verbinden. Sie konnen einen Extender verwenden, um die SSDs
Uber die Ruckwandplatine zu verbinden; Sie kdnnen die SSDs von der Ruckwandplatine Uber ein Slimline-Kabel ohne Extender direkt mit
der Hauptplatine verbinden oder die HHHL-Karte (Add-in) verwenden, die sich auf der Hauptplatine befindet.

@ ANMERKUNG:
e PowerEdge-Server der 14. Generation unterstitzen Industriestandard-NVMe-MI-spezifikationsbasierte NVMe-SSDs.
e PERC 1 unterstiitzt PCle-SSD/NVMe-Gerate hinter der PERC-Bestandstiberwachung und -Konfiguration.

Uber die iDRAC-Schnittstellen kénnen Sie NVMe-PCle-SSDs anzeigen und konfigurieren.

Es folgen die Hauptfunktionen des PCle SSD:

e Hot-Plug-Fahigkeit
e Hochleistungsgerat

In einigen der PowerEdge-Server der 14. Generation werden bis zu 32 NVMe-SSDs unterstitzt.

Sie kénnen die folgenden Vorgange fir PCle-SSDs ausfihren:
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Bestandsaufnahme und die Remote-Uberwachung des Status von PCle-SSDs im Server
Auf das Entfernen von PCle SSD vorbereiten

Daten sicher I16schen

Blinken oder Beenden des Blinkens der Gerate-LED (ldentifizieren des Geréts)

Sie kdénnen die folgenden Vorgange fur HHHL SSDs ausfihren:

Bestandsaufnahme und Echtzeitiiberwachung des HHHL SSD auf dem Server
Fehlgeschlagener Kartenbericht und fehlgeschlagene Anmeldung bei iDRAC und OMSS
Sicheres Ldschen der Daten und Entfernen der Karte

TTY Protokollberichte

Sie kdnnen die folgenden Vorgange fir SSDs ausfiihren:

e | aufwerkstatusbericht, wie z. B. Online, Fehlgeschlagen und Offline
@ ANMERKUNG: Funktionen wie Hotplug, das Vorbereiten auf das Entfernen und das Aufleuchten oder Erléschen der Gerate-LED
gelten nicht fur HHHL PCle SSD-Geréte.

ANMERKUNG: Wenn NVMe-Gerate hinter SW-RAID gesteuert werden, werden die Vorgange ,Zum Entfernen vorbereiten“ und
,Kryptografisches Loschen® nicht unterstitzt. Blinken und Beenden des Blinkens werden unterstitzt.

Erstellen einer Bestandsaufnahme fiir und Uberwachen von PCle-
SSDs

Die folgenden Bestandsaufnahme- und Uberwachungsinformationen sind fiir PCle-SSDs verfligbar:

e Hardware-Informationen:
o PCle-SSD-Extender-Karte
o PCle-SSD-Ruckwandplatine

ANMERKUNG: Wenn das System Uber eine dedizierte PCle-Rickwandplatine verfugt, werden zwei FQDDs angezeigt. Ein
FQDD ist fur regulare Laufwerke und das andere fur SSDs vorgesehen. Wenn die Rickwandplatine geteilt (universal) wird,
wird nur ein FQDD angezeigt. Falls die SSDs direkt angeschlossen sind, meldet sich der Controller-FQDD als CPU.1 und zeigt
damit an, dass die SSD direkt mit der CPU verbunden ist.

e Die Software umfasst nur die Firmware-Version fur die PCle-SSD.

Erstellen einer Bestandsaufnahme fiir und Uberwachen von PCle-SSDs iiber die
Webschnittstelle

Um PCle-SSD-Gerate zu inventarisieren und zu tiberwachen, gehen Sie auf der iDRAC-Weboberflache zu Storage > Ubersicht >
Physische Laufwerke. Die Seite Eigenschaften wird angezeigt. Fur PCle-SSDs wird in der Spalte Name PCle-SSD angezeigt.
Erweitern Sie den Eintrag, um die Eigenschaften anzuzeigen.

Bestandsaufnahme und Uberwachung von PCle-SSDs mithilfe von RACADM

Verwenden Sie den Befehl racadm storage get controllers:<PcieSSD controller FQDD>, um PCle-SSDs zu
inventarisieren und zu Uberwachen.

Anzeigen aller PCle-SSD-Festplatten:
racadm storage get pdisks

Anzeigen von PCle-Extender-Karten:
racadm storage get controllers

Anzeigen von Informationen zur PCle-SSD

racadm storage get enclosures
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®| ANMERKUNG: Fir alle genannten Befehle werden auch die PERC-Geré&te angezeigt.

Weitere Informationen finden Sie im RACADM-Befehlszeilen-Referenzhandbuch fiir iDRAC unter dell.com/idracmanuals.

Vorbereiten auf das Entfernen von PCle-SSDs

@ ANMERKUNG: Dieser Vorgang wird nicht unterstutzt, wenn:
e Die PCle-SSD mit dem S140-Controller konfiguriert wird.
o Das NVMe-Gerat sich hinter PERC 11 befindet.
PCle-SSDs unterstitzen den ordnungsgemafien Hot Swap, was Ihnen das Hinzuflgen oder Entfernen eines Geréats ermdglicht, ohne das

System, auf dem die Geréate installiert sind, anzuhalten oder neu zu starten. Um Datenverlust zu vermeiden, mussen Sie den Vorgang
»Zum Entfernen vorbereiten® durchfihren, bevor Sie ein Gerat physisch entfernen.

Ein kontrollierter Hot-Swap-Vorgang wird nur unterstttzt, wenn die PCle-SSDs auf einem unterstitzten System installiert sind, auf
dem ein unterstitztes Betriebssystem ausgefuhrt wird. Um sicherzustellen, dass Sie Uber die richtige Konfiguration fur lhre PCle-SSD
verflgen, lesen Sie das systemspezifische Benutzerhandbuch.

Der Vorgang ,,Zum Entfernen vorbereiten” wird fiir PCle SSDs auf den VMware vSphere (ESXi)-Systemen und HHHL PCle SSD-Geréaten

nicht unterstitzt.

@ ANMERKUNG: Der Vorgang ,Zum Entfernen vorbereiten” wird auf Systemen mit ESXi 6.0 mit iDRAC-Service-Modul-Version 2.1
oder héher unterstiutzt.

Der Vorgang ,Zum Entfernen vorbereiten® kann unter Verwendung des iDRAC-Service-Moduls in Echtzeit durchgefuhrt werden.

Dieser Vorgang stoppt alle im Hintergrund laufenden Aktivitdten und sdmtliche I/O-Aktivitadten, damit das Gerét sicher entfernt werden
kann. Der Vorgang fihrt dazu, dass die Status-LEDs am Gerat blinken. Sie kénnen nach Ausfiihren des Vorgangs ,,Zum Entfernen
vorbereiten das Gerat sicher aus dem System entfernen, wenn Folgendes zutrifft:

e Die PCle-SSD blinkt im LED-Muster ,kann sicher entfernt werden” (blinkt gelb).

e Das System kann nicht mehr auf das PCle SSD zugreifen.

Bevor Sie das PCle-SSD auf die Entfernung vorbereiten, missen folgende Voraussetzungen erflllt sein:

e iDRAC-Servicemodul ist installiert.
e Lifecycle Controller ist aktiviert.
e Sie haben die Berechtigungen zur Serversteuerung sowie zur Anmeldung.

Vorbereiten zum Entfernen von PCle-SSDs liber die Webschnittstelle

So bereiten Sie die PCle-SSD auf das Entfernen vor:

1. Gehen Sie auf der IDRAC-Weboberflache zu Storage > Ubersicht > Physische Laufwerke.
Daraufhin wird die Seite Setup von physischen Festplatten angezeigt.

2. Wahlen Sie aus dem Drop-Down-MenU Controller den Extender aus, um die zugehorigen PCle-SSDs anzuzeigen.
3. Wahlen Sie in den Drop-Down-Menis die Option Zum Entfernen vorbereiten fir eine oder mehrere PCle-SSDs aus.

Wenn Sie die Option Zum Entfernen vorbereiten ausgewahlt haben und Sie die anderen Optionen in dem Drop-Down-Meni
anzeigen mochten, wahlen Sie Maf3nahme aus, und klicken Sie dann auf das Drop-Down-MenU, um die anderen Optionen anzuzeigen.
@ ANMERKUNG: Stellen Sie sicher, dass das iSM installiert ist und ausgefthrt wird, und fihren Sie den Vorgang

preparetoremove aus.

4. Wahlen Sie aus dem Drop-Down-MenU Betriebsmodus anwenden die Option Jetzt anwenden aus, um die Maf3nahmen sofort
anzuwenden.

Wenn Jobs zum Fertigstellen bereitstehen, ist diese Option grau unterlegt.
@ ANMERKUNG: Fur PCle-SSD-Geréte ist nur die Option Jetzt anwenden verfligbar. Dieser Vorgang wird im Modus

,Bereitgestellt” nicht unterstutzt.

5. Klicken Sie auf Anwenden.

Wenn der Job nicht erfolgreich erstellt wurde, wird eine Meldung angezeigt, die besagt, dass der Job nicht angezeigt wurde. Die
Meldungs-ID und die empfohlene Reaktion werden ebenfalls angezeigt.

Wurde der Job erfolgreich erstellt, wird eine Meldung angezeigt, die besagt, dass die Job-ID fur den ausgewahlten Controller erstellt
wurde. Klicken Sie auf Job-Warteschlange, um den Fortschritt des Auftrags auf der Seite Job-Warteschlange anzuzeigen.
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Wenn ein ausstehender Vorgang nicht erstellt wurde, erscheint eine Fehlermeldung. Wenn der ausstehende Vorgang erfolgreich war
und die Job-Erstellung nicht erfolgreich war, wird eine Fehlermeldung angezeigt.

Vorbereiten auf das Entfernen einer PCle-SSD liber RACADM

So bereiten Sie das PCleSSD-Laufwerk auf das Entfernen vor:
racadm storage preparetoremove:<PCIeSSD FQDD>

So erstellen Sie den Zieljob nach der Ausfihrung des Befehls preparetoremove:
racadm jobqueue create <PCIe SSD FQDD> -s TIME NOW --realtime

So fragen Sie die ausgegebene Job-ID ab:
racadm jobqueue view -i <job ID>

Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

Loschen von PCle-SSD-Geratedaten

®| ANMERKUNG: Dieser Vorgang wird nicht unterstitzt, wenn die PCle-SSD mithilfe des SWRAID-Controllers konfiguriert wurde.

Die kryptografische Loschung 16scht alle auf der Festplatte vorhandenen Daten dauerhaft. Das Durchfihren eines kryptografischen
Loschvorgangs auf einem PCle SSD Uberschreibt alle Blocke und flhrt zu einem dauerhaften Verlust aller Daten auf dem PCle SSD.
Beim kryptografischen Léschvorgang kann der Host nicht auf die PCle-SSD zugreifen. Die Anderungen werden nach dem Neustart des
Systems angewendet.

Falls das System neu gestartet wird oder wenn wahrend einer kryptografischen Léschung der Strom ausfallt, wird der Vorgang
abgebrochen. Sie missen das System neu starten und den Vorgang erneut ausfuhren.

Stellen Sie vor dem Léschen von PCle SSD-Gerétedaten Folgendes sicher:
e |ifecycle Controller ist aktiviert.

e Sie haben die Berechtigungen zur Serversteuerung sowie zur Anmeldung.
@ ANMERKUNG:

e Das Loschen von PCle-SSDs kann nur als ein gestufter Vorgang ausgefiihrt werden.

e Nachdem das Laufwerk geldscht wurde, wird es im Betriebssystem als online angezeigt, es wird jedoch nicht initialisiert. Sie
mussen das Laufwerk initialisieren und formatieren, bevor Sie es erneut verwenden.

e Nachdem Sie eine PCle-SSD per Hot-Plug verbunden haben, kann es einige Sekunden dauern, bis sie auf der Weboberflache
angezeigt wird.

Loschen von PCle-SSD-Geratedaten liber die Webschnittstelle

So I6schen Sie die Daten auf dem PCle-SSD-Geréat:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Storage > Ubersicht > Physische Festplatten.
Daraufhin wird die Seite Physische Festplatten angezeigt.

2. Wahlen Sie im Drop-Down-Ment Controller den Controller aus, fur den Sie die zugehérigen PCle-SSDs auswahlen méchten.

3. Wahlen Sie in den Drop-down-Menus die Option Kryptografisches Loschen fur eine oder mehrere PCle-SSDs aus.
Wenn Sie Kryptografisches Loschen ausgewahlit haben und Sie die anderen Optionen im Dropdown-MenU anzeigen mochten,
wéhlen Sie MaBnahme aus und klicken Sie dann auf das Drop-Down-Men(, um die anderen Optionen anzuzeigen.

4. Wahlen Sie im Dropdown-MenU Betriebsmodus wahlen eine der folgenden Optionen aus:
e Beim niachsten Neustart — Wahlen Sie diese Option aus, um die Aktionen beim né&chsten Systemneustart anzuwenden.

e Zu einer geplanten Zeit — \Wahlen Sie diese Option aus, um die Maf3nahmen zu einem geplanten Datum und Uhrzeit
anzuwenden:

o Startzeit und Endzeit — Klicken Sie auf die Kalender-Symbole und wéhlen Sie die Tage aus. Wahlen Sie aus dem Drop-Down-
Menu das Zeitintervall. Die Maf3nahme wird zwischen der Startzeit und Endzeit angewandt.
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o Wahlen Sie aus dem Drop-Down-Meni den Typ des Neustarts aus:
= Kein Neustart (manueller System-Neustart)
= QOrdentliches Herunterfahren
= Erzwungenes Herunterfahren
= System aus- und wieder einschalten (Hardwareneustart)

5. Klicken Sie auf Anwenden.

Wenn der Job nicht erfolgreich erstellt wurde, wird eine Meldung angezeigt, die besagt, dass der Job nicht angezeigt wurde. Die
Meldungs-ID und die empfohlene Reaktion werden ebenfalls angezeigt.

Wurde der Job erfolgreich erstellt, wird eine Meldung angezeigt, die besagt, dass die Job-ID fur den ausgewahlten Controller erstellt
wurde. Klicken Sie auf Job-Warteschlange, um den Fortschritt des Auftrags auf der Seite Job-Warteschlange anzuzeigen.

Wenn ein ausstehender Vorgang nicht erstellt wurde, erscheint eine Fehlermeldung. Wenn der ausstehende Vorgang erfolgreich war
und die Job-Erstellung nicht erfolgreich war, wird eine Fehlermeldung angezeigt.

Loschen eines PCle-SSD-Geréts unter Verwendung von RACADM

Zum sicheren Loschen eines PCle-SSD-Geréts:

racadm storage secureerase:<PCIeSSD FQDD>
So erstellen Sie den Ziel-Job nach dem Ausfihren des Befehls secureerase:

racadm jobqueue create <PCIe SSD FQDD> -s TIME NOW -e <start time>
So fragen Sie die ausgegebene Job-ID ab:

racadm jobqueue view -i <job ID>

Weitere Informationen finden Sie im RACADM-Befehlszeilen-Referenzhandbuch fiir iDRAC unter dell.com/idracmanuals.

Managen von Gehausen oder Riickwandplatinen

Sie kdnnen die folgenden Schritte fiir Gehduse oder Ruckwandplatinen ausfuhren:

Eigenschaften anzeigen

Universellen oder Split-Modus konfigurieren
Steckplatzinformationen anzeigen (universell oder freigegeben)
SGPIO-Modus festlegen

Set Asset Tag

Bestands-Name

Konfigurieren des Ruckwandplatinen-Modus

Die Dell PowerEdge-Server der 14. Generation unterstitzen eine neue interne Speichertopologie, bei der zwei Storage-Controller
(PERCs) Uber einen einzigen Expander mit internen Laufwerken verbunden werden kénnen. Diese Konfiguration wird fiir einen hohen
Leistungsmodus ohne Failover- oder High Availability (HA)-Funktionalitdt verwendet. Der Expander teilt das interne Laufwerks-Array
zwischen den zwei Storage-Controllern auf. In diesem Modus zeigt die Erstellung der virtuellen Laufwerke nur die Laufwerke, die mit
einem bestimmten Controller verbunden sind. Es gibt keine Lizenzierungsanforderungen fiir diese Funktion. Diese Funktion wird nur auf
wenigen Systemen unterstitzt.

Die Riuckwandplatine unterstutzt die folgenden Modi:

e Unified-Modus — Dies ist der Standardmodus. Der primare PERC-Controller hat Zugriff auf alle Laufwerke, die an die Rickwandplatine
angeschlossen sind, selbst wenn ein zweiter PERC-Controller installiert ist.

e Split-Modus — Ein Controller hat Zugriff auf die ersten zwolf Laufwerke und der zweite Controller hat Zugriff auf die letzten zwdlf
Laufwerke. Die Laufwerke, die an den ersten Controller angeschlossen sind, sind mit 0-11 nummeriert, wahrend die Laufwerke, die an
den zweiten Controller angeschlossen sind, mit 12-23 nummeriert sind.
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e Split-Modus 4:20 — Ein Controller hat Zugriff auf die ersten vier Laufwerke und der zweite Controller hat Zugriff auf die letzten 20
Laufwerke. Die Laufwerke, die an den ersten Controller angeschlossen sind, sind mit 0-3 nummeriert, wahrend die Laufwerke, die an
den zweiten Controller angeschlossen sind, mit 4-23 nummeriert sind.

e Split-Modus 8:16 — Ein Controller hat Zugriff auf die ersten acht Laufwerke und der zweite Controller hat Zugriff auf die letzten 16
Laufwerke. Die Laufwerke, die an den ersten Controller angeschlossen sind, sind mit O-7 nummeriert, wahrend die Laufwerke, die an
den zweiten Controller angeschlossen sind, mit 8-23 nummeriert sind.

e Split-Modus 16:8 — Ein Controller hat Zugriff auf die ersten 16 Laufwerke und der zweite Controller hat Zugriff auf die letzten acht

Laufwerke. Die Laufwerke, die an den ersten Controller angeschlossen sind, sind mit 0-15 nummeriert, wahrend die Laufwerke, die an

den zweiten Controller angeschlossen sind, mit 16-23 nummeriert sind.
e Split-Modus 20:4 — Ein Controller hat Zugriff auf die ersten 20 Laufwerke und der zweite Controller hat Zugriff auf die letzten vier

Laufwerke. Die Laufwerke, die an den ersten Controller angeschlossen sind, sind mit 0-19 nummeriert, wéhrend die Laufwerke, die an

den zweiten Controller angeschlossen sind, mit 20-23 nummeriert sind.

e Split-Modus 6:6:6:6 — In einem Gehéause sind vier Blades installiert und jedem Blade sind sechs Laufwerke zugewiesen. Dieser Modus
wird nur auf PowerEdge-Blades der C-Serie unterstitzt.

e Informationen nicht verfligbar — Es sind keine Informationen zum Controller verfigbar.

iDRAC erlaubt die Einstellung des Split-Modus, wenn der Expander in der Lage ist, die Konfiguration zu unterstttzen. Stellen Sie
sicher, dass Sie diesen Modus aktiviert haben, bevor Sie den zweiten Controller installieren. iDRAC fihrt eine Uberprifung auf die
Expander-Funktion durch, bevor dieser Modus konfiguriert werden kann, und Uberprift nicht, ob der zweite PERC-Controller vorhanden
ist.

@ ANMERKUNG: Bei PowerEdge R760XD2-Servern mit zwei Controllern (nicht im Split-Modus) hat der sekundére Controller nur
Zugriff auf die Steckplatze 1, 2, 4, 5 und der primére Controller hat Zugriff auf 3, 6-24.

@ ANMERKUNG: Kabelfehler (oder andere Fehler) kdnnen angezeigt werden, wenn Sie die Riickwandplatine in den Split-Modus
versetzen, wenn nur ein PERC angeschlossen ist, oder wenn Sie die Rickwandplatine in den Unified-Modus versetzen und zwei
PERCs angeschlossen sind.

@ ANMERKUNG: Wenn zwei oder mehr Rickwandplatinen mit einem einzigen PERC-Controller verbunden sind, kombiniert der
Controller sie und zeigt sie als einzelnes Gehause an. Daher wird erwartet, dass eine einzelne Rickwandplatine auf der Seite
,Hardwarebestand” oder ,Storage” angezeigt wird. Die Firmware-Bestandsaufnahme zeigt die tatsachliche Anzahl der im System
vorhandenen Ruckwandplatinen an.

Um die Einstellung zu &ndern, missen Sie Uber eine Berechtigung zur Serversteuerung verfigen.

Wenn sich andere RAID-Vorgénge im Status , Ausstehend” befinden oder ein RAID-Job geplant ist, kdnnen Sie den Ruckwandplatinen-
Modus nicht mehr &ndern. Ebenso kdnnen Sie, wenn diese Einstellung ausstehend ist, keine anderen RAID-Jobs planen.

@ ANMERKUNG:

e \Warnungen werden angezeigt, wenn die Einstellung gedndert wird, da die Wahrscheinlichkeit von Datenverlusten besteht.

e | C-Ldsch- oder iIDRAC-Reset-Vorgange wirken sich nicht auf die Expander-Einstellung flr diesen Modus aus.

e Dieser Vorgang wird nur in Echtzeit unterstttzt und wird nicht bereitgestellt.

e Sie kdnnen die Konfiguration der Ruckwandplatine mehrmals andern.

e Wenn die Ruckwandplatine mit dem Wert 0 fur das Attribut Physische Steckplatze konfiguriert ist, zeigt der iDRAC Hll keine
Details zur Ruckwandplatine an.

e Der Splitting-Vorgang der Ruckwandplatine kann zu Datenverlust oder Fremdkonfiguration fuhren, wenn sich die Zugehdrigkeit
eines Laufwerks zwischen den Controllern dndert.

e Je nach Laufwerkzugehdrigkeit kann sich der Splitting-Vorgang der Rickwandplatine auf die RAID-Konfiguration auswirken.

Anderungen an dieser Einstellung werden erst nach einem System-Reset wirksam. Wenn Sie vom Split- zum Unified-Modus wechseln,

wird beim n&chsten Systemstart eine Fehlermeldung angezeigt, da der zweite Controller keine Laufwerke erkennen kann. Auf3erdem sieht

der erste Controller eine Fremdkonfiguration. Wenn Sie den Fehler ignorieren, gehen die vorhandenen virtuellen Laufwerke verloren.

Konfigurieren des Riickwandplatinen-Modus uber die Webschnittstelle

So konfigurieren Sie den Rickwandplatinen-Modus Uber die IDRAC-Webschnittstelle:
1. Gehen Sie in der IDRAC-Webschnittstelle zu Storage > Ubersicht > Gehause.
2. Wahlen Sie in der Option Gehause das zu konfigurierende Geh&use aus.

3. Wahlen Sie aus dem Dropdown-MenU Aktion die Option Gehdusemodus bearbeiten aus.
Die Seite Gehdausemodus bearbeiten wird angezeigt.
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4. Wahlen Sie in der Spalte Aktueller Wert den erforderlichen Gehdusemodus fur die Rickwandplatine oder das Gehause aus: Dies sind
die Optionen:
e Unified-Betrieb

Split-Betrieb

Split-Betrieb 4:20

Split-Betrieb 8:16

Split-Betrieb 16:8

Split-Betrieb 20:4

@ ANMERKUNG: Die verfiigbaren Modi fur C6420 sind: Split-Betrieb und Split-Betrieb-6:6:6:6. Einige Werte werden
moglicherweise nur auf bestimmten Plattformen unterstitzt.

FUr R740xd und R940 ist ein Power-Cycle des Servers erforderlich, damit die neue Rickwandplatinenzone angewendet wird. Fir
C6420 ist ein Aus- und Einschalten (des Blade-Geh&auses) erforderlich, damit die neue Rickwandplatinenzone angewendet wird.

5. Klicken Sie auf Zu ausstehenden Vorgéangen hinzufiigen.
Eine Auftragskennung wird erstellt.

6. Kilicken Sie auf Jetzt libernehmen.
7. Wechseln Sie zur Seite Job-Warteschlange, und stellen Sie sicher, dass der Job-Status als ,Abgeschlossen” angezeigt wird.
8. Schalten Sie das System aus und wieder ein, damit die Einstellung wirksam wird.

ANMERKUNG: Um Bestandsprobleme zu vermeiden, miissen bei Anderungen der Riickwandplatinenkabelverbindung zuséatzlich
iDRAC neu gestartet und der Host aus- und eingeschaltet werden.

Gehause iiber RACADM konfigurieren

Um das Gehause oder die Ruckwandplatine zu konfigurieren, verwenden Sie den Befehl set mit den Objekten in BackplaneMode.
Gehen Sie wie folgt vor, um beispielsweise das Attribut ,BackplaneMode* in den Split-Betrieb zu setzen:

1. Fuhren Sie den folgenden Befehl zur Anzeige des aktuellen Rickwandplatinenmodus aus:

racadm get storage.enclosure.l.backplanecurrentmode

Das Ergebnis ist Folgendes:
BackplaneCurrentMode=UnifiedMode

2. Fuhren Sie den folgenden Befehl zur Anzeige des angeforderten Modus aus:

racadm get storage.enclosure.l.backplanerequestedmode

Das Ergebnis ist Folgendes:
BackplaneRequestedMode=None

3. Geben Sie den folgenden Befehl ein, um den angeforderten Rickwandplatinen-Betrieb in den Split-Betrieb umzustellen:

racadm set storage.enclosure.l.backplanerequestedmode "splitmode"

Die Meldung wird angezeigt und besagt, dass der Befehl erfolgreich ist.

4. Fuhren Sie den folgenden Befehl aus, um zu Uberpriifen, ob das Attribut backplanerequestedmode in den Split-Modus gesetzt
wurde:

racadm get storage.enclosure.l.backplanerequestedmode

Das Ergebnis ist Folgendes:
BackplaneRequestedMode=None (Pending=SplitMode)

B. Fuhren Sie den Befehl storage get controllers aus und notieren Sie sich die Controller-Instanz-ID.
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10.

1.

12.

Fuhren Sie den folgenden Befehl aus, um einen Job zu erstellen:

racadm jobqueue create <controller instance ID> -s TIME NOW --realtime

Daraufhin wird eine Job-ID ausgegeben.
FUhren Sie den folgenden Befehl aus, um den Job-Status abzufragen:

racadm jobqueue view -i JID XXXXXXXX
wobei JID xxxxxxxx die in Schritt 6 erstellte Job-ID ist.

Der Status wird als , Ausstehend” angezeigt.

Setzen Sie die Abfrage der Job-ID fort, bis der Status ,Fertig” angezeigt wird (dieser Vorgang kann bis zu drei Minuten dauern).
Fuhren Sie den folgenden Befehl zur Anzeige des Attributwerts backplanerequestedmode aus:

racadm get storage.enclosure.l.backplanerequestedmode

Das Ergebnis ist Folgendes:
BackplaneRequestedMode=SplitMode
Fuhren Sie den folgenden Befehl aus, um einen Kaltstart des Servers auszufiihren:

racadm serveraction powercycle

Nachdem das System die Vorgange fur den POST und CSIOR abgeschlossen hat, geben Sie den folgenden Befehl ein, um
backplanerequestedmode zu Uberprifen:

racadm get storage.enclosure.l.backplanerequestedmode

Das Ergebnis ist Folgendes:
BackplaneRequestedMode=None
Fuhren Sie die folgenden Schritte aus, um zu Uberprifen, ob der Riickwandplatinenmodus auf Split-Modus gesetzt ist:

racadm get storage.enclosure.l.backplanecurrentmode

Das Ergebnis ist Folgendes:
BackplaneCurrentMode=SplitMode

Fuhren Sie den folgenden Befehl aus, und Uberprifen Sie, dass nur 0-11-Laufwerke angezeigt werden:
racadm storage get pdisks

Weitere Informationen zu den RACADM-Befehlen finden Sie im iDRAC RACADM Command Line Interface Reference Guide
(RACADM-Referenzhandbuch fir Befehlszeilenschnittstellen fir iDRAC), das unter dell.com/idracmanuals verfligbar ist.

Anzeigen von Universalsteckplatzen

Einige Ruckwandplatinen von PowerEdge-Servern der 14. Generation unterstitzen SAS/SATA- und PCle-SSD-Festplatten im gleichen
Steckplatz. Diese Steckplatze werden als Universalsteckplatze bezeichnet und sind mit dem priméren Storage-Controller (PERC)

und entweder einer PCle-Extender-Karte oder Direct Connect Manager Uber CPU-RUckwandplatinen verdrahtet und unterstitzen
sowohl SAS/SATA- als auch PCle-SSD-Festplatten im gleichen Steckplatz. Die Riickwandplatinen-Firmware enthélt Informationen Uber
die Steckplatze, die diese Funktion unterstiitzen. Die Rickwandplatine unterstiitzt SAS/SATA-Festplatten oder PCle-SSDs. In der

Regel handelt es sich bei den vier Steckplatzen mit hdherer Nummerierung um Universalsteckpléatze. Beispiel: Bei einer universellen
Ruckwandplatine mit 24 Steckplatzen unterstitzen Steckplatze 0-19 nur SAS/SATA-Festplatten, wahrend die Steckplatze 20-23 sowohl
SAS/SATA als auch PCle-SSD unterstitzen.
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Der Rollup-Funktionszustand flir das Geh&use stellt den kombinierten Status fur alle Laufwerke im Gehause bereit. Der Gehause-Link auf
der Seite Topologie zeigt die gesamten Gehauseinformationen an, unabhéngig vom zugewiesenen Controller. Beide Storage-Controller
(PERC und PCle-Extender) kénnen an die gleiche Rickwandplatine angeschlossen werden, aber nur die Rickwandplatine, die dem
PERC-Controller zugewiesen ist, wird auf der Seite Systembestand angezeigt.

Auf der Seite Storage > Gehiuse > Eigenschaften zeigt der Abschnitt Ubersicht iiber die physischen Laufwerke Folgendes:

e Slot unbelegt — Wenn ein Steckplatz leer ist.
PCle-fihig — Wenn keine PCle-fahigen Steckpldtzen vorhanden sind, wird diese Spalte nicht angezeigt.

Bus-Protokoll — handelt es sich um eine universelle Ruckwandplatine mit PCle-SSD in einem der Steckplatze installiert, zeigt diese
Spalte PCle an.

e Hot Spare — Diese Spalte ist bei PCle-SSDs nicht verfugbar.
ANMERKUNG: Bei Universalsteckplatzen wird Hot-Swapping unterstitzt. Wenn Sie ein PCle-SSD-Laufwerk entfernen und gegen
ein SAS/SATA-Laufwerk austauschen mdchten, stellen Sie sicher, dass Sie zuerst den Task ,,PrepareToRemove” fur das PCle-SSD-
Laufwerk ausfuhren. Wenn Sie diesen Task nicht ausfihren, treten auf dem Hostbetriebssystem moglicherweise Probleme auf, z. B.
ein blauer Bildschirm, Kernel-Panik usw.

Einrichten des SGPIO-Modus

Der Storage-Controller kann mit der Rickwandplatine im 12C-Modus (Standardeinstellung fir Dell Rickwandplatinen) oder mit dem
seriellen SGPIO-Modus (General Purpose Input/Output) verbunden werden. Diese Verbindung wird fir blinkende LEDs auf den
Festplatten bendétigt. Die Dell PERC-Controller und Rickwandplatinen unterstttzen diese beiden Modi. Um bestimmte Channel-Adapter
zu unterstltzen, muss der Ruckwandplatinen-Modus in den SGPIO-Modus gedndert werden.

Der SGPIO-Modus wird nur flr passive Rickwandplatinen unterstitzt. Er wird nicht fir Expander-Rtckwandplatinen oder passive
Ruckwandplatinen im Downstream-Modus unterstitzt. Die Rickwandplatinen-Firmware enthalt Informationen Uber die Funktionen, den
aktuellen Status und den angeforderten Status.

Nach dem LC-Wipe-Vorgang oder dem iDRAC-Reset auf die Standardeinstellungen wird der SGPIO-Modus in den Status , Deaktiviert*
zurlickgesetzt. Sie vergleicht die iDRAC-Einstellung mit der Riickwandplatineneinstellung. Wenn die Riickwandplatine in den SGPIO-
Modus gesetzt wurde, passt iDRAC seine Einstellung an die Einstellung der Rickwandplatine an.

Das Aus- und Einschalten des Servers ist erforderlich, damit die Anderungen der Einstellung wirksam werden.

Sie mussen Uber Berechtigungen zur Server-Steuerung verfiigen, um diese Einstellung &ndern zu kénnen.

®| ANMERKUNG: Sie kénnen den SGPIO-Modus nicht Uber die iDRAC-Web-Schnittstelle festlegen.

Festlegen des SGPIO-Modus iiber RACADM

Um den SGPIO-Modus zu konfigurieren, verwenden Sie den Befehl set mit den Objekten in der Gruppe SGPIOMode.
Wenn die Option auf Deaktiviert gesetzt ist, ist der 1I2C-Modus festgelegt. Ist die Option aktiviert, so ist der SGPIO-Modus festgelegt.

Weitere Informationen erhalten Sie im iDRAC RACADM Command Line Interface Reference Guide (RACADM-Referenzhandbuch
fir Befehlszeilenschnittstellen fiir iDRAC) unter dell.com/idracmanuals.

Gehause-Bestands-Tag festlegen

Mit der Option ,Geh&duse-Bestands-Tag festlegen” kdnnen Sie das Bestands-Tag eines Storage-Gehauses konfigurieren.

Nutzerlnnen kénnen die Eigenschaft ,Bestands-Tag" des Gehduses &ndern, um Gehé&use zu identifizieren. Diese Felder werden auf
ungultige Werte geprift und bei Eingabe eines ungultigen Werts wird ein Fehler angezeigt. Diese Felder sind Teil der Geh&usefirmware. Die
anfanglich angezeigten Daten sind die in der Firmware gespeicherten Werte.

®|ANMERKUNG: Das Bestands-Tag hat eine Zeichenbegrenzung von 10, einschlie3lich Nullzeichen.

®| ANMERKUNG: Diese Vorgénge werden auf internen Gehdusen nicht unterstutzt.

Gehausebestandsnamen festlegen

,Gehdusebestandsnamen festlegen” ermdglicht es Nutzerlnnen, den Bestandsnamen eines Storage-Gehauses zu konfigurieren.
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Nutzerlnnen kénnen die Eigenschaft ,Bestandsname® des Gehauses dndern, um Gehause einfach zu identifizieren. Diese Felder werden
auf ungultige Werte geprtft und bei Eingabe eines ungultigen Werts wird ein Fehler angezeigt. Diese Felder sind Teil der Geh&usefirmware.
Die anfanglich angezeigten Daten sind die in der Firmware gespeicherten Werte.

®| ANMERKUNG: Der Bestandsname hat eine Zeichenbegrenzung von 32, einschliefllich Nullzeichen.

®| ANMERKUNG: Diese Vorgénge werden auf internen Gehdusen nicht unterstutzt.

Auswahlen des Betriebsmodus zum Anwenden von
Einstellungen

Beim Erstellen und Managen virtueller Laufwerke, beim Einrichten der physischen Laufwerke, Controller und Gehause oder beim
Zurlcksetzen von Controllern und bevor Sie die verschiedenen Einstellungen anwenden, missen Sie den Betriebsmodus auswahlen.
Das heif3t, Sie mussen angeben, wann Sie die Einstellungen anwenden méchten:

Sofort

Wahrend des nachsten Systemneustarts

Zu einem festgelegten Zeitpunkt

Als eine ausstehende Operation, die als Stapel im Rahmen eines einzelnen Jobs angewendet werden sollen.

Auswahlen des Betriebsmodus liber die Webschnittstelle

So wahlen Sie den Betriebsmodus aus, um die Einstellungen zu Gbernehmen:

1. Sie kdnnen den Betriebsmodus auswahlen, wenn Sie sich auf einer der folgenden Seiten befinden:
e Storage > Physische Datentrager .

Storage > Virtuelle Datentrager

Storage > Controller

Storage > Gehéduse

2. Wahlen Sie eine der folgenden Optionen aus dem Drop-Down-Men( Betriebsmodus anwenden aus:

e Beim niachsten Neustart: \WWahlen Sie diese Option aus, um die Einstellungen beim néchsten Systemneustart anzuwenden.

e Zu einer geplanten Zeit — \Wahlen Sie diese Option aus, um die Einstellungen zu einem geplanten Datum und Uhrzeit
anzuwenden:

o Startzeit und Endzeit — Klicken Sie auf die Kalender-Symbole und wahlen Sie die Tage aus. Wahlen Sie aus dem Drop-Down-
Menu das Zeitintervall. Die Einstellungen werden zwischen der Startzeit und Endzeit angewandt.

o Wahlen Sie aus dem Drop-Down-Meni den Typ des Neustarts aus:
= Kein Neustart (manueller System-Neustart)
= Ordentliches Herunterfahren
= Erzwungenes Herunterfahren
= System aus- und wieder einschalten (Hardwareneustart)
e Zu offenen Vorgangen hinzufiigen: Wahlen Sie diese Option aus, um einen ausstehenden Vorgang fur die Einstellung zu

erstellen. Sie kénnen alle offenen Vorgange fiir einen Controller auf der Seite Storage > Ubersicht > Ausstehende Vorginge
anzeigen.

@ ANMERKUNG:

e Die Option Zu ausstehenden Vorgédngen hinzufiigen ist fir die Seite Ausstehende Vorgéange und fur PCle-SSDs auf der
Seite Physische Datentrager > Setup nicht verflgbar.

e Nur die Option Jetzt anwenden ist auf der Seite Gehaduse-Setup verflgbar.

3. Klicken Sie auf Anwenden.
Basierend auf dem ausgewahlten Betriebsmodus werden die Einstellungen angewendet.

Auswahlen des Betriebsmodus iiber RACADM

Um den Betriebsmodus auszuwahlen, verwenden Sie den Befehl jobqueue.

Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).
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Anzeigen und Anwenden von ausstehenden Vorgangen

Auf dieser Seite kénnen Sie alle ausstehenden Vorgange fur den Storage Controller anzeigen und anwenden. Alle Einstellungen werden
gleichzeitig, mit dem néchsten Neustart oder zu einem geplanten Zeitpunkt, basierend auf den ausgewahlten Optionen, angewendet. Sie
kdnnen alle ausstehenden Vorgange fiir einen Controller 16schen. Einzelne ausstehende Vorgange kdnnen nicht geldscht werden.

Ausstehende Vorgange werden auf die ausgewahlten Komponenten (Controller, Gehduse, physische Laufwerke und virtuelle Laufwerke)
erstellt.

Konfigurationsjobs werden nur auf dem Controller erstellt. Bei PCle-SSDs wird der Job auf der PCle-SSD-Festplatte und nicht auf dem
PCle-Extender erstellt.

Anzeigen, Anwenden oder Loschen von ausstehenden Vorgangen uber
die Webschnittstelle

1. Navigieren Sie in der iDRAC-Webschnittstelle zu Storage > Ubersicht > Ausstehende Vorginge.
Die Seite Ausstehende Vorgange wird angezeigt.

2. Wahlen Sie in der Dropdown-Liste Komponente den Controller aus, fir den Sie die ausstehenden Vorgange anzeigen, festschreiben
oder léschen mdchten.
Die Liste der ausstehenden Vorgénge wird flr den ausgewahlten Controller angezeigt.
@ ANMERKUNG:
e Ausstehende Vorgénge werden flr das Importieren/Léschen von Fremdkonfigurationen, Vorgange von Sicherheitsschlisseln
und das VerschlUsseln virtueller Laufwerke erzeugt. Sie werden jedoch weder auf der Seite Ausstehenden Vorgange noch in
der Pop-up-Meldung fur ausstehende Vorgange angezeigt.

e Auftrége fur PCle SSDs kdnnen nicht Uber die Seite Ausstehende Vorgénge erstellt werden.

3. Klicken Sie zum L&schen der ausstehenden Vorgange fur den ausgewdahlten Controller auf Alle ausstehenden Vorgéange I6schen.
4. Wahlen Sie aus dem Drop-Down-MenUu eine der folgenden Optionen und klicken Sie auf Anwenden, um die ausstehenden Vorgénge
anzuwenden:
e Beim nachsten Neustart: \Wahlen Sie diese Option, um die Vorgange beim nachsten Systemneustart anzuwenden.
e Zu einer geplanten Zeit: \Wahlen Sie diese Option, um die Vorgange zu einem geplanten Datum und Uhrzeit anzuwenden:

o Startzeit und Endzeit — Klicken Sie auf die Kalender-Symbole und wahlen Sie die Tage aus. Wahlen Sie aus dem Drop-Down-
MenU das Zeitintervall. Die Maf3nahme wird zwischen der Startzeit und Endzeit angewandt.

o Wahlen Sie aus dem Drop-Down-Menl den Typ des Neustarts aus:
= Kein Neustart (manueller System-Neustart)
= QOrdentliches Herunterfahren
= Erzwungenes Herunterfahren
m  System aus- und wieder einschalten (Hardwareneustart)
5. Wenn der Job nicht erfolgreich erstellt wurde, wird eine Meldung angezeigt, die besagt, dass der Job nicht erfolgreich erstellt wurde.
Die Meldungs-ID und die empfohlene Antwortmafinahme werden ebenfalls angezeigt.

6. Wurde der Job erfolgreich erstellt, wird eine Meldung angezeigt, die besagt, dass die Job-ID fir den ausgewahlten Controller erstellt
wurde. Klicken Sie auf Job-Warteschlange, um den Fortschritt des Auftrags auf der Seite Job-Warteschlange anzuzeigen.

Wenn sich die Vorgange ,,Fremdkonfiguration l16schen®, , Fremdkonfiguration importieren®, ,,Sicherheitsschltsselvorgange” oder
,Virtuelles Laufwerk verschlisseln® im Status , Ausstehend” befinden und dies die einzigen ausstehenden Vorgénge sind, kénnen

Sie keinen Job auf der Seite Ausstehende Vorgange erstellen. Sie mUssen alle anderen Storage-Konfigurationsvorgange durchflhren
oder RACADM oder WSMan verwenden, um den erforderlichen Konfigurationsjob auf dem erforderlichen Controller zu erstellen.

Ausstehende Vorgange fur PCle-SSDs kdnnen auf der Seite Ausstehende Vorgénge nicht angezeigt oder geldscht werden.
Verwenden Sie den Befehl racadm, um die ausstehenden Vorgange fir PCle-SSDs zu 16schen.

Anzeigen und Anwenden von ausstehenden Vorgange uber RACADM

Um ausstehende Vorgange anzuwenden, verwenden Sie den Befehl jobqueue.

Weitere Informationen finden Sie im iDRAC-RACADM-CLI-Referenzhandbuch unter dell.com/idracmanuals.
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Storage-Gerate — Szenarien des Anwenden-Vorgangs

Fall 1: Der Anwenden-Vorgang (Jetzt anwenden, Bei nachstem Neustart oder Zu geplantem Zeitpunkt) wurde ausgewahlt
und es sind keine ausstehenden Vorgange vorhanden.

Wenn Sie die Option Jetzt anwenden, Bei nachstem Neustart oder Zu geplantem Zeitpunkt ausgewahlt und dann auf Anwenden

geklickt haben, wird zun&chst der ausstehende Vorgang fur den ausgewahlten Storage-Konfigurationsvorgang erstellt.

e \Wenn der ausstehende Vorgang erfolgreich ist und keine friheren ausstehenden Vorgange vorhanden sind, wird der Job erstellt. Ist
der Job erfolgreich erstellt, wird eine Meldung angezeigt, die besagt, dass die Job-ID fur das ausgewahlte Gerét erstellt wurde. Klicken
Sie auf Job-Warteschlange, um den Fortschritt des Auftrags auf der Seite Job-Warteschlange anzuzeigen. Wenn der Job nicht
erfolgreich erstellt wurde, wird eine Meldung angezeigt, die besagt, dass der Job nicht angezeigt wurde. Die Meldungs-ID und die
empfohlene Antwortmaf3nahme werden ebenfalls angezeigt.

e \Wenn der ausstehende Vorgang nicht erfolgreich erstellt wird und keine friheren ausstehenden Vorgange vorhanden sind, wird eine
Fehlermeldung mit einer ID und der empfohlenen Maf3nahme als Antwort angezeigt.

Fall 2: Das Anwenden eines Vorgangs (Jetzt anwenden, Bei naichstem Neustart oder Zu geplantem Zeitpunkt) wurde
ausgewahlt und es sind ausstehende Vorgange vorhanden.

Wenn Sie die Option Jetzt anwenden, Bei nachstem Neustart oder Zu geplantem Zeitpunkt ausgewahlt und dann auf Anwenden
geklickt haben, wird zundchst der ausstehende Vorgang fur den ausgewahlten Storage-Konfigurationsvorgang erstellt.

e Wenn der ausstehende Vorgang erfolgreich erstellt wurde und ausstehende Vorgénge vorhanden sind, wird eine Meldung angezeigt.

o Klicken Sie auf den Link Ausstehende Vorgéange anzeigen, um die ausstehenden Vorgange fUr das Geréat anzuzeigen.

o Klicken Sie auf Job erstellen, um einen Job fUr das ausgewahlte Gerat zu erstellen. Ist der Job erfolgreich erstellt, wird eine
Meldung angezeigt, die besagt, dass die Job-ID fur das ausgewahlte Gerét erstellt wurde. Klicken Sie auf Job-Warteschlange, um
den Fortschritt des Auftrags auf der Seite Job-Warteschlange anzuzeigen. Wenn der Job nicht erfolgreich erstellt wurde, wird
eine Meldung angezeigt, die besagt, dass der Job nicht angezeigt wurde. Die Meldungs-ID und die empfohlene Reaktion werden
ebenfalls angezeigt.

o Klicken Sie auf Abbrechen, um den Job nicht zu erstellen und auf der Seite zu bleiben und weitere Storage-
Konfigurationsvorgange auszufuhren.

e \Wenn der ausstehende Vorgang nicht erfolgreich erstellt wurde und ausstehende Vorgange vorhanden sind, wird eine Fehlermeldung
angezeigt.

o Kilicken Sie auf Ausstehende Vorgange, um die ausstehenden Vorgange flr das Gerat anzuzeigen.

o Klicken Sie auf Job fiir erfolgreiche Vorgange erstellen, um einen Job fur die vorhandenen ausstehenden Vorgange zu
erstellen. Ist der Job erfolgreich erstellt, wird eine Meldung angezeigt, die besagt, dass die Job-ID fir das ausgewahlte Gerat
erstellt wurde. Klicken Sie auf Job-Warteschlange, um den Fortschritt des Auftrags auf der Seite Job-Warteschlange
anzuzeigen. Wenn der Job nicht erfolgreich erstellt wurde, wird eine Meldung angezeigt, die besagt, dass der Job nicht angezeigt
wurde. Die Meldungs-ID und die empfohlene Antwortmaf3nahme werden ebenfalls angezeigt.

o Klicken Sie auf Abbrechen, um den Job nicht zu erstellen und auf der Seite zu bleiben und weitere Storage-
Konfigurationsvorgénge auszufuhren.

Fall 3: ,,Zu ausstehenden Vorgangen hinzufiigen“ wurde ausgewahlt und es sind keine ausstehenden Vorgange vorhanden.

Wenn Sie Zu ausstehenden Vorgangen hinzufiigen ausgewahlt und dann auf die Schaltfliche Anwenden geklickt haben, wird zuerst
der ausstehende Vorgang flr den ausgewahlten Storage-Konfigurationsvorgang erstellt.

e \Wenn der ausstehende Vorgang erfolgreich erstellt wurde und keine ausstehende Vorgange vorhanden sind, wird eine
Informationsmeldung angezeigt:
o Klicken Sie auf OK, um auf der Seite zu verbleiben und weitere Storage-Konfigurationsvorgange auszufthren.
o Kilicken Sie auf Ausstehende Vorgange, um die ausstehenden Vorgange fur das Ger&t anzuzeigen. Bis der Job auf dem
ausgewahlten Controller erstellt wurde, werden die ausstehenden Vorgange nicht angewendet.
e Wenn der ausstehende Vorgang nicht erfolgreich erstellt wurde und keine ausstehende Vorgénge vorhanden sind, wird eine
Fehlermeldung angezeigt.

Fall 4: ,,Zu ausstehenden Vorgangen hinzufiigen“ wurde ausgewahlt und es sind frithere ausstehende Vorgange vorhanden.

Wenn Sie Zu ausstehenden Vorgangen hinzufiigen ausgewahlt und dann auf die Schaltflache Anwenden geklickt haben, wird zuerst
der ausstehende Vorgang flr den ausgewahlten Storage-Konfigurationsvorgang erstellt.

e \Wenn der ausstehende Vorgang erfolgreich erstellt wurde und ausstehende Vorgange vorhanden sind, wird eine Informationsmeldung
angezeigt:
o Klicken Sie auf OK, um auf der Seite zu verbleiben und weitere Storage-Konfigurationsvorgénge auszufihren.
o Kilicken Sie auf Ausstehende Vorgange, um die ausstehenden Vorgange fUr das Gerat anzuzeigen.

e Wenn der ausstehende Vorgang nicht erfolgreich erstellt wurde und ausstehende Vorgange vorhanden sind, wird eine Fehlermeldung
angezeigt.
o Kiicken Sie auf OK, um auf der Seite zu verbleiben und weitere Storage-Konfigurationsvorgénge auszufihren.
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o Klicken Sie auf Ausstehende Vorgange, um die ausstehenden Vorgange flr das Gerat anzuzeigen.

@ ANMERKUNG:

e Wird die Option zum Erstellen eines Jobs auf der Storage-Konfigurationsseite zu irgendeinem Zeitpunkt nicht angezeigt, gehen
Sie zu der Seite Storage-Uberblick > Ausstehende Vorginge, um die vorhandenen ausstehenden Vorgéange anzuzeigen und
erstellen Sie den Job auf dem entsprechenden Controller.

e Nur die Falle 1und 2 gelten fur PCle SSD. Sie kénnen die ausstehenden Vorgange fur PCle SSD-Laufwerke nicht anzeigen und
daher ist die Option Zu ausstehenden Vorgangen hinzufiigen nicht verfiigbar. Verwenden Sie den Befehl racadm, um die
ausstehenden Vorgénge fur PCle-SSDs zu I6schen.

Blinken oder Beenden des Blinkens der Komponenten-
LEDs

Sie kénnen ein physisches Laufwerk, ein virtuelles Laufwerk und PCle-SSDs innerhalb eines Gehauses durch das Blinken einer der
Leuchtdioden (LEDs) auf dem Laufwerk finden.

Sie mussen Berechtigungen zum Anmelden sowie zur Steuerung und Konfiguration des Systems haben, um eine LED blinken zu lassen
oder das Blinken zu beenden.

Der Controller muss in Echtzeit konfiguriert werden kénnen. Die Echtzeitunterstitzung dieser Funktion ist nur mit der Firmware PERC 9.1
und héher verflgbar.

®| ANMERKUNG: Blinken oder das Beenden des Blinkens wird flr Server ohne Rickwandplatine nicht unterstutzt.

Blinken oder Beenden des Blinkens der Komponenten-LEDs uber die
Webschnittstelle

So blinken Sie eine Komponenten-LED oder beenden Sie das Blinken:
1. Gehen Sie in der IDRAC-Webschnittstelle geméaf3 Ihren Anforderungen zu einer der folgenden Seiten:
e Storage > Ubersicht > Physische Laufwerke > Status — Zeigt die Seite der identifizierten physischen Laufwerke an, auf der
Sie die physischen Laufwerke und PCle-SSDs blinken und das Blinken beenden kénnen.

e Storage > Ubersicht > Virtuelle Laufwerke > Status — Zeigt die Seite der identifizierten virtuellen Laufwerke an, auf der Sie
die virtuellen Laufwerke blinken oder das Blinken beenden kénnen.

2. Bei Auswahl des physischen Laufwerks:

e Auswahlen/Abwahlen aller Komponenten-LEDs — Wahlen Sie die Option Alle auswahlen/abwahlen und klicken Sie auf Blinken,
um das Blinken der Komponenten-LEDs zu starten. Klicken Sie auf Blinken beenden, um das Blinken der Komponenten-LEDs zu
stoppen.

o Auswahlen/Abwahlen einzelner Komponenten-LEDs — Wahlen Sie eine oder mehrere Komponente(n) aus und klicken Sie
auf Blinken, um das Blinken der Komponenten-LED(s) zu starten. Klicken Sie auf Blinken beenden, um das Blinken der
Komponenten-LEDs zu stoppen.

3. Bei Auswahl des virtuellen Laufwerks:

e Auswahlen oder Abwahlen aller physischen Festplattenlaufwerke oder PCle-SSDs — Wéhlen Sie die Option Alle auswahlen/
abwahlen und klicken Sie auf Blinken, um das Blinken der LEDs fUr die physischen Festplattenlaufwerke und PCle-SSDs zu
starten. Klicken Sie auf Blinken beenden, um das Blinken der LEDs zu stoppen.

e Aktivieren oder deaktivieren Sie einzelne physische Festplattenlaufwerke und PCle-SSDs — Wahlen Sie eine oder mehrere
physischen Festplattenlaufwerke und PCle-SSDs aus und klicken Sie auf Blinken, um das Blinken der LEDs flr die physischen
Festplattenlaufwerke und PCle-SSDs zu beginnen. Klicken Sie auf Blinken beenden, um das Blinken der LEDs zu stoppen.

4. Wenn Sie sich auf der Seite Virtuelle Festplatte identifizieren befinden:

e Aktivieren oder deaktivieren Sie alle virtuellen Festplatten — Wahlen Sie die Option Alle auswahlen/abwaéhlen aus und klicken Sie
auf Blinken, um das Blinken der LEDs fur die virtuellen Festplatten zu starten. Klicken Sie auf Blinken beenden, um das Blinken
der LEDs zu stoppen.

e Aktivieren oder deaktivieren Sie einzelne virtuelle Festplatten — Wahlen Sie eine oder mehrere virtuelle Festplatten aus und klicken
Sie auf Blinken, um das Blinken der LEDs fur die virtuellen Festplatten zu beginnen. Klicken Sie auf Blinken beenden, um das
Blinken der LEDs zu stoppen.

Wenn die Vorgénge , Blinken oder ,,Blinken beenden” nicht erfolgreich sind, wird eine Fehlermeldung angezeigt.
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Blinken der Komponenten-LEDs iiber RACADM ein- oder ausschalten

Um das Blinken der Komponenten-LEDs ein- oder auszuschalten, verwenden Sie die folgenden Befehle:

racadm storage blink:<PD FQDD, VD FQDD, or PCIe SSD FQDD>

racadm storage unblink:<PD FQDD, VD FQDD, or PCIe SSD FQDD>

Weitere Informationen finden Sie im RACADM-Befehlszeilen-Referenzhandbuch fiir iDRAC unter dell.com/idracmanuals.

Softwareneustart

Wenn ein Softwareneustart durchgefuhrt wird, werden die folgenden Verhaltensweisen beobachtet:

e PERC-Controller in der iDRAC-Benutzeroberflache sind direkt nach dem Neustart ausgegraut. Sie werden verfligbar, sobald die
erneute Bestandsaufnahme nach dem Neustart erfolgreich abgeschlossen wurde. Dies gilt nur fur PERC-Controller und nicht fur
NVME/HBA/BOSS.

Storage-Dateien in SupportAssist sind leer, wenn PERC-Controller in der Benutzeroberflache ausgegraut sind.

Die LC-Protokollierung fur vergangene und kritische Ereignisse erfolgt fur PERC wéhrend der perc reinventory. REST ist fur
alle LCL von PERC-Komponenten unterdrickt. LCL wird wieder aufgenommen, nachdem die erneute Bestandsaufnahme fir PERC
abgeschlossen ist.

e Sie kdnnen keinen Echtzeitjob starten, bis die erneute Bestandsaufnahme fiir PERC abgeschlossen ist.

e Telemetrie-Daten werden erst erfasst, wenn die erneute Bestandsaufnahme fur PERC abgeschlossen ist.

e Nachdem die PERC-Bestandsaufnahme abgeschlossen ist, wird der Normalbetrieb aufgenommen.

@ ANMERKUNG: Nach dem Durchfiihren eines Server-Softwareneustarts gibt iDRAC moglicherweise die Meldung Disk Inserted

in LC-Protokollen fur Laufwerke aus, die sich hinter dem HBA befinden. Ignorieren Sie diesen Protokolleintrag.
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BIOS-Einstellungen

Unter den BIOS-Einstellungen kénnen Sie mehrere Attribute anzeigen, die flr einen bestimmten Server verwendet werden. Sie kdnnen
verschiedene Parameter fUr jedes Attribut in dieser BIOS-Konfigurationseinstellung &ndern. Wenn Sie ein Attribut ausgewahlt haben,
werden verschiedene Parameter angezeigt, die sich auf dieses bestimmte Attribut beziehen. Sie kénnen mehrere Parameter eines
Attributs andern und Anderungen anwenden, bevor Sie ein anderes Attribut &ndern. Wenn ein Nutzer eine Konfigurationsgruppe erweitert,
werden die Attribute in alphabetischer Reihenfolge angezeigt.

@ ANMERKUNG:

e Hilfeinhalte auf Merkmalsebene werden dynamisch generiert.
e Der direkte IDRAC-USB-Port steht ohne Neustart des Hosts zur Verfiigung, auch wenn alle USB-Anschlisse deaktiviert sind.

Ubernehmen

Die Schaltflache Anwenden bleibt so lange ausgegraut, bis eines der Attribute geédndert wird. Nachdem Sie an einem Attribut
Anderungen vorgenommen und auf Anwenden geklickt haben, kénnen Sie das Attribut mit erforderlichen Anderungen bearbeiten. Falls
die Anforderung das BIOS-Attribut nicht festlegen kann, gibt sie einen Fehler mit dem entsprechenden HT TP-Antwortstatuscode aus, der
dem SMIL-API-Fehler oder dem Job-Erstellungsfehler zugeordnet ist. An dieser Stelle wird eine Meldung generiert und angezeigt. Weitere
Informationen finden Sie unter Das Referenzhandbuch zu Ereignis- und Fehlermeldungen fur Dell PowerEdge-Server der 14. Generation
ist verflgbar auf der Seite IDRAC-Handbucher..

Anderungen verwerfen

Die Schaltfliche Anderungen verwerfen ist grau unterlegt, bis eines der Attribute modifiziert wird. Wenn Sie auf die Schaltflache
Anderungen verwerfen klicken, werden alle letzten Anderungen verworfen und mit den vorherigen oder urspringlichen Werten
wiederhergestellt.

Anwenden und neu starten

Wenn ein Nutzer den Wert eines Attributs oder einer Startreihenfolge andert, werden dem Nutzer zwei Optionen angezeigt, um die
Konfiguration anzuwenden. Anwenden und neu starten oder beim nachsten Neustart anwenden. In beiden Anwendungsoptionen
wird der Nutzer auf die Seite der Jobwarteschlange umgeleitet, um den Fortschritt dieses bestimmten Jobs zu Uberwachen.

Ein Nutzer kann in den LC-Protokollen Uberwachungsinformationen zur BIOS-Konfiguration anzeigen.

Wenn Sie auf Anwenden und neu starten klicken, wird der Server sofort neu gestartet, um alle erforderlichen Anderungen

zu konfigurieren. Falls die Anforderung die BIOS-Attribute nicht festlegen kann, wird ein Fehler mit dem entsprechenden HTTP-
Antwortstatuscode ausgegeben, der dem SMIL-API-Fehler oder dem Job-Erstellungsfehler zugeordnet ist. An diesem Punkt wird eine
EEMI-Meldung generiert und angezeigt.

Beim nachsten Neustart anwenden

Wenn ein Nutzer den Wert eines Attributs oder einer Startreihenfolge andert, werden dem Nutzer zwei Optionen angezeigt, um die
Konfiguration anzuwenden. Anwenden und neu starten oder beim nachsten Neustart anwenden. In beiden Anwendungsoptionen
wird der Nutzer auf die Seite der Jobwarteschlange umgeleitet, um den Fortschritt dieses bestimmten Jobs zu Uberwachen.

Ein Nutzer kann in den LC-Protokollen Uberwachungsinformationen zur BIOS-Konfiguration anzeigen.

Wenn Sie auf Beim nachsten Neustart anwenden klicken, werden alle erforderlichen Anderungen beim néchsten Neustart des Servers
konfiguriert. Es werden keine sofortigen Anderungen aufgrund der letzten Konfigurationsénderungen vorgenommen, bis der nachste
Sitzungsneustart erfolgreich durchgefuhrt wird. Falls die Anforderung die BIOS-Attribute nicht festlegen kann, wird ein Fehler mit dem
entsprechenden HTTP-Antwortstatuscode ausgegeben, der dem SMIL-API-Fehler oder dem Job-Erstellungsfehler zugeordnet ist. An
diesem Punkt wird eine EEMI-Meldung generiert und angezeigt.
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Alle ausstehenden Werte |dschen

Die Schaltflache Alle ausstehenden Werte l6schen ist nur aktiviert, wenn auf der Grundlage der letzten Konfigurationsénderungen
ausstehende Werte vorhanden sind. Falls der Nutzer die Konfigurationsénderungen nicht dbernehmen méchte, kann er auf die
Schaltflache Alle ausstehenden Werte Iéschen klicken, um alle Anderungen zu verwerfen. Falls die Anforderung die BIOS-Attribute
nicht entfernt, wird ein Fehler mit dem entsprechenden HT TP-Antwortstatuscode ausgegeben, der dem SMIL-API-Fehler oder dem
Job-Erstellungsfehler zugeordnet ist. An diesem Punkt wird eine EEMI-Meldung generiert und angezeigt.

Ausstehender Wert

Die Konfiguration eines BIOS-Attributs Uber iDRAC wird nicht sofort auf das BIOS angewendet. Es erfordert einen Neustart des Servers,
damit die Anderungen wirksam werden. Wenn Sie ein BIOS-Attribut &ndern, wird der ausstehende Wert aktualisiert. Wenn ein Attribut
bereits einen ausstehenden Wert hat (und der konfiguriert wurde), wird das in der GUI angezeigt.

Andern der BIOS-Konfiguration

Durch das Andern der BIOS-Konfiguration werden Uberwachungsprotokolleintrage erstellt, die in LC-Protokollen eingetragen werden.

BIOS Live Scan

BIOS Live Scan verifiziert die Integritadt und Authentizitét des BIOS-Images im priméren BIOS-ROM, wenn der Host eingeschaltet ist, sich
aber nicht in POST befindet.

@ ANMERKUNG:
e Fir diese Funktion wird eine iDRAC Datacenter-Lizenz bendtigt.
e Sie mUssen Uber Debug-Berechtigungen verfugen, um diese Funktion verwenden zu kdnnen.
iDRAC fuhrt die Verifizierung unverénderlicher Abschnitte des BIOS-Image automatisch in den folgenden Szenarien durch:

e Beim Aus- und Einschalten/Kaltstart
e Nach einem vom Nutzer festgelegten Zeitplan
e Nach Bedarf (von Nutzer initiiert)

Erfolgreiche Ergebnisse des Live Scans werden im LC-Protokoll protokolliert. Fehlerhafte Ergebnisse werden sowohl im LCL als auch im
SEL protokolliert.

Themen:

¢ BIOS Live Scan
. BIOS-Wiederherstellung und Hardware-RoT (Root of Trust)

BIOS Live Scan

BIOS Live Scan verifiziert die Integritat und Authentizitét des BIOS-Images im priméren BIOS-ROM, wenn der Host eingeschaltet ist, sich
aber nicht in POST befindet.

@ ANMERKUNG:
e Fir diese Funktion wird eine iDRAC Datacenter-Lizenz bendtigt.
e Sie mUssen Uber Debug-Berechtigungen verfugen, um diese Funktion verwenden zu kdnnen.
iDRAC fuhrt die Verifizierung unverénderlicher Abschnitte des BIOS-Image automatisch in den folgenden Szenarien durch:

e Beim Aus- und Einschalten/Kaltstart
e Nach einem vom Nutzer festgelegten Zeitplan
e Nach Bedarf (von Nutzer initiiert)

Erfolgreiche Ergebnisse des Live Scans werden im LC-Protokoll protokolliert. Fehlerhafte Ergebnisse werden sowohl im LCL als auch im
SEL protokolliert.
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BIOS-Wiederherstellung und Hardware-RoT (Root of
Trust)

Fur PowerEdge-Server ist es zwingend erforderlich, eine fehlerhafte oder beschadigte BIOS-Image-Datei aufgrund von bdswilligen
Angriffen, Spannungsspitzen oder anderen unvorhersehbaren Ereignissen wiederherzustellen. Eine alternative Reserve des BIOS-Images
waére notwendig, um das BIOS wiederherzustellen, damit der PowerEdge-Server aus dem nicht startfahigen Modus zurtick in den
Betriebsmodus versetzt werden kann. Dieses alternative/Recovery-BIOS wird in einem zweiten SPI (multipliziert mit primarem BIOS SPI)
gespeichert.

Die Wiederherstellungssequenz kann Uber einen der folgenden Ansétze mit iDRAC als Hauptorchestrator der BIOS-
Wiederherstellungsaufgabe initiiert werden:

1. Automatische Wiederherstellung des primaren BIOS-Image/Wiederherstellungs-lmage: Das BIOS-Image wird automatisch
wahrend des Host-Startvorgangs wiederhergestellt, nachdem die BIOS-Beschadigung durch das BIOS selbst erkannt wurde.

2. Erzwungene Wiederherstellung des primaren BIOS/Wiederherstellungs-Images — Nutzerlnnen initiieren eine OOB-Anfrage
zum Aktualisieren des BIOS, entweder weil es sich um ein neues aktualisiertes BIOS handelt oder das BIOS durch einen Fehler beim
Starten abgestUrzt ist.

3. Primédres BIOS ROM-Update — Das einzelne primare ROM wird in Daten-ROM und Code-ROM aufgeteilt. iDRAC hat vollen Zugriff
auf den Code-ROM. MUX wird eingeschaltet, um bei Bedarf auf den Code-ROM zuzugreifen.

4. BIOS-Hardware-RoT (Root of Trust) — Diese Funktion ist in Servern mit den Modellnummern RX5X, CX5XX und TX5X verfugbar.
Wahrend der Host-Startvorgange (nur Kaltstart oder Aus- und Einschalten; nicht wéhrend eines Neustarts) sorgt iDRAC dafur, dass
ein RoT durchgefihrt wird. RoT wird automatisch ausgefthrt und der Nutzer kann es nicht Uber eine Schnittstelle initiieren. Mit der
iDRAC Boot First Richtlinie werden die Host-BIOS-ROM-Inhalte bei jedem Aus- und wieder Einschalten sowie bei jedem Kaltstart
geprift. Dieser Prozess sorgt dafir, dass das BIOS sicher gestartet und der Host-Startvorgang weiter gesichert wird.

ANMERKUNG: Weitere Informationen zum Hardware-RoT finden Sie unter diesem Link: Verbesserte Sicherheit mit iDRACY unter
Verwendung von Root of Trust und BIOS Live Scanning

®
®

ANMERKUNG: Beim Einschalten des Servers aus dem Aus-Zustand kann es 20 bis 30 Sekunden dauern, bis iDRAC den
Stromzustand als Ein meldet.
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Virtuelle Konsole konfigurieren und verwenden

iDRAC hat eine Enhanced HTML5-Option in der virtuellen Konsole hinzugeftgt, die vKVM (virtuelle Tastatur, Video und Maus) tber
einen standardméfigen VNC-Client ermdglicht. Sie kdnnen die virtuelle Konsole dazu verwenden, das Remote-System zu managen,
indem Sie Tastatur, Video und Maus auf der Management-Station verwenden, um die entsprechenden Gerate auf einem verwalteten
Remote-Server zu steuern. Hierbei handelt es sich um eine Lizenzfunktion fir Rack- und Tower-Server. Sie ist auf Blade-Servern
standardméf3ig verflgbar. Sie bendtigen die Berechtigung zur iDRAC-Konfiguration, um auf alle Konfigurationen der virtuellen Konsole
zuzugreifen.

ANMERKUNG: vConsole-Sitzung ist mit Basislizenz fir einige Blade-Server wie PowerEdge C6420, PowerEdge C6520, PowerEdge
C6525 und PowerEdge M640 verfugbar.

Nachfolgend finden Sie eine Liste der konfigurierbaren Attribute in der virtuellen Konsole:

Virtuelle Konsole aktiviert — aktiviert/deaktiviert

Max. Sitzungen — 1-6

Aktive Sitzungen — 0-6

Videoverschllsselung — aktiviert/deaktiviert

Lokales Servervideo — aktiviert/deaktiviert

Dynamische Maf3nahme bei Timeout einer Freigabeanforderung — uneingeschrénkter Zugriff, nur Lesezugriff und Verweigerung des
Zugriffs

Automatische Systemsperre — aktiviert/deaktiviert

Tastatur/Maus-Verbindungszustand — automatisch verbinden, verbunden und getrennt

Zentrale Funktionen:

e Es werden maximal sechs virtuelle Konsole-Sitzungen gleichzeitig unterstitzt. Alle Sitzungen zeigen jeweils dieselbe verwaltete
Serverkonsole an.

e Sie kdnnen die virtuelle Konsole in einem unterstitzten Webbrowser starten.

@ ANMERKUNG:

o Jede Anderung in der Web-Serverkonfiguration fihrt zum Beenden der vorhandenen Sitzung der virtuellen Konsole.

o Selbst wenn die Videoverschllsselungsoption in der GUI deaktiviert ist, kdnnen Sie die Funktion weiterhin Uber andere
Schnittstellen konfigurieren, die Videoverschllsselung ist standardméafig aktiviert.

oAb Version 6.00.02.00 verwendet der Zugriff auf vConsole nur eHTMLD. Java, ActiveX und HTML5 werden nicht mehr
unterstutzt.

o Der Link zur virtuellen Konsole kann wahrend der Ausfihrung des Video-Belastungstests in Internet Explorer unterbrochen
werden.

Wenn Sie die Sitzung einer virtuellen Konsole 6ffnen, zeigt der verwaltete Server nicht an, dass die Konsole umgeleitet wurde.
Sie kdnnen mehrere Sitzungen fur virtuelle Konsolen von einer einzelnen Management Station aus auf einem oder mehreren Managed
Systems gleichzeitig 6ffnen.

e Sie kdnnen bis zu 6 Sitzungen der virtuellen Konsole von der Verwaltungsstation auf dem verwalteten Server 6ffnen.
Wenn ein zweiter Nutzer eine Virtuelle Konsole-Sitzung anfordert, wird der erste Nutzer benachrichtigt und erhélt die Option, den
Zugriff abzulehnen, den schreibgeschitzten Zugriff zu erlauben oder vollstéandig freigegebenen Zugriff zu erlauben. Der zweite Nutzer
wird benachrichtigt, dass ein anderer Nutzer die Steuerung Ubernommen hat. Wenn der erste Nutzer nicht innerhalb von 30 Sekunden
antwortet, wird dem zweiten Nutzer je nach Standardeinstellung ein Zugriff gewahrt. Wenn weder der erste noch der zweite Nutzer
Uber Administratorberechtigungen verfugt, wird die Sitzung des zweiten Nutzers automatisch beendet, wenn der erste Nutzer seine
aktive Sitzung beendet.

e Start- und Absturzprotokolle werden als Videoprotokolle im MPEG1-Format erfasst.

e Der Absturzbildschirm wird als JPEG-Datei erfasst.

ANMERKUNG: Die Anzahl der aktiven Sitzungen fur die virtuelle Konsole wird in der Weboberflache nur fur aktive

Weboberflachensitzungen angezeigt. Diese Zahl beinhaltet keine Sitzungen von anderen Schnittstellen wie z. B. SSH und RACADM.

ANMERKUNG: Informationen zum Konfigurieren Ihres Browsers, um auf die virtuelle Konsole zuzugreifen, finden Sie unter Web-
Browser fur die Verwendung der virtuellen Konsole konfigurieren.

®
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ANMERKUNG: Um den KVM-Zugriff zu deaktivieren, verwenden Sie die Option unter den Einstellungen flr das Gehéuse in der OME
Modular-Webschnittstelle.

Themen:

*  Unterstutzte Bildschirmaufldsungen und Bildwiederholfrequenzen
*  Virtuelle Konsole konfigurieren

*  Vorschau der virtuellen Konsole

*  Virtuelle Konsole starten

*  Viewer fir virtuelle Konsole verwenden

Unterstutzte Bildschirmauflosungen und
Bildwiederholfrequenzen

Die folgende Tabelle listet die unterstitzten Bildschirmaufldsungen und entsprechenden Bildwiederholfrequenzen fir die Sitzung einer
virtuellen Konsole auf, die auf dem verwalteten Server ausgefihrt wird.

Tabelle 62. Unterstiitzte Bildschirmauflésungen und Bildwiederholfrequenzen

Bildschirmauflosung Bildwiederholfrequenz (Hz)
720x400 70

640x480 60, 72,75, 85

800x600 60, 70, 72, 75, 85

1024x768 60, 70, 72, 75, 85

1280x1024 60

1920x1200 60

Es wird empfohlen, die Bildschirmauflésung auf 1920x1200 Pixel oder héher einzustellen.

Die virtuelle Konsole unterstitzt eine maximale Videoauflosung von 1920x1200 bei einer Bildwiederholfrequenz von 60 Hz. Um diese
Aufldsung zu erreichen, miussen folgende Bedingungen erflllt sein:

o KVM/Monitor an VGA angeschlossen, der eine Aufldsung von 1920 x 1200 unterstutzt

e Aktueller Matrox-Videotreiber (fir Windows)

Wenn ein lokaler KVM/Monitor mit maximaler Auflésung von weniger als 1920x1200 mit einem der VGA-Stecker verbunden ist, wird die in
der virtuellen Konsole unterstitzte maximale Auflésung reduziert.

Die virtuelle Konsole des iDRAC nutzt den integrierten Matrox G200-Grafikcontroller, um die maximale Aufldsung des angeschlossenen
Monitors zu bestimmen, wenn ein physischer Bildschirm vorhanden ist. Wenn der Monitor eine Auflésung von 1920x1200 oder mehr
unterstitzt, unterstitzt die virtuelle Konsole eine Auflésung von 1920x1200. Wenn der angeschlossene Monitor eine geringere max.
Aufldsung (wie viele KVMs) unterstitzt, ist die maximale Aufldsung der virtuellen Konsole begrenzt.

Maximale Auflésung der virtuellen Konsole basierend auf dem Anzeigeverhéltnis des Monitors:
e 16:10-Monitor: 1920x1200 ist die maximale Auflésung
e 16:9-Monitor: 1920x1080 ist die maximale Aufldsung

Wenn ein physischer Monitor nicht an einen VGA-Port am Server angeschlossen ist, diktiert das installierte Betriebssystem die
verflgbaren Auflésungen fur die virtuelle Konsole.

Maximale Auflosung der virtuellen Konsole basierend auf Host-BS ohne physischen Monitor:

e Windows: 1600x1200 (1600x1200, 1280x1024, 1152x864, 1024x768, 800x600)

e Linux: 1024x768 (1024x768, 800x600, 848x480, 640x480)

@ ANMERKUNG: Wenn eine héhere Auflésung tber die virtuelle Konsole erforderlich ist und ein physischer KVM oder Monitor
vorhanden ist, kann ein VGA-Display-Emulator-Dongle genutzt werden, um eine externe Monitorverbindung mit einer Auflésung von
bis zu 1920x1080 zu simulieren.

@ ANMERKUNG: Wenn eine Sitzung fur die virtuelle Konsole aktiv ist und ein Monitor mit niedrigerer Auflésung mit der virtuellen
Konsole verbunden ist, wird die Serverkonsolen-Auflosung moglicherweise zurlickgesetzt, wenn der Server auf der lokalen Konsole

Virtuelle Konsole konfigurieren und verwenden 307



ausgewahlt ist. Wenn auf dem System ein Linux-Betriebssystem ausgefihrt wird, kann eine X11-Konsole auf dem lokalen Monitor
eventuell nicht angezeigt werden. Driicken Sie < Strg > < Alt > < F1 > in der virtuellen iDRAC-Konsole, um Linux zu einer Textkonsole
zu wechseln.

Virtuelle Konsole konfigurieren

@ ANMERKUNG: Ab Version 6.00.02.00 verwendet der Zugriff auf vConsole nur eHTMLS5. Java, ActiveX und HTMLS werden nicht
mehr unterstitzt.

Vor der Konfigurierung der virtuellen Konsole mussen Sie sicherstellen, dass die Management Station konfiguriert ist.

Sie kdnnen die virtuelle Konsole tber die iDRAC-Webschnittstelle oder die RACADM-Befehlszeilenschnittstelle konfigurieren.

Virtuelle Konsole uber die Weboberflache konfigurieren

So konfigurieren Sie die virtuelle Konsole Uber die iDRAC-Weboberflache:

1. Gehen Sie zu Konfiguration > Virtuelle Konsole. Klicken Sie auf den Link Virtuelle Konsole starten, dann wird die Seite der
virtuellen Konsole angezeigt.

2. Aktivieren Sie die virtuelle Konsole und geben Sie die erforderlichen Werte ein. Informationen zu den verfligbaren Optionen finden Sie
in der iDRAC-Online-Hilfe.

@ ANMERKUNG: Wenn Sie ein Nano-Betriebssystem verwenden, deaktivieren Sie die Funktion Automatische Systemsperrung
auf der Seite Virtuelle Konsole.

3. Kilicken Sie auf Anwenden. Die virtuelle Konsole ist konfiguriert.

Virtuelle Konsole iiber RACADM konfigurieren

Verwenden Sie zum Konfigurieren der virtuellen Konsole den Befehl set mit den Objekten in der Gruppe iDRAC.VirtualConsole.

Weitere Informationen finden Sie im Benutzerhandbuch fir den Integrated Dell Remote Access Controller (RACADM CLI).

Vorschau der virtuellen Konsole

Bevor Sie die virtuelle Konsole starten, konnen Sie eine Vorschau des Status der virtuellen Konsole auf der Seite System >
Eigenschaften > Systemzusammenfassung anzeigen. Im Abschnitt Vorschau der virtuellen Konsole wird ein Bild mit dem Status
der virtuellen Konsole angezeigt. Das Bild wird automatisch alle 30 Sekunden aktualisiert. Hierbei handelt es sich um eine lizenzierte
Funktion.

®| ANMERKUNG: Das Virtuelle Konsole-Bild ist nur verfugbar, wenn Sie Virtuelle Konsole aktiviert haben.

Virtuelle Konsole starten

Sie konnen die virtuelle Konsole Gber die iIDRAC-Weboberflache oder eine URL starten.
®| ANMERKUNG: Starten Sie die Sitzung fir eine virtuelle Konsole nicht tber einen Webbrowser auf dem Managed System.

Stellen Sie vor dem Starten der virtuellen Konsole Folgendes sicher:

e Sie verflgen Uber Administratorrechte.

e Die Mindestnetzwerkbandbreite von 1 MB/s ist verflgbar.

@ ANMERKUNG: Wenn der nutzerdefinierte HTTP-Port oder der Standardport in iDRAC konfiguriert ist, mUssen Sie zuerst den
Browser-Cache l6schen und dann iDRAC mit HTTPS starten und die Zertifikate akzeptieren. Melden Sie sich anschlief3end bei iDRAC
an und starten Sie die virtuelle Konsole.
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@ ANMERKUNG: Wenn der integrierte Videocontroller im BIOS deaktiviert ist und Sie die virtuelle Konsole starten, ist der Viewer der
virtuellen Konsole leer.

Die virtuelle Konsole bietet folgende Konsolensteuerelemente:

Allgemein: Sie kdnnen Tastaturmakros, Seitenverhéltnis und Touch-Modus festlegen.
KVM: zeigt die Werte flr Bildfrequenz, Bandbreite, Komprimierung und Paketrate an.
Leistung: Andert die Videoqualitét und -geschwindigkeit.

Nutzerliste: Zeigt die Liste der Nutzerinnen an, die mit der Konsole verbunden sind.

Ao e

Sie kdnnen auf virtuelle Datentréger zugreifen, indem Sie auf die Option Mit virtuellem Datentréager verbinden klicken, die in der

virtuellen Konsole verfugbar ist.

@ ANMERKUNG: Wenn in iDRAC-Version 5.10.00.00 die RFS-Sitzung aktiv ist, wird die Sitzung des virtuellen Datentragers blockiert.
Wenn Sie also ein Upgrade von Version 4.40.00.00 auf Version 5.10.00.00 mit aktivierter RFS-Sitzung durchfihren, wird RFS erneut
eingehangt, wenn iDRAC aktiv ist. Wenn Sie in diesem Fall versuchen, die Sitzung fur virtuelle Datentrager zu starten, schlagt dies mit
der Fehlermeldung Virtual media already in use fehl

Virtuelle Konsole uber die Weboberflache starten

Sie kdnnen die virtuelle Konsole wie folgt starten:

e Gehen Sie zu Konfiguration > Virtuelle Konsole. Klicken Sie auf den Link Virtuelle Konsole starten. Daraufhin wird die Seite der
virtuellen Konsole angezeigt.

Der Viewer fiir die virtuelle Konsole zeigt den Desktop des Remote-Systems an. Mit dem Viewer kénnen Sie die Maus- und
Tastaturfunktionen des Remote-Systems von Ihrer lokalen Managementstation aus steuern.

Mehrere Meldungskastchen erscheinen, nachdem Sie die Anwendung starten. Um den unbefugten Zugriff auf die Anwendung zu
verhindern, mussen Sie diese Dialogfelder innerhalb von drei Minuten durchlaufen. Ansonsten werden Sie aufgefordert, die Anwendung
erneut zu starten.

Wenn wahrend des Starts des Viewers ein oder mehrere Fenster mit Sicherheitshinweisen angezeigt werden, klicken Sie zum Fortsetzen
des Vorgangs auf ,Ja"“.

Im Viewer-Fenster werden eventuell zwei Mauszeiger angezeigt: einer flr den verwalteten Server und ein anderer fur lhre
Managementstation.

Virtuelle Konsole uiber URL starten

So starten Sie die virtuelle Konsole Uber die URL:

1. Offnen Sie einen unterstiitzten Web-Browser, und geben Sie in das Adressfeld die folgende URL in Kleinbuchstaben ein: https://
iDRAC_ip/console

2. Je nach Anmeldekonfiguration wird die entsprechende Anmeldeseite angezeigt:

e Wenn die Einmalanmeldung deaktiviert und die lokale, Active Directory-, LDAP- oder Smart-Anmeldung aktiviert ist, wird die
entsprechende Anmeldeseite angezeigt.

e Wenn die Einmalanmeldung aktiviert ist, wird der Viewer fiir die virtuelle Konsole gestartet, und die virtuelle Konsole wird im
Hintergrund angezeigt.

@ ANMERKUNG: Internet Explorer unterstitzt lokale, Active Directory-, LDAP-, Smartcard-(SC-) und Single Sign-On-
(SSO-)Anmeldungen. Firefox unterstitzt lokale, AD- und SSO-Anmeldungen auf Windows-basierten Betriebssystemen und lokale,
Active Directory- und LDAP-Anmeldungen auf Linux-basierten Betriebssystemen.

@ ANMERKUNG: Wenn Sie keine Zugriffsberechtigung auf die virtuelle Konsole haben, aber berechtigt sind, auf den virtuellen
Datentrager zuzugreifen, wird durch die Verwendung dieser URL anstatt der virtuellen Konsole der virtuelle Datentrager
verwendet.
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Viewer fur virtuelle Konsole verwenden

Der Viewer fur die virtuelle Konsole verfugt Uber verschiedene Steuerungen wie Maussynchronisierung, virtuelle Konsolenskalierung,
Chatoptionen, Tastaturmakros, Stromversorgungsmaf3nahmen, weitere Bootgeréte und Zugriff auf virtuelle Datentrager. Weitere
Informationen zu diesen Funktionen finden Sie in der iDRAC-Online-Hilfe.

®| ANMERKUNG: Wenn der Remote-Server ausgeschaltet wird, wird die Meldung ,Kein Signal“ angezeigt.

Die Titelleiste des Virtual Console Viewer zeigt den DNS-Namen oder die IP-Adresse des iDRAC an, mit dem Sie Uber die
Verwaltungsstation verbunden sind. Wenn iDRAC keinen DNS-Namen hat, wird die IP-Adresse angezeigt. Das Format lautet:

e FUr Rack- und Tower-Server: <DNS name / IPv6 address / IPv4 address>, <Model>, User: <username>,
<fps>

e [Ur Blade-Server: <DNS name / IPv6 address / IPv4 address>, <Model>, <Slot number>, User:
<username>, <fps>

Manchmal zeigt der Virtual Console Viewer Videos mit niedriger Qualitat an. Dies ist auf eine langsame Netzwerkverbindung
zurlickzufihren, die zum Verlust von einem oder zwei Video-Frames fuhrt, wenn Sie die Sitzung der virtuellen Konsole starten. Um
alle Video-Frames zu Ubertragen und die nachfolgende Videoqualitat zu verbessern, flhren Sie einen der folgenden Schritte aus:

e Klicken Sie auf der Seite Systemzusammenfassung unter Vorschau fiir virtuelle Konsole auf Aktualisieren.

e Schieben Sie im Viewer fir die virtuelle Konsole auf der Registerkarte Leistung den Regler auf Maximale Video-Qualitat.

Verwenden der virtuellen Konsole

®

ANMERKUNG: Ab Version 6.00.02.00 verwendet der Zugriff auf vConsole nur eHTMLS5. Java, ActiveX und HTMLS werden nicht
mehr unterstitzt.

®| ANMERKUNG: Standardméafig ist der Typ der virtuellen Konsole auf eHTML5 eingestellt.

Sie kdnnen die virtuelle Konsole mithilfe einer der folgenden Methoden als Pop-up-Fenster starten:

e Klicken Sie auf der iDRAC-Startseite auf den Link Virtuelle Konsole starten, der in der Konsolenvorschau angezeigt wird.
Klicken Sie auf der iDRAC-Seite , Virtuelle Konsole” auf den Link Virtuelle Konsole starten.

Geben Sie auf der iDRAC-Anmeldeseite https//<iDRAC-IP-Adresse>/console ein. Diese Methode wird als direktes Starten
bezeichnet.

In der virtuellen eHTML5-Konsole sind die folgenden Menuoptionen verfugbar:

Leistung

Starten

Chat

Tastatur

Bildschirmerfassung

Aktualisieren

Vollbild

Verbindung zum Anzeigeprogramm trennen.
Konsolensteuerung

Virtueller Datentrager

Die Option Alle Tastenanschldage an den Server senden wird in der virtuellen eHTML5-Konsole nicht unterstitzt. Verwenden Sie
Tastatur und Tastaturmakros fur alle Funktionstasten.

o Allgemein:
o Konsolensteuerung: Dieses Element bietet die folgenden Konfigurationsoptionen:

m  Tastaturmakros: Diese werden in der virtuellen eHTML5-Konsole unterstiitzt und als folgende Drop-down-Optionen
aufgefuhrt. Klicken Sie auf Anwenden, um die ausgewahlte Tastenkombination auf dem Server anzuwenden.

- Strg+Alt+Entf
- Strg+Alt+F1
- Strg+Alt+F2
- Strg+Alt+F3
- Strg+Alt+F4
- Strg+Alt+F5
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- Strg+Alt+F6

- Strg+Alt+F7

- Strg+Alt+F8

- Strg+Alt+F9

- Strg+Alt+F10

- Strg+Alt+F11

- Strg+Alt+F12

- Alt+Tab

- Alt+Esc

- Strg+Esc

- Alt+Leertaste

- Alt+Eingabe

- Alt+Bindestrich
- Alt+H1

- Alt+F2

- Alt+F3

- Alt+F4

- Alt+F5

- Alt+F6

- Alt+F7

- Alt+F8

- Alt+F9

- Alt+F10

- Alt+F1

- Alt+F12

- Druck

- Alt+Druck

- K

- Anhalten

- Registerkarte

- Strg+Eingabe

- SysRq

- Alt+SysRq

- Win-P
Seitenverhaltnis: In der virtuellen eHTML5-Konsole wird die Grof3e des Videobilds automatisch angepasst, damit das Bild
angezeigt werden kann. Es werden folgende Konfigurationsoptionen in der Drop-Down-Liste angezeigt:
- Wartung

- Nicht warten.
Klicken Sie auf Anwenden, um die ausgewahlten Einstellungen auf den Server anzuwenden.

Touch-Modus: Die virtuelle eHTML5-Konsole unterstiitzt die Touch-Funktion. Es werden folgende Konfigurationsoptionen in
der Drop-Down-Liste angezeigt:

- Direkt
- Relativ
Klicken Sie auf Anwenden, um die ausgewahlten Einstellungen auf den Server anzuwenden.

Virtuelle Zwischenablage: Die virtuelle Zwischenablage erméglicht das Ausschneiden/Kopieren/Einflgen von Textpuffern von der
virtuellen Konsole auf den iDRAC-Host-Server. Der Host-Server kénnte BIOS, UEFI oder in der Betriebssystem-Eingabeaufforderung
sein. Dabei handelt es sich um eine unidirektionale Maf3nahme vom Client-System zum Host-Server des iDRAC. Gehen Sie wie folgt
vor, um die virtuelle Zwischenablage zu verwenden:

(e]
o

o

o

Platzieren Sie den Mauszeiger oder den Tastaturfokus auf dem gewtnschten Fenster des Host-Server-Desktops.
Wahlen Sie das MenlU Konsolensteuerungen von vConsole aus.

Kopieren Sie den Zwischenspeicher aus der Zwischenablage des Betriebssystems je nach Client-Betriebssystem mithilfe der
Tastaturschnelltasten, der Maus oder des Touchpads. Alternativ kdnnen Sie den Text manuell in das Textfeld eingeben.

Klicken Sie auf Zwischenablage an Host senden.
Der Text wird im aktiven Fenster des Host-Servers angezeigt.

@ ANMERKUNG:

Diese Funktion ist mit einer Enterprise- und Datacenter-Lizenz verfugbar.
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o Diese Funktion unterstutzt nur ASCII-Text.

o Diese Funktion unterstiitzt nur die Tastatur in englischer Sprache.

o Steuerungszeichen werden nicht unterstitzt.

o Zeichen wie Neue Zeile und Tabulator sind zulassig.

o Die Textpuffergrofle ist auf 4000 Zeichen begrenzt.

o Wenn mehr als ein maximaler Puffer eingefligt wird, kirzt das Bearbeitungsfeld in der iIDRAC GUI dies auf die maximale
Puffergrofle.

e KVM: Dieses MenU enthélt eine Liste der folgenden schreibgeschitzten Komponenten:
o Bildfrequenz
o Bandbreite
o Komprimierung
o Paketrate
Leistung: Sie kdnnen mit dem Schieberegler die maximale Videoqualitat und die maximale Videogeschwindigkeit einstellen.
Nutzerliste: Sie kdnnen die Liste der Nutzer anzeigen, die bei der virtuellen Konsole angemeldet sind.

Tastatur: Der Unterschied zwischen der physischen und der virtuellen Tastatur besteht darin, dass die virtuelle Tastatur ihr Layout
entsprechend der Browsersprache andert.

@ ANMERKUNG: Ab iDRAC-Version 7.00.30.00 wird die Option zum Andern der vKeyboard-Sprache ohne Anderung der
Browsersprache angezeigt. Achten Sie darauf, dass die vKeyboard-Sprache und die Hostbetriebssystem-Sprache identisch sein
sollten.

e Virtueller Datentrager: Klicken Sie auf die Option Virtuellen Datentrager verbinden, um die virtuelle Datentragersitzung zu
starten.

o Virtuellen Datentrager verbinden: Dieses Menu enthélt die Optionen fur das Zuordnen von CD/DVD, das Zuordnen von
Wechseldatentragern, das Zuordnen von externen Geréten und das Zuriicksetzen von USB.

o Statistik fiir virtuelle Datentrager: Dieses Menii zeigt die Ubertragungsrate (schreibgeschiitzt) an. Auf3erdem werden die
Details fur CD/DVD und Wechseldatentrager angezeigt, wie z. B. Zuordnungsdetails, Status (schreibgeschitzt oder nicht), Dauer
und Lesen/Schreiben von Bytes.

o Image erstellen: Mit diesem Ment kdnnen Sie einen lokalen Ordner auswahlen und eine FolderName.img-Datei mit Inhalten des
lokalen Ordners erzeugen.

@ ANMERKUNG: Aus Sicherheitsgriinden ist der Lese-/Schreibzugriff wahrend des Zugriffs auf die virtuelle Konsole in eHTML5

deaktiviert.

Unterstutzte Browser

Die virtuelle eHTML5-Konsole wird auf folgenden Browsern unterstuitzt:

Microsoft EDGE
Safari 16.6

Safari 17.x

Mozilla Firefox 128
Mozilla Firefox 129
Mozilla Firefox 130
Google Chrome 137
Google Chrome 138

®| ANMERKUNG: Es wird empfohlen, die Mac OS Betriebssystemversion 10.10.2 (oder hoher) auf dem System zu verwenden.

®

ANMERKUNG: Wenn Sie den Chrome-/Edge-Browser verwenden, wird maglicherweise die Meldung ,,Anmeldung verweigert®
angezeigt.

Weitere Informationen zu den unterstitzten Browsern und Versionen finden Sie unter Die Versionshinweise zum Benutzerhandbuch fiir
Integrated Dell Remote Access Controller sind verflgbar auf der Seite IDRAC-HandbUcher..
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Verwenden des iDRAC Service Module

Das iDRAC Service Modul ist eine Softwareanwendung, die auf dem Server installiert werden sollte (Sie ist nicht standardmafig
installiert). Sie erganzt den iDRAC mit Uberwachungsinformationen vom Betriebssystem. Sie ergénzt den iDRAC durch die Bereitstellung
zuséatzlicher Daten fir die Arbeit mit iDRAC-Schnittstellen, wie z. B. der Web-Schnittstelle, der RACADM und WSMAN. Sie kénnen die
vom iDRAC Service Modul Gberwachten Funktionen konfigurieren, um den CPU- und Speicherverbrauch im Serverbetriebssystem zu
steuern. Die Host-BS-Befehlszeilenschnittstelle wurde eingefuhrt, um den Status des vollstdndigen Ein- und Ausschaltvorgangs fur alle
Systemkomponenten mit Ausnahme des Netzteils zu aktivieren oder zu deaktivieren.

@ ANMERKUNG:
e (iDRAC-Version 7.00.00.00 erfordert iSM-Version 5.1.0.0 oder hdher.

e Sie kdnnen das iDRAC Service Module nur dann verwenden, wenn Sie die IDRAC Express- oder iDRAC Enterprise/Datacenter-
Lizenz installiert haben.

e iSM-Versionen, die &lter als 4.2 sind, unterstitzen TLS 1.3 nicht.

e Wenn das HOST-Netzwerk nicht ordnungsgeméaf3 konfiguriert ist, meldet die IDRAC-SupportAssist-Seite das LC-Protokoll, was
darauf hinweist, dass ein Problem beim Herstellen der Verbindung mit dem iSM aufgetreten ist.

e Wenn Sie wahrend der Erstellung von SupportAssist-Erfassungen eine SRV042-Warnung im iDRAC-LC erhalten, fihren Sie einen
Kaltstart des iDRAC durch, um diese Warnung im iDRAC-LC aufzuldsen.

Stellen Sie vor der Verwendung des iDRAC Service Moduls Folgendes sicher:

e Sie verfugen Uber die Berechtigung zum Anmelden, Konfigurieren und zur Serversteuerung in iDRAC, sodass Sie die Funktionen des
iDRAC Service Moduls aktivieren und deaktivieren kénnen.

Deaktivieren Sie nicht die Option iDRAC-Konfiguration liber lokale RACADM-Schnittstelle.

Der Passthrough-Kanal zwischen Betriebssystem und iDRAC wurde Uber den internen USB-Bus im iDRAC aktiviert.

@ ANMERKUNG: Wenn Sie einen LC-Wipe-Vorgang durchfuhren, werden maglicherweise nach wie vor die alten
idrac.Servicemodule Werte angezeigt.

@ ANMERKUNG:

e Wenn das iDRAC Service Modul zum ersten Mal ausgefuhrt wird, wird der Passthrough-Kanal zwischen Betriebssystem und
iDRAC im iDRAC standardmafig aktiviert. Wenn Sie diese Funktion deaktivieren, nachdem Sie das iDRAC Service Modul installiert
haben, mussen Sie sie manuell im iDRAC aktivieren.

e Wenn der Passthrough-Kanal zwischen Betriebssystem und iDRAC Uber LOM im iDRAC aktiviert wird, kédnnen Sie das iDRAC
Service Module nicht verwenden.

Themen:

¢ Installieren des iIDRAC Service Module

. Unterstitzte Betriebssysteme fur das iDRAC Service Module

+  Uberwachungsfunktionen des iDRAC-Servicemoduls

*  Verwendung des iDRAC Servicemoduls Uber die iDRAC-Weboberflache
¢ Verwenden des iDRAC Servicemodul von RACADM

Installieren des iDRAC Service Module

Sie kénnen das iDRAC Service Module von dell.com/support herunterladen. Sie miussen Uber die Administratorberechtigung fur das
Betriebssystem des Servers verfligen, um das iDRAC Service Module zu installieren. Weitere Informationen zur Installation finden Sie im
Benutzerhandbuch zu iDRAC Service Module auf der iDRAC Service Module-Seite.

@lANMERKUNG: Diese Funktion gilt nicht fur Dell Precision PR7910-Systeme.

ANMERKUNG: Wenn USB-NIC auf dem iDRAC deaktiviert ist, aktiviert das iSM-Installationsprogramm automatisch USB-NIC.
Sobald die Installation abgeschlossen ist, deaktivieren Sie bei Bedarf USB-NIC.
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Installieren des iDRAC Service Module von iDRAC Express und Basic

Klicken Sie auf der Einrichtungsseite fiir das iDRAC Service Module auf Service Module installieren.

1. Das Installationsprogramm fur das Service Module steht dem Hostbetriebssystem zur Verfigung und es wird ein Job im iDRAC erstellt.
Melden Sie sich bei Microsoft Windows- oder Linux-Betriebssystemen entweder remote oder lokal beim Server an.

2. Machen Sie in der Gerételiste das gemountete Volume mit der Bezeichnung SMINST ausfindig und fihren Sie das entsprechende
Skript aus:

e Offnen Sie unter Windows die Eingabeaufforderung und filhren Sie die Batchdatei ISM-Win.bat aus.
e Offnen Sie unter Linux die Shell-Eingabeaufforderung und filhren Sie die Skriptdatei ISM-Lx.sh aus.
3. Nachdem die Installation abgeschlossen ist, zeigt iDRAC das Service Module als installiert an und gibt das Installationsdatum an.

ANMERKUNG: Das Installationsprogramm steht dem Hostbetriebssystem 30 Minuten lang zur Verfigung. Wenn Sie die
Installation nicht innerhalb von 30 Minuten starten, mussen Sie mit der Servicemodul-Installation von vorne beginnen.

Installieren des iDRAC Service Module von iDRAC Enterprise

Navigieren Sie auf der iDRAC-Benutzeroberflache zu iDRAC-Einstellungen > Einstellungen > iDRAC-Service Module-Setup.
Klicken Sie auf der Seite Einrichten des iDRAC Service Module auf Service Module installieren.
Klicken Sie auf Virtuelle Konsole starten und klicken Sie dann im Dialogfeld mit der Sicherheitswarnung auf Weiter.

N N

Sie kdnnen die Installationsdatei fir das iSM ausfindig machen, indem Sie sich entweder remote oder lokal beim Server anmelden.

ANMERKUNG: Das Installationsprogramm steht dem Hostbetriebssystem 30 Minuten lang zur Verfiigung. Wenn Sie die
Installation nicht innerhalb von 30 Minuten starten, missen Sie mit der Installation von vorne beginnen.

5. Machen Sie in der Gerételiste das gemountete Volume mit der Bezeichnung SMINST ausfindig und flhren Sie das entsprechende
Skript aus:

e Offnen Sie unter Windows die Eingabeaufforderung und filhren Sie die Batchdatei ISM-Win.bat aus.
e Offnen Sie unter Linux die Shell-Eingabeaufforderung und fiihren Sie die Skriptdatei ISM-Lx.sh aus.

6. Folgen Sie den Anweisungen auf dem Bildschirm, um die Installation abzuschlief3en.
Auf der Seite Einrichten des iDRAC Service Module wird die Schaltflache Service Module installieren deaktiviert, nachdem die
Installation abgeschlossen ist, und der Status des Service Module wird als Wird ausgefiihrt angezeigt.

Unterstutzte Betriebssysteme fur das iDRAC Service
Module

Eine Liste der Betriebssysteme, die vom iDRAC-Servicemodul unterstlitzt werden, finden Sie im Benutzerhandbuch zum iDRAC-
Servicemodul, das auf der IDRAC Service Module-Seite verfugbar ist.

Uberwachungsfunktionen des iDRAC-Servicemoduls

Das iDRAC-Servicemodul (iISM) bietet die folgenden Uberwachungsfunktionen:

Tabelle 63. Vom iSM unterstiitzte Funktionen

Wird ausgefiihrt Wird ausgefiihrt (eingeschrinkte Funktionalitat)
Unterstltzung des Redfish-Profils fur Netzwerkattribute Dienst auf Host-BS

Remote-iDRAC-Hardware-Reset BS-Informationen

iDRAC-Zugriff Uber Host-BS (experimentelle Funktion) Automatische Systemwiederherstellung
In-Band-iDRAC-SNMP-Warnungen Servicemodul ermdglichen, iDRAC-Kaltstart durchzufihren
Anzeigen von Informationen zum Betriebssystem (BS) k. A.
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Tabelle 63. Vom iSM unterstiitzte Funktionen (fortgesetzt)

Wird ausgefiihrt Wird ausgefiihrt (eingeschrankte Funktionalitat)

Replizieren von Lifecycle Controller-Protokollen zu den k. A.
Betriebssystemprotokollen

Automatische Systemwiederherstellung ausfihren k. A.

WMI (Windows Management Instrumentation) -Management- k. A
Provider bestticken

Integration mit SupportAssist-Sammlung. k. A.
()| ANMERKUNG: Dies gilt nur, wenn das iDRAC-Servicemodul
Version 2.0 oder hoher installiert ist.

Bereiten Sie das Entfernen der NVMe-PCle-SSD vor. k. A.
@ ANMERKUNG: Weitere Informationen finden Sie auf der Seite
Unterstutzung fur Dell iDRAC Service Module.

Aus- und Einschalten des Servers (Remote) k. A

Unterstltzung des Redfish-Profils fur Netzwerkattribute

Das iDRAC-Servicemodul v2.3 bietet zusatzliche Netzwerkattribute fur iDRAC, die Uber mithilfe der REST-Clients Uber iDRAC abgerufen
werden kodnnen. Weitere Informationen finden Sie unter ,,Unterstitzung fir das iDRAC-Redfish-Profil“.

Betriebssystem-Informationen

OpenManage Server Administrator gibt derzeit Betriebssysteminformationen und Hostnamen an iDRAC weiter. Das iDRAC-Servicemodul
stellt iDRAC ahnliche Informationen, wie beispielsweise BS-Name, BS-Version und FQDN (Fully Qualified Domain Name), bereit.
Standardméfig ist diese Uberwachungsfunktion deaktiviert. Diese Option ist nicht deaktiviert, wenn OpenManage Server Administrator
auf dem Host-Betriebssystem installiert ist.

Mit iSM Version 2.0 oder hoher wird die Betriebssystem-Informationsfunktion um die Uberwachung der Betriebssystem-
Netzwerkschnittstelle erweitert. Wenn Version 2.0 oder héher des iDRAC-Servicemoduls mit iDRAC 2.00.00.00 verwendet wird,

startet es die Uberwachung der Betriebssystem-Netzwerkschnittstellen. Sie konnen diese Informationen Uber die IDRAC-Weboberflache,
RACADM oder WSMan abrufen.

Replizieren von Lifecycle-Protokollen zum BS-Protokoll

Sie kdnnen eine Replikation der Lifecycle Controller-Protokolle in die Protokolle des Betriebssystems durchfihren, sobald die Funktion

in iDRAC aktiviert wird. Dies ist &hnlich wie bei der System Event Log (SEL)-Replikation von OpenManage Server Administrator.

Alle Ereignisse, bei der die Option OS Log (BS-Protokoll) als das Ziel ausgewahlt ist (auf der Seite Alerts (Warnungen) oder in

den entsprechenden RACADM- oder WSMan-Schnittstellen), werden unter Verwendung des iDRAC-Servicemoduls in das BS-Protokoll
repliziert. Der Standardsatz von Protokollen, die in die Betriebssystemprotokolle aufgenommen werden sollten, ist derselbe, der auch fiir
SNMP-Warnungen oder -Traps konfiguriert wird.

Das iDRAC-Servicemodul protokolliert auch die Ereignisse, die wahrend der Ausfallzeiten des Betriebssystems aufgetreten sind. Die

BS-Protokollierung des iDRAC-Servicemoduls erfolgt gemaf3 den IETF-Syslog-Standards fur Linux-basierte Betriebssysteme.

@ ANMERKUNG: Ab iDRAC-Servicemodul Version 2.1 kann der Replikationsspeicherort fir die Lifecycle Controller-Protokolle im
Windows-BS unter Verwendung des iDRAC-Servicemoduls-Installationsprogramms konfiguriert werden. Sie kdnnen wahrend der
Installation des iIDRAC-Servicemoduls oder der Bearbeitung des iDRAC-Servicemoduls-Installationsprogramms den Speicherort
festlegen.

Wenn OpenManage Server Administrator installiert ist, ist diese Uberwachungsfunktion zur Vermeidung doppelter SEL-Eintrage in der

BS-Protokolldatei deaktiviert.

@ ANMERKUNG: Unter Microsoft Windows starten Sie den Windows Ereignisprotokolldienst neu oder starten das Host-BS neu, wenn
iSM-Ereignisse unter Systemprotokollen anstelle der Anwendungsprotokolle protokolliert wird.
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Optionen zur automatischen Systemwiederherstellung

Die automatische Systemwiederherstellungsfunktion ist ein Hardware-basierter Zeitgeber. Wenn ein Hardwarefehler auftritt, wird unter
Umstanden keine Benachrichtigung ausgegeben, der Server wird jedoch genauso zurlickgesetzt, als wenn der Netzschalter betéatigt
worden wére. Die Implementierung von ASR erfolgt Gber einen Timer, der kontinuierlich abwarts zahlt. Der Health Monitor l1adt den Z&hler
in regelmafigen Absténden neu, um zu verhindern, dass er auf Null herunterzahlt. Wenn der ASR bis auf Null herunterzahlt, wird davon
ausgegangen, dass das Betriebssystem gesperrt wurde. In diesem Fall versucht das System automatisch, einen Neustart durchzufihren.

Sie kdnnen Optionen zur automatischen Systemwiederherstellung wie z. B. Neustart, Aus-/Einschalten oder Ausschalten des Servers
nach einem festgelegten Zeitintervall ausfiihren. Diese Funktion ist nur dann aktiviert, wenn der Watchdog-Zeitgeber des Betriebssystems
deaktiviert ist. Wenn OpenManage Server Administrator installiert ist, ist diese Uberwachungsfunktion zur Vermeidung doppelter
Watchdog-Zeitgeber deaktiviert.

Windows Management Instrumentation-Provider

Bei WMI handelt es sich um eine Gruppe von Erweiterungen des Windows-Treibermodells, die eine Betriebssystemschnittstelle
bereitstellt, Gber die instrumentierte Komponenten Informationen und Benachrichtigungen zur Verfigung stellen. WM ist die Microsoft-
Implementierung des Web-Based Enterprise Management (WBEM) und Common Information Model (CIM) der Distributed Management
Task Force (DMTF) fur die Verwaltung von Serverhardware, Betriebssystemen und Anwendungen. WMI-Anbieter helfen bei der
Integration mit Systemverwaltungskonsolen wie Microsoft System Center und ermdglichen die Erstellung von Skripten zur Verwaltung
von Microsoft Windows Server-Lésungen.

Sie kénnen die WMI-Option in iDRAC aktivieren oder deaktivieren. iDRAC gibt die WMI-Klassen Uber das iDRAC-Servicemodul weiter
und stellt so Informationen zum Serverstatus bereit. Standardmafig ist die WMI-Informationsfunktion aktiviert. Das iDRAC-Servicemodul
stellt die von WSMan Uberwachten Klassen in iDRAC Uber WMI zur Verfligung. Die Klassen werden im Namespace root/cimv2/dcim
verflgbar gemacht.

Auf die Klassen kdnnen Sie mithilfe einer beliebigen Standard-WMI-Client-Schnittstelle zugreifen. Weitere Informationen finden Sie in den
Profildokumenten.

Diese Beispiele verwenden die Klassen DCIM_iDRACCardString und DCIM_iDRACCardInteger, um die Moglichkeiten zu illustrieren,
die die WMI-Informationsfunktion im iDRAC-Servicemodul bietet. Weitere Informationen zu den unterstitzten Klassen und Profilen finden
Sie in der WSMAN-Profildokumentation auf der Dell Support-Seite.

Die aufgefUhrten Attribute werden verwendet, um Nutzerkonten zusammen mit den erforderlichen Berechtigungen zu konfigurieren:

Tabelle 64. Nutzergruppen und Berechtigungen

Attributname WSMAN-Klasse Berechtigung Lizenz Beschreibung Unterstitzter
Vorgang
Nutzername DCIM_IDRACCardSt | Schreibberechtigu | Basic-Support 16users: Enum, Get, Invoke
ring ngen: ConfigUsers, Users.1#UserName
Login to
Leseberechtigung Users.16#UserName
en: Login
Kennwort DCIM_IDRACCardSt | Schreibberechtigu | Basic-Support Users.1#Password to | Enum, Get, Invoke
ring ngen: ConfigUsers, Users.16#Password
Login
Leseberechtigung
en: Login
Berechtigung DCIM_IDRACCardInt | Schreibberechtigu | Basic-Support Users.1#Password to | Enum, Get, Invoke
eger ngen: ConfigUsers, Users.16#Password
Login
Leseberechtigung
en: Login

e Enumerate oder Get-Vorgang stellt fir die genannten Klassen die attributbezogenen Daten bereit.

e Sie kdnnen das Attribut festlegen, indem Sie den Befehl ApplyAttribute oder SetAttribute aus der Klasse
DCIM_iDRACCardService aufrufen.

@ ANMERKUNG: Die DCIM_Account-Klasse wurde aus WSMAN entfernt und die Funktion wird Uber das Attributmodell
bereitgestellt. Die Klassen DCIM_iDRACCardString und DCIM_iDRACCardInteger bieten dhnliche Unterstitzung bei der
Konfiguration von iDRAC-Nutzerkonten.
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Remote-iDRAC-Hardware-Reset

Durch die Verwendung von iDRAC kénnen Sie die unterstitzten Server auf kritische Probleme mit der Systemhardware, -firmware oder
-software Uberwachen. Manchmal reagiert iDRAC ggf. aus verschiedenen Griinden nicht mehr. Wéhrend solcher Szenarien mussen Sie
den Server ausschalten und iDRAC zurlcksetzen. Um die iDRAC-CPU zurlickzusetzen, missen Sie den Server bzw. das System aus- und
wieder einschalten.

Durch die Verwendung der iDRAC-Funktion fur einen Remote-Hard-Reset, wenn iDRAC nicht mehr reagiert, kénnen Sie iDRAC remote
zurlicksetzen, ohne das System aus- und wieder einzuschalten. Um iDRAC remote zurlickzusetzen, stellen Sie sicher, dass Sie Uber
Administratorrechte auf dem Host-Betriebssystem verfligen. Standardméaflig ist die IDRAC-Funktion fir den Remote-Hard-Reset aktiviert.
Ermdglicht Ihnen die Durchfiihrung eines Remote-iDRAC-Hardware-Reset Uber die iDRAC-Weboberflache, RACADM und WSMan.

Befehlsverwendung

Dieser Abschnitt enthélt Informationen zur Befehlsverwendung auf Windows-, Linux- und ESXi-Betriebssystemen zur Durchflhrung eines
iDRAC-Hardware-Resets.
e Windows

o Bei Verwendung der lokalen Windows Management Instrumentation (WMI):

0 winrm i 1iDRACHardReset wmi/root/cimv2/dcim/DCIM iSMService?
InstanceID="iSMExportedFunctions”

o Bei Verwendung der Remote-WMI-Schnittstelle: winrm i iDRACHardReset wmi/root/cimv2/dcim/
dcim ismservice?InstanceID="iSMExportedFunctions" -u:<admin-username> -p:<admin-password>
-r: Http://<remote-hostname OR IP>/wsman -a:Basic -encoding:utf-8 -skipCACheck -skipCNCheck
o Bei Verwendung des Windows PowerShell-Skripts mit und ohne force-Option:
®  Tnvoke-iDRACHardReset —-force
®  Tnvoke-iDRACHardReset

o Verwendung der Programm-Menii-VerknUpfung: Zur Vereinfachung bietet das iSM eine Verknlpfung im Programm-Menii des
Windows-Betriebssystems. Wenn Sie die Option Remote-Hard-Reset fiir iDRAC auswahlen, werden Sie dazu aufgefordert, das
Zurlcksetzen von iDRAC zu bestatigen. Nach der Bestéatigung wird iDRAC zurlickgesetzt und das Ergebnis des Vorgangs wird
angezeigt.

@ ANMERKUNG: Die folgende Warnmeldung wird im Ereignisanzeige unter der Kategorie Anwendungsprotokolle angezeigt.
Bei dieser Warnung sind keine weiteren Maf3nahmen erforderlich.

C) ANMERKUNG: A provider, ismserviceprovider, has been registered in the Windows Management
Instrumentation namespace Root\CIMV2\DCIM to use the LocalSystem account. This account

is privileged and the provider may cause a security violation if it does not correctly

impersonate user requests.

e Linux

o iSM stellt einen ausflhrbaren Befehl auf allen iISM-unterstitzten Linux-Betriebssystemen bereit. Sie kdnnen diesen Befehl durch
die Anmeldung beim Betriebssystem mithilfe von SSH (oder gleichwertig) ausfihren.

0 Invoke-iDRACHardReset
0 Invoke-iDRACHardReset -f
e ESXi
o Auf allen von iSM unterstitzten ESXi-Betriebssystemen unterstitzt iSM Version 2.3 einen CMPI-Methodenanbieter

(Common Management Programming Interface), um den iDRAC-Reset remote unter Verwendung der WinRM-Remote-Befehle
durchzufuhren.

0 winrm i iDRACHardReset http://schemas.dell.com/wbem/wscim/1/cim-schema/2/root/cimv2/dcim/
DCIM iSMService? cimnamespace=root/cimv2/dcim+InstancelID= iSMExportedFunctions -u:<root-
username> -p:<passwd> -r:https://<Host-IP>:443/WSMan -a:basic -encoding:utf-8 -skipCNCheck
-skipCACheck -skipRevocationcheck

ANMERKUNG: Das VMware ESXi-Betriebssystem fordert den Nutzer nicht auf, den Reset des iDRAC vor dem Durchfiihren zu
bestéatigen.

®

ANMERKUNG: Aufgrund von Einschrankungen des VMware ESXi-Betriebssystems wird die iIDRAC-Konnektivitdt nach dem
Zurlcksetzen nicht vollstandig wiederhergestellt. Stellen Sie sicher, dass Sie IDRAC manuell zurticksetzen.

®
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Tabelle 65. Fehlerbehandlung

Ergebnis Beschreibung

0 Erfolgreich

1 Nicht unterstutzte BIOS-Version fur iDRAC-Reset
2 Nicht unterstutzte Plattform

3 Zugriff verweigert

4 iDRAC-Reset fehlgeschlagen

In-Band-Unterstutzung fur iDRAC-SNMP-Warnungen

Bei Verwendung des iDRAC-Servicemoduls in Version 2.3 kdnnen Sie SNMP-Benachrichtigungen vom Host-Betriebssystem empfangen,
die den vom iDRAC generierten Benachrichtigungen &hneln.

Sie kdnnen die iIDRAC-SNMP-Warnungen auch ohne Konfiguration von iDRAC Uberwachen und den Server remote durch Konfigurieren
der SNMP-Traps und -Ziele auf dem Host-Betriebssystem managen. In iDRAC-Servicemodul v2.3 oder hdher konvertiert diese Funktion
alle in die Betriebssystemprotokolle replizierten Lifecycle-Protokolle in SNMP-Traps.

®| ANMERKUNG: Diese Funktion ist nur dann aktiv, wenn die Replikationsfunktion der Lifecycle-Protokolle aktiviert ist.

ANMERKUNG: Auf Linux-Betriebssystemen erfordert diese Funktion ein aktiviertes Master- oder BS-SNMP mit SNMP-
Multiplexing-Protokoll (SMUX).

Standardméf3ig ist diese Funktion deaktiviert. Obwohl der In-Band-SNMP-Warnmechanismus mit dem iDRAC-SNMP-Warnmechanismus
koexistieren kann, verfugen die aufgezeichneten Protokolle mdglicherweise tUber redundante SNMP-Warnungen von beiden Quellen. Es
wird empfohlen, entweder die In-Band- oder Out-of-Band-Option anstelle von beiden zu verwenden.

Befehlsverwendung
Dieser Abschnitt enthélt Informationen zur Befehlsverwendung auf Windows-, Linux- und ESXi-Betriebssystemen.

e Windows-Betriebssystem

o Bei Verwendung der lokalen Windows Management Instrumentation (WMI): winrm i EnableInBandSNMPTraps wmi/
root/cimv2/dcim/DCIM_ iSMService?InstanceID="iSMExportedFunctions" @{state="[0/1]1"}

o Bei Verwendung der Remote-WMI-Schnittstelle: winrm i EnableInBandSNMPTraps wmi/root/cimv2/
dcim/DCIM_iSMService?InstanceID="iSMExportedFunctions" @{state="[0/1]1"} -u:<admin-username>
-p:<admin-passwd> -r:http://<remote-hostname OR IP>/WSMan -a:Basic -encoding:utf-8
-skipCACheck -skipCNCheck

o LINUX-Betriebssystem

o Auf allen iSM-unterstitzten Linux-Betriebssystemen stellt iSM einen ausfihrbaren Befehl bereit. Sie kdnnen diesen Befehl durch
die Anmeldung beim Betriebssystem mithilfe von SSH (oder gleichwertig) ausfuhren.

o Beginnend mit iSM 2.4.0 kénnen Sie Agent-x als das Standardprotokoll fur die In-Band- iDRAC-SNMP-Alarme unter Verwendung
des folgenden Befehls konfigurieren:

./Enable-iDRACSNMPTrap.sh 1l/agentx -force

Wenn -force nicht angegeben ist, stellen Sie sicher, dass die net-SNMP konfiguriert ist und starten den snmpd-Dienst neu.
o Gehen Sie wie folgt vor, um diese Funktion zu aktivieren:

Enable-iDRACSNMPTrap.sh 1

Enable-iDRACSNMPTrap.sh enable

o Gehen Sie wie folgt vor, um diese Funktion zu deaktivieren:

Enable-iDRACSNMPTrap.sh 0O

Enable-iDRACSNMPTrap.sh disable
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@ ANMERKUNG: Die Option --force konfiguriert Net-SNMP fur die Weiterleitung der Traps. Sie mUssen jedoch das Trap-Ziel
konfigurieren.

o VMware ESXi-Betriebssystem

o Auf allen von iSM unterstitzten ESXi-Betriebssystemen unterstiitzt iSM Version 2.3 einen CMPI-Methodenanbieter (Common
Management Programming Interface), um diese Funktion remote unter Verwendung der WinRM-Remote-Befehle zu aktivieren.

0 winrm i EnableInBandSNMPTraps http://schemas.dell.com/wbem/wscim/1l/cim-schema/2/root/
cimv2/dcim/DCIM iSMService? _ cimnamespace=root/cimv2/dcim+InstancelID=iSMExportedFunctions
-u:<user-name> -p:<passwd> -r:https://<remote-host-name

O 1ip-address>:443/WSMan -a:basic —-encoding:utf-8 -skipCNCheck -skipCACheck
-skipRevocationcheck @{state="[0/1]"}

®| ANMERKUNG: Sie mussen die systemweiten VMware ESXi-SNMP-Einstellungen fiir Traps Gberpriifen und konfigurieren.

ANMERKUNG: Weitere Einzelheiten finden Sie im technischen Whitepaper zu bandinternen SNMP-Benachrichtigungen In-
BandSNMPAlerts, das auf der Dell Support-Seite verflgbar ist.

IDRAC-Zugriff Gber Host-BS

Mit dieser Funktion kdnnen Sie die Hardwareparameter ber die iDRAC-Weboberflache, WSMan und RedFish-Schnittstellen mit der
Host-IP-Adresse konfigurieren und Uberwachen, ohne die iDRAC-IP-Adresse zu konfigurieren. Sie kdnnen die iDRAC-Zugangsdaten
verwenden, wenn der iDRAC-Server nicht konfiguriert ist, oder weiterhin dieselben iDRAC-Zugangsdaten nutzen, wenn der iDRAC-Server
zuvor schon konfiguriert wurde.

iDRAC-Zugriff liber Windows-Betriebssysteme
Sie kdnnen diese Aufgabe mithilfe der folgenden Methoden durchfuhren:

e |nstallieren Sie die IDRAC-Zugriffsfunktion unter Verwendung des Webpack.
e Konfiguration unter Verwendung des iSM-PowerShell-Skripts

Installation unter Verwendung von MSI

Sie kdnnen diese Funktion unter Verwendung des web-pack installieren. Diese Funktion ist bei einer typischen iSM-Installation deaktiviert.
Falls diese Funktion aktiviert ist, lautet die standardmafige Uberwachungsportnummer 1266. Sie kénnen diese Portnummer innerhalb

des Bereichs von 1024 und 65535 andern. iSM leitet die Verbindung zu iDRAC weiter. iSM erstellt dann einen eingehende Firewallregel,
OS2iDRAC. Die Uberwachungsportnummer wird zur OS2iDRAC-Firewallregel im Host-Betriebssystem hinzugefiigt, wodurch eingehende
Verbindungen ermdglicht werden. Die Firewallregel wird automatisch aktiviert, wenn diese Funktion aktiviert ist.

Beginnend mit iISM 2.4.0 kdnnen Sie den aktuellen Status und die Listening-Portkonfiguration durch Verwendung der folgenden
PowerShell-cmdlet abrufen:

Enable-iDRACAccessHostRoute —-status get

Die Ausgabe dieses Befehls gibt an, ob diese Funktion aktiviert oder deaktiviert ist. Wenn diese Funktion aktiviert ist, wird die
Uberwachungsportnummer angezeigt.

®| ANMERKUNG: Die Microsoft IP-Hilfsdienste mussen auf Inrem System ausgefihrt werden, damit diese Funktion funktioniert.
Verwenden Sie fur den Zugriff auf die IDRAC-Weboberflache das Format https://<host-name> oder 0S-I1P>:443/1login.html
im Browser, wobei Folgendes gilt:

e <host-name>: vollstdndiger Hostname des Servers, auf dem iSM flr den iDRAC-Zugriff Gber die Betriebssystemfunktion installiert
und konfiguriert ist. Sie konnen die BS-IP-Adresse verwenden, wenn der Hostname nicht vorhanden ist.

e 443: die standardmafige iDRAC-Portnummer. Diese wird als Verbindungsportnummer bezeichnet, an die alle eingehenden
Verbindungen auf der Uberwachungsportnummer umgeleitet werden. Sie kénnen die Portnummer (iber die iDRAC-Weboberflache,
WSMan und RACADM-Schnittstellen &ndern.

Konfiguration unter Verwendung von iSM-PowerShell-cmdlet

Falls diese Funktion wahrend der Installation von iSM deaktiviert ist, kdnnen Sie sie unter Verwendung des folgenden, von iSM
bereitgestellten Windows PowerShell-Befehls aktivieren:

Enable-iDRACAccessHostRoute
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Falls die Funktion bereits konfiguriert wurde, kdnnen Sie sie deaktivieren oder modifizieren, indem Sie den PowerShell-Befehl mit den
entsprechenden Optionen verwenden. Folgende Optionen sind verflgbar:

e Status: Dieser Parameter ist obligatorisch. Bei den Werten wird nicht zwischen Grof3- und Kleinschreibung unterschieden. Mégliche
Werte sind true, false oder get.

e Port: Dies ist die Uberwachungsportnummer. Wenn Sie keine Portnummer angeben, wird die standardméfige Portnummer 1266
verwendet. Wenn der Parameterwert fir Status FALSE ist, kdnnen Sie die restlichen Parameter ignorieren. Sie miussen eine neue
Portnummer eingeben, die nicht bereits fur diese Funktion konfiguriert ist. Die neuen Portnummereinstellungen Uberschreiben die
vorhandene, eingehende OS2iDRAC-Firewallregel und Sie kénnen die neue Portnummer fur die Verbindung mit iDRAC verwenden. Der
Wertebereich liegt zwischen 1024 und 65535.

e IPRange: Dieser Parameter ist optional und liefert einen Bereich von IP-Adressen, die eine Verbindung zu iDRAC Uber das
Host-Betriebssystem herstellen durfen. Der IP-Adressbereich liegt im Classless Inter-Domain Routing (CIDR)-Format vor — einer
Kombination aus IP-Adresse und Subnetzmaske. Beispiel: 10.94.111.21/24. Der Zugriff auf iDRAC ist fur IP-Adressen, die nicht innerhalb
dieses Bereichs liegen, beschrankt.

®| ANMERKUNG: Diese Funktion untersttzt nur IPv4-Adressen.

iDRAC-Zugriff liber Linux-Betriebssysteme

Sie kdnnen diese Funktion mithilfe der Datei setup . sh installieren, die im Umfang des Webpakets verfligbar ist. Diese Funktion ist bei
einer standardmaéfiigen oder typischen iSM-Installation deaktiviert. Verwenden Sie zum Abrufen des Status dieser Funktion den folgenden
Befehl:

Um diese Funktion zu installieren, aktivieren und konfigurieren, verwenden Sie den folgenden Befehl:

./Enable-i1iDRACAccessHostRoute <Enable-Flag> [ <source-port> <source-IP-range/source-ip-range-
mask>]

<Enable-Flag>=0

Deaktivieren

<source-port>und <source-IP-range/source-ip-range-mask> sind nicht erforderlich.
<Enable-Flag>=1

Aktivieren

<source-port> ist erforderlich und <source-ip-range-mask> ist optional.

<source-IP-range>
IP-Bereich im Format <IP-Adresse/Subnetzmaske>. Beispiel: 10.95.146.98/24

Koexistenz von OpenManage Server Administrator mit dem iDRAC-
Servicemodul

In einem System kdnnen OpenManage Server Administrator und das iIDRAC-Servicemodul gleichzeitig und unabhéngig voneinander
funktionieren.

Wenn Sie die Uberwachungsfunktionen wahrend der Installation des iDRAC-Servicemodul aktiviert haben, deaktiviert das iDRAC-
Servicemodul nach Abschluss der Installation und Erkennung von OpenManage Server Administrator jene Uberwachungsfunktionen,
die sich Uberschneiden. Wenn OpenManage Server Administrator ausgefiihrt wird, deaktiviert das iDRAC-Servicemodul die sich
tiberschneidenden Uberwachungsfunktionen nach Anmeldung beim Betriebssystem und bei iDRAC.

Wenn Sie diese Uberwachungsfunktionen zu einem spéteren Zeitpunkt mithilfe der IDRAC-Schnittstellen erneut aktivieren, werden die
gleichen Prufungen durchgefihrt, und die Funktionen werden abhangig davon aktiviert, ob OpenManage Server Administrator ausgefuhrt
wird oder nicht.

Verwendung des iDRAC Servicemoduls uber die iDRAC-
Weboberflache

So verwenden Sie das iDRAC Servicemodul Gber die iDRAC-Weboberflache:

1. Gehen Sie zu iDRAC-Einstellungen > Ubersicht > iDRAC Service Modul > Service-Modul konfigurieren.
Die Seite iDRAC Service Module-Setup wird gedffnet.

2. Sie kdnnen Folgendes anzeigen:
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Die auf dem Hostbetriebssystem installierte Version des iDRAC Service Moduls.
Den Verbindungsstatus des iDRAC Service Module mit iDRAC.

@ ANMERKUNG: Wenn ein Server Uber mehrere Betriebssysteme verflgt und das iDRAC Service Modul in allen Betriebssystemen

installiert ist, dann stellt der iIDRAC nur eine Verbindung mit der neuesten Instanz von iSM unter allen Betriebssystemen her. Ein
Fehler wird fir alle dlteren iISM-Instanzen auf anderen Betriebssystemen angezeigt. Zum Verbinden von iSM und iDRAC auf einem
anderen Betriebssystem, auf dem iSM bereits installiert ist, deinstallieren Sie iISM auf diesem bestimmten Betriebssystem und
installieren Sie es neu.

3. Wahlen Sie zum Ausfihren bandexterner Uberwachungsfunktionen eine oder mehrere der folgenden Optionen aus:

BS-Information — Informationen zum Betriebssystem anzeigen.

Lifecycle-Protokoll im BS-Protokoll replizieren— Lifecycle Controller Protokolle in die Betriebssystemprotokolle einflgen.
Diese Option ist deaktiviert, wenn OpenManage Server Administrator auf dem System installiert ist.

WMI-Informationen — Schlief3t WMI-Informationen ein.

Automatische Systemwiederherstellung — Ausfiihren der automatischen Systemwiederherstellung nach einer festgelegten
Zeit (in Sekunden):

o Neustarten

o System ausschalten

o System aus- und einschalten

Diese Option ist deaktiviert, wenn OpenManage Server Administrator auf dem System installiert ist.

@ ANMERKUNG: Wenn sich iSM im vollstandigen oder eingeschrankten Modus befindet und der iDRAC auf die Werkseinstellungen
zurlickgesetzt wird, gibt es keine Mdglichkeit fur iDRAC, den Funktionszustand ,.eingeschrénkter Modus* als iSM-Status festzulegen.

Verwenden des iDRAC Servicemodul von RACADM

Zur Verwendung des iDRAC Service Module Gber RACADM verwenden Sie die Objekte in der Gruppe ServiceModule.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.
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Verwendung der USB-Schnittstelle fur das
Server-Management

Auf den Servern der 14. Generation steht ein dedizierter Micro-USB-Port zur Konfiguration des iDRAC zur Verfugung. Sie kénnen die
folgenden Funktionen tber den Micro-USB-Port ausfihren:

e cine Verbindung Uber die USB-Netzwerkschnittstelle mit dem System herstellen, um auf Systemmanagementtools wie die iIDRAC-
Weboberflache und RACADM zuzugreifen.

e einen Server mithilfe von SCP-Dateien konfigurieren, die auf einem USB-Laufwerk gespeichert sind.

@ ANMERKUNG: Um einen USB-Anschluss zu managen oder einen Server zu konfigurieren, indem Sie (SCP-)Profildateien fir die

Serverkonfiguration auf ein USB-Laufwerk importieren, missen Sie die Berechtigung Systemsteuerung haben.

ANMERKUNG: Wenn ein USB-Gerét abgeschlossen wird, wird eine Warnmeldung/ein Bericht generiert. Diese Funktion ist nur auf
Intel-basierten Servern verflgbar.

Um die Management-USB-Einstellungen zu konfigurieren, navigieren Sie zu iDRAC-Einstellungen > Einstellungen > Verwaltungs-
USB-Einstellungen. Die folgenden Optionen sind verflgbar:

e USB-Verwaltungsschnittstelle: \Wahlen Sie Aktiviert, damit der Port entweder die SCP-Datei importieren kann, wenn ein USB-
Laufwerk angeschlossen ist, oder Uber den Micro-USB-Anschluss auf den iDRAC zugreifen kann.

@ ANMERKUNG: Stellen Sie sicher, dass das USB-Laufwerk eine gultige SCP-Datei enthélt.

@ ANMERKUNG: Verwenden Sie einen OTG-Adapter fir das Konvertieren von USB-Typ-A auf USB-Micro-B. Verbindungen von
USB-Hubs werden nicht unterstutzt.

@ ANMERKUNG: Es ist zuldssig, zu versuchen, den USB-Managementportmodus zu &ndern, wenn ein USB-Gerat verwendet wird.
iDRAC kann das ordnungsgeméaf3 durchfthren.

o Uber iDRAC verwaltet: USB-SCP: Wahlen Sie aus den folgenden Optionen, um das System mit einem von einem USB-Laufwerk
importierten SCP zu konfigurieren:

o Deaktiviert: Deaktiviert den SCP-Import.

o Nur aktiviert, wenn der Server standardmafiige Anmeldeinformationseinstellungen hat: \Wenn diese Option ausgewahlt
ist, kann das SCP nur importiert werden, wenn das Standardkennwort fUr die folgenden Optionen nicht gedndert wird:
= BIOS
= iDRAC-Weboberflache

o Nur fiir komprimierte Konfigurationsdateien aktiviert: Wahlen Sie diese Option, um den Import von SCP-Dateien nur dann zu
erlauben, wenn die Dateien im komprimierten Format vorliegen.

@ ANMERKUNG: Wenn Sie diese Option auswahlen, kdnnen Sie die komprimierte Datei mit einem Kennwort schiitzen. Sie
kdnnen ein Kennwort eingeben, um die Datei zu schiitzen, indem Sie die Option Kennwort fiir Zip-Datei verwenden.

o Aktiviert: Wahlen Sie diese Option, um das Importieren von SCP-Dateien zu erméglichen, ohne eine Uberpriifung wahrend der
Laufzeit durchzufihren.

Themen:

e Zugriff auf die iDRAC-Schnittstelle Gber eine direkte USB-Verbindung
¢ Konfigurieren von iDRAC Uber das Server-Konfigurationsprofil auf dem USB-Geréat

322 Verwendung der USB-Schnittstelle fiir das Server-Management



Zugriff auf die iDRAC-Schnittstelle uber eine direkte
USB-Verbindung

Die iDRAC Direct-Funktion erméglicht die direkte Verbindung lhres Laptops mit dem iDRAC USB-Anschluss. Diese Funktion erlaubt die
direkte Interaktion mit den iDRAC-Schnittstellen wie Webschnittstelle, RACADM und WSMan zur erweiterten Serververwaltung und
-wartung.

Eine Liste der unterstitzten Browser und Betriebssysteme finden Sie unter Die Versionshinweise zum Benutzerhandbuch flr Integrated
Dell Remote Access Controller sind verflgbar auf der Seite iDRAC-Handbtcher..

VORSICHT: Vermeiden Sie das Anschlie3en von USB-Geréaten an den iDRAC Direct-Port von Dell PowerEdge
XE9680-Servern wahrend der Systeminitialisierung, des POST-Vorgangs, der Startvorgange oder wahrend GPU-
Firmwareupdates.

@ ANMERKUNG: Wenn Sie ein Windows-Betriebssystem verwenden, installieren Sie einen RNDIS-Treiber, um diese Funktion nutzen
zu kénnen.

@ ANMERKUNG: Der direkte USB-Zugriff auf iDRAC wird fur Dell PowerEdge XR5610-Server nicht empfohlen, wenn das iDRAC-
Netzwerk als gemeinsam genutztes LOM von OCP auf der Kaltgang-Konfiguration konfiguriert ist.

Zum Zugriff auf die IDRAC-Schnittstelle Gber den USB-Anschluss:

1. Schalten Sie alle Wireless-Netzwerke ab, und trennen Sie die Verbindung zu allen anderen kabelgebundenen Netzwerken.

2. Stellen Sie sicher, dass der USB-Port aktiviert ist. Weitere Informationen finden Sie unter Konfigurieren der USB-
Verwaltungsschnittstelle.

3. Warten Sie, bis der Laptop die IP-Adresse 169.254.0.4 bezieht. Es kann einige Sekunden dauern, bis die IP-Adressen bezogen werden.
iDRAC bezieht die IP-Adresse 169.254.0.3.

4. Beginnen Sie mit der Verwendung von iDRAC-Netzwerkschnittstellen, wie z. B. Webschnittstelle, RACADM oder WSMan.
Um beispielsweise auf die IDRAC-Webschnittstelle zuzugreifen, 6ffnen Sie einen unterstitzten Browser, geben Sie die Adresse
169.254.0.3 ein und drlicken Sie die Eingabetaste.

5. Wenn iDRAC den USB-Anschluss verwendet, zeigt die LED durch Blinken Aktivitat an. Dabei leuchtet die LED viermal pro Sekunde auf.

6. Trennen Sie das USB-Kabel nach Abschluss der erforderlichen Aktionen vom System.
Danach schaltet sich die LED aus.

Konfigurieren von iDRAC uber das Server-
Konfigurationsprofil auf dem USB-Gerat

Mit dem iDRAC USB-Verwaltungsport kdnnen Sie den iDRAC am Server konfigurieren. Konfigurieren Sie die USB-Verwaltungsport-
Einstellungen in iDRAC, setzen Sie dann das USB-Gerat mit dem Server-Konfigurationsprofil ein, und importieren Sie dann das Server-
Konfigurationsprofil vom USB-Geréat auf iDRAC.

ANMERKUNG: Sie kdnnen die USB-Verwaltungsschnittstelle unter Verwendung der iDRAC-Schnittstellen nur dann festlegen, wenn
kein USB-Gerat mit dem Server verbunden ist.

Konfigurieren der USB-Verwaltungsschnittstelle

Sie kdnnen den iDRAC Direct-USB-Port Uber das System-BIOS aktivieren oder deaktivieren. Navigieren Sie zu System-BIOS >
Integrierte Gerate. \Wahlen Sie Ein zum Aktivieren und Aus zum Deaktivieren des iDRAC Direct-USB-Ports.

Sie mussen im iIDRAC zum Konfigurieren der USB-Verwaltungsschnittstelle Gber die Berechtigung zur Server-Steuerung verfigen. Wenn
ein USB-Gerat angeschlossen ist, zeigt die Seite System-Bestandsaufnahme die USB-Gerateinformationen unter dem Abschnitt
Hardware-Bestandsaufnahme an.

Ein Ereignis wird im Lifecycle Controller-Protokoll protokolliert, wenn:

das Gerét sich im automatischen oder iDRAC-Modus befindet und das USB-Ger&t angeschlossen oder entfernt wird
der USB-Verwaltungsanschlussmodus geandert wird

das Geréat automatisch von iDRAC auf BS schaltet

das Geréat von iDRAC oder dem Betriebssystem ausgeworfen wird.
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Wenn ein Gerét seine Leistungsanforderungen an die Stromversorgung Ubersteigt, wie von USB-Spezifikation erlaubt, wird das Gerat
getrennt, und ein Uberstromereignis wird mit den folgenden Eigenschaften generiert:

Kategorie: , Systemfunktionszustand”

Typ: USB-Gerat

Schweregrad: Warnung

Zulassige Benachrichtigungen: E-Mail, SNMP-Trap, Remote Syslog- und WS-Ereignisse
Maf3nahmen: Keine

Eine Fehlermeldung wird angezeigt, und im Lifecycle Controller-Protokoll protokolliert wenn:

e Sie versuchen, den USB-Verwaltungsanschluss ohne Benutzerberechtigung fur die Serversteuerung zu konfigurieren.
e Ein USB-Gerét wird von iDRAC verwendet und Sie versuchen, den USB-Verwaltungsanschlussmodus zu &ndern.
e FEin USB-Gerat wird von iDRAC verwendet und Sie entfernen das Gerat.

Konfigurieren der USB-Verwaltungsschnittstelle tiber die Webschnittstelle

So konfigurieren Sie die USB-Schnittstelle:
1. Navigieren Sie in der IDRAC-Webschnittstelle zu iDRAC-Einstellungen > Einstellungen > Verwaltungs-USB-Einstellungen.
2. Die USB-Verwaltungsschnittstelle wird aktiviert.

3. Wahlen Sie im Drop-down-Men( Uber iDRAC verwaltet: USB-SCP-Konfiguration Optionen zur Konfiguration eines Servers,
indem Sie auf einem USB-Laufwerk gespeicherte Serverkonfigurationsprofil-Dateien importieren:

o Deaktiviert

e Nur aktiviert, wenn der Server standardméaflige Anmeldeinformationseinstellungen hat

e Nur fiir komprimierte Konfigurationsdateien aktiviert

e Aktiviert

Weitere Informationen zu den Feldern finden Sie in der iDRAC-Online-Hilfe.

@ ANMERKUNG: iDRAC9 ermdglicht Ihnen, die komprimierte Datei mit einem Kennwort zu schitzen, nachdem Sie ,,Nur flr
komprimierte Konfigurationsdateien aktiviert” ausgewahlt haben, um die Datei vor dem Import zu komprimieren. Sie kdnnen ein
Kennwort eingeben, um die Datei zu schitzen, indem Sie die Option ,,Kennwort fur Zip-Datei* verwenden.

4. Klicken Sie auf Anwenden, um die Einstellungen zu Gbernehmen.

Konfigurieren der USB-Verwaltungsschnittstelle iiber RACADM

Zum Konfigurieren der USB-Verwaltungsschnittstelle verwenden Sie die folgenden RACADM-Unterbefehle und -Objekte:
e So zeigen Sie den Status der USB-Schnittstelle an:

racadm get i1iDRAC.USB.PortStatus

e So zeigen Sie die Konfiguration der USB-Schnittstelle an:

racadm get 1DRAC.USB.ManagementPortMode

e So zeigen Sie die USB-Geréatebestandsaufnahme an:

racadm hwinventory

e So richten Sie die Konfiguration von Uberstromalarm ein:

racadm eventfilters

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Konfigurieren der USB-Verwaltungsschnittstelle iiber das Dienstprogramm fur
iDRAC-Einstellungen

So konfigurieren Sie die USB-Schnittstelle:
1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Medien und USB-Schnittstelleneinstellungen.
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Die Seite iDRAC-Einstellungen fiir Media und USB-Schnittstelleneinstellungen wird angezeigt.

2. Wahlen Sie vom Drop-Down-Ment iDRAC-Direct: USB-Konfigurations-XML die Optionen zur Konfiguration eines Servers, indem
Sie das Server-Konfigurationsprofil auf einem USB-Laufwerk speichern:

e Deaktiviert

e Aktiviert, wenn der Server nur standardmiflige Anmeldeinformationseinstellungen besitzt
e Nur fir komprimierte Konfigurationsdateien aktiviert

e Aktiviert

Weitere Informationen zu den verfiigbaren Feldern finden Sie in der iDRAC Settings Utility Online Help (Online-Hilfe des
Dienstprogramms fur iDRAC-Einstellungen).

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefdlich auf Ja. Die Einstellungen sind damit gespeichert.

Importieren des Serverkonfigurationsprofils vom USB-Gerat

Stellen Sie sicher, dass Sie im Stammverzeichnis des USB-Geréts ein Verzeichnis mit dem Namen System Configuration XML
erstellen, in dem sowohl die Konfigurations- als auch die Steuerungsdateien enthalten sind:
e Das Serverkonfigurationsprofil (SCP) befindet sich im Unterverzeichnis System Configuration XML des Stammverzeichnisses
des USB-Geréts. Diese Datei enthélt alle Attributwert-Paare des Servers. Dazu gehdren Attribute von iDRAC, PERC,
RAID und BIOS. Sie kénnen diese Datei bearbeiten, um Attribute auf dem Server zu konfigurieren. Der Dateiname
kann <servicetag>-config.xml, <servicetag>-config. json, <modelnumber>-config.xml, <modelnumber>-
config.json, config.xml oder config. json lauten.

e Steuerungsdatei — Schlief3t die Parameter zur Steuerung des Importvorgangs ein und verflgt nicht Gber die Attribute des iDRAC oder
einer anderen Komponente im System. Diese Steuerungsdatei enthélt die folgenden drei Parameter:

o ShutdownType — Ordentliches Herunterfahren, erzwungen, Kein Neustart.
o TimeToWait (in Sekunden) — mindestens 300 und héchstens 3600.
o EndHostPowerState — aktiviert oder deaktiviert.

Beispiel einer control.xml-Datei:

<InstructionTable>

<InstructionRow>
<InstructionType>Configuration XML import Host control Instruction
</InstructionType>
<Instruction>ShutdownType</Instruction>
<Value>NoReboot</Value>
<ValuePossibilities>Graceful, Forced, NoReboot</ValuePossibilities>

</InstructionRow>

<InstructionRow>
<InstructionType>Configuration XML import Host control Instruction
</InstructionType>
<Instruction>TimeToWait</Instruction>
<Value>300</Value>
<ValuePossibilities>Minimum value is 300 -Maximum value is

3600 seconds.</ValuePossibilities>

</InstructionRow>

<InstructionRow>
<InstructionType>Configuration XML import Host control Instruction
</InstructionType>
<Instruction>EndHostPowerState</Instruction>
<Value>On</Value>
<ValuePossibilities>On,O0ff</ValuePossibilities>

</InstructionRow>

</InstructionTable>

Sie missen zum Ausflhren dieses Vorgangs Uber die Berechtigung zur Serversteuerung verflgen.

ANMERKUNG: Wahrend des Imports des SCP verursacht eine Anderung der USB-Managementeinstellungen in der SCP-Datei SCP
einen fehlgeschlagenen Job oder einen Job, der mit Fehlern abgeschlossen wird. Sie kénnen die Attribute im SCP auskommentieren,
um Fehler zu vermeiden.

So importieren Sie das Server-Konfigurationsprofil vom USB-Geréat zu iDRAC:

1. Konfigurieren der USB-Verwaltungsschnittstelle
e Stellen Sie den USB-Verwaltungsanschlussmodus auf Automatisch oder iDRAC.
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e Stellen Sie iDRAC-Verwaltet: USB XML-Konfiguration auf Aktiviert mit Standard-Anmeldeinformationen oder Aktiviert
ein.

2. Setzen Sie den USB-Stick (der die Dateien configuration.xml und control.xml enthélt) in den IDRAC-USB-Anschluss ein.

@ ANMERKUNG: Bei Dateiname und Dateityp wird bei XML-Dateien zwischen Grof3- und Kleinschreibung unterschieden. Stellen
Sie sicher, dass beide in Kleinbuchstaben geschrieben sind.

3. Das Serverkonfigurationsprofil wird auf dem USB-Ger&t im Unterverzeichnis System Configuration XML des
Stammverzeichnisses des USB-Gerats ermittelt. Es wird in der folgenden Reihenfolge@rmittelt: B
® <servicetag>-config.xml / <servicetag>-config.json
® <modelnum>-config.xml / <modelnum>-config.json

e config.xml/ config.json

4. Ein Server-Import-Job wird gestartet.
Wenn das Profil nicht ermittelt wird, wird der Vorgang beendet.

Wenn iDRAC-Verwaltet: USB XML-Konfiguration auf Aktiviert mit Standard-Anmeldeinformationen eingestellt wurde und
das BIOS-Setup-Kennwort nicht Null ist, oder wenn eines der iDRAC-Benutzerkontos gedndert wurde, wird eine Fehlermeldung
angezeigt und der Vorgang wird beendet.

5. LCD-Bedienfeld und LED, falls vorhanden, zeigen den Status an, dass ein Import-Job gestartet wurde.

6. Wenn eine Konfiguration vorhanden ist, die bereitgestellt werden muss, und der Herunterfahren-Typ in der Steuerungsdatei auf
Kein Neustart festgelegt ist, missen Sie den Server neu starten, damit die Einstellungen konfiguriert werden. Andernfalls wird
der Server neu gestartet wird und die Konfiguration wird angewendet. Nur wenn der Server bereits ausgeschaltet war, wird die
bereitgestellte Konfiguration angewendet, und zwar auch dann, wenn die Option Kein Neustart festgelegt ist.

7. Nachdem der Import-Job abgeschlossen ist, zeigt die LCD/LED an, dass der Job abgeschlossen ist. Falls ein Neustart erforderlich ist,
zeigt die LCD den Job-Status ,,Unterbrochen — Warten auf Neustart® an.

8. Wenn das USB-Gerat weiterhin mit dem Server verbunden bleibt, wird das Ergebnis des Importvorgangs in der Datei results.xml
des USB-Geréts aufgezeichnet.

LCD-Meldungen

Wenn das LCD-Bedienfeld verfugbar ist, werden die folgenden Meldungen in einer Reihenfolge angezeigt:
Importieren — Wenn Sie das Server-Konfigurationsprofil aus dem USB-Gerat kopiert wird.

Anwenden — Wenn der Job ausgefthrt wird.

Abgeschlossen — Wenn der Job erfolgreich abgeschlossen wurde.

Mit Fehlern beendet — Wenn der Job mit Fehlern abgeschlossen wurde.

Fehlgeschlagen — Wenn der Job fehlgeschlagen ist.

We|tere Details finden Sie in der Ergebnis-Datei auf dem USB-Geréat.

S IF NSRS

Verhalten der LED-Blinkfunktion

Die USB-LED zeigt den Status einer Server-Konfigurationsprofiloperation an, die Gber den USB-Port ausgefuhrt wird. Diese LED ist
maoglicherweise nicht auf allen Systemen verfugbar.

Dauerhaft griin — Das Server-Konfigurationsprofil wird von dem USB-Gerat kopiert.

e Grin blinkend — Der Job wird ausgefuhrt.

e Gelb blinkend — Der Auftrag ist fehlgeschlagen oder mit Fehlern abgeschlossen.

e Dauerhaft grin — Der Job wurde erfolgreich abgeschlossen.

@ ANMERKUNG: Bei PowerEdge R840 und R940xa blinkt die USB-LED nicht, wenn ein Importvorgang tUber den USB-Anschluss
ausgefuhrt wird. Uberprifen Sie den Status des Vorgangs mit Hilfe der LCD-Anzeige.

Protokolle und Ergebnis-Datei

Die folgenden Informationen werden fur den Importvorgang protokolliert:
e Das automatische Importieren aus USB wird in der Lifecycle Controller-Protokolldatei protokolliert.

e Wenn das USB-Gerét eingesetzt bleibt, werden die Job-Ergebnisse in der Ergebnis-Datei, die sich im USB-Stick befindet,
aufgezeichnet.
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Eine Ergebnis-Datei namens Results.xml wird im Unterverzeichnis mit den folgenden Informationen aktualisiert oder erstellt:

e Service-Tag-Nummer — Die Daten werden aufgezeichnet , nachdem der Importvorgang entweder eine Job-ID oder einen Fehler
zurtickgegeben hat.

Job-ID — Die Daten werden aufgezeichnet , nachdem der Importvorgang eine Job-ID zurlickgegeben hat.
Startdatum und Uhrzeit des Jobs — Die Daten werden aufgezeichnet , nachdem der Importvorgang eine Job-ID zuriickgegeben hat.

Status — Die Daten werden aufgezeichnet, wenn der Import-Vorgang einen Fehler zurlickgibt oder wenn die Job-Ergebnisse verfligbar
sind.
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Verwendung von Quick Sync 2

Mit Dell OpenManage Mobile auf einem Android- oder iOS-Mobilgerét kdnnen Sie problemlos direkt oder Uber OpenManage Essentials
oder die OpenManage Enterprise (OME)-Konsole auf den Server zugreifen. Es ermdglicht hnen, Serverdetails und Bestand zu

Uberprifen, LC- und Systemereignisprotokolle anzuzeigen, automatische Benachrichtigungen auf mobilen Geraten von einer OME-Konsole
aus zu empfangen, IP-Adressen zuzuweisen und das iDRAC-Passwort zu &ndern, wichtige BIOS-Attribute zu konfigurieren und
Korrekturmaf3nahmen wie erforderlich durchzufihren. Sie kdnnen auch einen Server aus- und wieder einschalten, auf die Systemkonsole
zugreifen oder auf die iDRAC-GUI zugreifen.

OMM kann kostenlos im Apple App Store oder im Google Play Store heruntergeladen werden.

Sie mussen die OpenManage Mobile-Anwendung auf dem mobilen Gerat installieren (unterstitzt mobile Gerate mit Android ab Version 5.0
und iOS ab Version 9.0), um den Server ber die iDRAC Quick Sync 2-Schnittstelle zu managen.

ANMERKUNG: Dieser Abschnitt wird nur auf den Servern angezeigt, auf denen sich das Quick Sync 2-Modul im linken Rackwinkel
befindet.

®| ANMERKUNG: Diese Funktion wird derzeit auf mobilen Geraten mit Android- oder iOS-Betriebssystem unterstitzt.

In der aktuellen Version ist diese Funktion fir alle PowerEdge-Server der 14. Generation verfugbar. Dazu sind das linke Bedienfeld von
Quick Sync 2 (integriert in den linken Rackwinkel) sowie Bluetooth Low Energy- (und optional WLAN-)féhige mobile Geré&te erforderlich.
Daher handelt es sich um ein Hardware-Upselling; die Funktionen sind nicht von der iDRAC-Softwarelizenzierung abhangig.

@ ANMERKUNG: Weitere Informationen zur Konfiguration von Quick Sync 2 in MX-Plattformsystemen finden Sie im
Benutzerhandbuch zu OpenManage Enterprise Modular und im Benutzerhandbuch fiir Dell OpenManage Mobile unter
dell.com/support/manuals.

Verfahren zur Konfiguration von iDRAC Quick Sync 2:

(i)| ANMERKUNG: Gilt nicht fiir MX-Plattformen.

Aktivieren Sie nach der Konfiguration der Schnellkonfiguration die Taste Quick Sync 2 auf dem linken Bedienfeld. Stellen Sie sicher, dass
die Quick Sync 2-LED leuchtet. Greifen Sie auf die Quick Sync 2-Informationen Uber ein mobiles Gerat zu (Android 5.0 bzw. iOS 9.0 oder
héher, OMM 2.0 oder hdher).

Mit dem OpenManage Mobile kdnnen Sie:

e Bestandsaufhahme-Informationen anzeigen
e Uberwachungsinformationen anzeigen
e Die grundlegende iDRAC-Netzwerkeinstellungen konfigurieren

Weitere Informationen zu OpenManage Mobile finden Sie unter Das Benutzerhandbuch fiir Dell OpenManage Mobile ist verfigbar auf der
Seite OpenManage-Handbucher..

Themen:

. Konfigurieren von iDRAC Quick Sync 2
*  Verwenden vom Mobilgerat zum Anzeigen von iDRAC-Informationen

Konfigurieren von iDRAC Quick Sync 2

Mithilfe der iDRAC-Webschnittstelle RACADM, WSMan und iDRAC Hlil kénnen Sie die iDRAC Quick Sync 2-Funktion konfigurieren, um auf
das mobile Gerat zugreifen zu konnen:

e Zugang — Konfigurieren auf ,Lese-/Schreibzugriff, ,Schreibgeschutzt” und , Deaktiviert”. , Lese-/Schreibzugriff* ist die
Standardeinstellung.

Zeitiiberschreitung — Konfigurieren auf , Aktiviert” oder , Deaktiviert”. ,Aktiviert” ist die Standardoption.

Zeitiiberschreitungsbegrenzung — Gibt an, nach welcher Zeit der Quick Sync 2-Modus deaktiviert wird. Standardmafig ist die
Option Minuten ausgewahlt. Der Standardwert ist 2 Minuten. Der Bereich liegt zwischen 2 und 60 Minuten.
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1. Wenn diese Option aktiviert ist, kdnnen Sie eine Zeit angeben, nach der der Quick Sync 2-Modus abgeschaltet wird. Driicken Sie
zum Einschalten die Taste erneut.

2. Deaktiviert — Der Zeitgeber I&sst nicht zu, dass Sie eine Zeitlberschreitungsperiode eingeben.
e Leseauthentifizierung — Auf , Aktiviert” eingestellt. Dies ist die Standardoption.
e WLAN - Auf ,Aktiviert” eingestellt. Dies ist die Standardoption.

Sie mussen die Berechtigung zur Serversteuerung besitzen, um diese Einstellungen konfigurieren zu kdnnen. Damit die Einstellungen
wirksam werden, ist kein Serverneustart erforderlich. Aktivieren Sie nach der Konfiguration die Schaltflache ,Quick Sync 2“ in der linken
Systemsteuerung. Stellen Sie sicher, dass die Quick Sync-Anzeigeleuchte leuchtet. Greifen Sie dann Uber ein mobiles Gerat auf die Quick
Sync-Informationen zu.

Wenn die Konfiguration gedndert wird, wird ein Eintrag im Lifecycle Controller-Protokoll eingetragen.

Konfigurieren von iDRAC Quick Sync 2-Einstellungen uber die
Weboberflache

Konfigurieren von iDRAC Quick Sync 2:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > iDRAC Quick
Sync.

2. Wahlen Sie im Abschnitt iDRAC Quick Sync im MenU Zugriff eine der folgenden Optionen fur den Zugriff auf das mobile Android-
oder iOS-Gerét aus:

e |esen-Schreiben
e Nur-Lesen
e Deaktiviert
3. Aktivieren Sie den Zeitgeber.
4. Legen Sie den Timeout-Wert fest.
Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

B. Klicken Sie auf Anwenden, um die Einstellungen zu Ubernehmen.

Konfigurieren von iDRAC Quick Sync 2-Einstellungen iiber RACADM

Zum Konfigurieren der iDRAC Quick Sync 2-Funktion verwenden Sie die racadm-Objekte in der System.QuickSync-Gruppe. Weitere
Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Konfigurieren der iDRAC Quick Sync 2-Einstellungen uber das
Dienstprogramm fir die iDRAC-Einstellungen

Konfigurieren von iDRAC Quick Sync 2:
1. Gehen Sie auf der iIDRAC-GUI zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > iDRAC Quick Sync.
2. ImiDRAC Quick Sync-Abschnitt:

e (Geben Sie die Zugriffsebene an.
e Aktivieren Sie Timeout.
e | egen Sie den benutzerdefinierten Timeout-Wert (120 Sekunden bis 3600 Sekunden) fest.

Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefdlich auf Ja.
Die Einstellungen werden angewendet.
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Verwenden vom Mobilgerat zum Anzeigen von iDRAC-
Informationen

Eine Anleitung zum Anzeigen von iDRAC-Informationen auf dem Mobilgerat finden Sie unter Das Benutzerhandbuch ftir Dell OpenManage
Mobile ist verfligbar auf der Seite OpenManage-Handbucher..
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Virtuelle Datentrager managen

iDRAC bietet virtuelle Datentréager mit HTML5-basiertem Client mit lokaler ISO- und IMG-Datei und UnterstUtzung fur Remote-ISO-
und IMG-Dateien. Der virtuelle Datentrager erméglicht dem verwalteten Server, auf Datentrégergerate der Management Station oder
auf ISO-CD/DVD-Images einer Netzwerkfreigabe zuzugreifen, als waren sie Geréte auf dem verwalteten Server. Sie bendtigen die
Berechtigung zur iDRAC-Konfiguration, um die Konfiguration zu &ndern.

Nachfolgend sind die konfigurierbaren Attribute aufgefuhrt:

Angeschlossene Datentréager aktiviert — aktiviert/deaktiviert
Verbindungsmodus — automatisch verbinden, verbunden und getrennt
Max. Sitzungen — 1

Aktive Sitzungen — 1

Virtuelle Datentragerverschlisselung — aktiviert (standardmafig)
Diskettenemulation — deaktiviert (standardmafig)

Einmaliges Starten — aktiviert/deaktiviert

Verbindungsstatus — verbunden/getrennt

Uber die Funktion fir den virtuellen Datentrager kénnen Sie die folgenden Schritte ausfihren:

e Remote auf Datentrager zugreifen, die Uber das Netzwerk mit einem Remote-System verbunden sind
e Anwendungen installieren

e Treiber-Update

e FEin Betriebssystem auf dem Managed System installieren

Hierbei handelt es sich um eine Lizenzfunktion fur Rack- und Tower-Server. Eine Sitzung ist mit Basislizenz flr diese Blade-Server
verflgbar: PowerEdge C6420, PowerEdge C6520, PowerEdge C6525 und PowerEdge M640.

Zentrale Funktionen:

Virtuelle Datentréger unterstttzen virtuelle optische Laufwerke (CD/DVD) und USB-Flash-Festplatten.
Sie kdnnen nur eine USB-Flash-Festplatte, ein Image oder einen Schitissel und nur ein optisches Laufwerk auf der Managementstation
mit einem verwalteten System verbinden. Unterstitzte optische Laufwerke umfassen maximal ein verfligbares optisches Laufwerk
oder eine einzige ISO-Imagedatei. Die folgende Abbildung zeigt ein typisches Setup flr einen virtuellen Datentréager.
Alle verbundenen virtuellen Datentrager emulieren ein physisches Laufwerk auf dem Managed System.

e Auf Windows-basierten, verwalteten Systemen werden die Laufwerke der virtuellen Datentrager automatisch geladen, wenn sie
angeschlossen und mit einem Laufwerksbuchstaben konfiguriert sind.

e Auf Linux-basierten Managed Systems mit bestimmten Konfigurationen werden die virtuellen Datentragerlaufwerke nicht automatisch
gemountet. Verwenden Sie zum manuellen Mounten der Laufwerke den Mount-Befehl.

e Alle Zugriffsanforderungen werden auf den virtuellen Datentréger vom verwalteten System Uber das Netzwerk zur Management
Station geleitet.

e Die virtuellen Geréate werden als zwei Laufwerke auf dem Managed System angezeigt, ohne dass der Datentréger auf den Laufwerken
installiert ist.

e Sie kdnnen zwar das (schreibgeschitzte) CD/DVD-Laufwerk zwischen zwei Managed Systems auf der Management Station
freigeben, nicht aber den USB-Datentréger.
Virtuelle Datentréger erfordern eine verflgbare Netzwerkbandbreite von mindestens 128 Kbit/s.
Wenn LOM- oder NIC-Failovers auftreten, wird die Sitzung fur den virtuellen Datentrager moglicherweise getrennt.

Nachdem Sie ein Virtual Media-Image Uber die virtuelle Konsole angehangt haben, wird das Laufwerk méglicherweise nicht im Windows-

Hostbetriebssystem angezeigt. Uberprifen Sie den Windows-Ger&te-Manager auf unbekannte Massenspeichergerate. Klicken Sie mit der

rechten Maustaste auf das unbekannte Gerat und aktualisieren Sie den Treiber oder wahlen Sie Treiber deinstallieren. Das Gerat wird von
Windows nach dem Trennen und Wiederverbinden von vMedia erkannt.

Virtuelle Datentrager managen 331



Managed System Management Station

f—/\ Remote CD/DVD/USB
: Network —
iDRAC 9 Server——-'ﬁ-“’\/\f’ REmotE FIonDy

Abbildung 4. Setup fiir den virtuellen Datentréager

Themen:

*  Unterstutzte Laufwerke und Geréte

*  Virtuellen Datentrager konfigurieren

*  Auf virtuellen Datentréger zugreifen

*  Einmalstart fir virtuelle Datentréger aktivieren
*  Remote-Dateifreigabe

«  Startreihenfolge tber das BIOS festlegen

e Zugriff auf Treiber

Unterstiitzte Laufwerke und Gerate

Die folgende Tabelle listet die Laufwerke auf, die durch den virtuellen Datentrager unterstitzt werden.

Tabelle 66. Unterstiitzte Laufwerke und Gerate

Laufwerk Unterstiitzte Speichermedien

Virtuelle optische Laufwerke e [SO-Imagedatei
o |IMG-Imagedatei

USB-Flash-Festplatten e USB-Schlissel-Image im ISO9660-Format

Virtuellen Datentrager konfigurieren

Konfigurieren von virtuellen Datentragern uber die iDRAC-
Webschnittstelle

So konfigurieren Sie die Einstellungen fiir den virtuellen Datentréger:
VORSICHT: Setzen Sie iDRAC nicht zuriick, wahrend Sie eine Sitzung mit einem virtuellen Datentréger ausfiihren.
Andernfalls kann es zu unerwiinschten Ergebnissen wie z. B. Datenverlust kommen.

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Virtuelle Datentrager > Verbundene Datentréger.
2. Geben Sie die erforderlichen Einstellungen ein. Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.
3. Kilicken Sie auf Anwenden, um die Einstellungen zu speichern.

Virtuelle Datentrager iiber RACADM konfigurieren

Verwenden Sie zum Konfigurieren des virtuellen Datentrégers den Befehl set mit den Objekten in der Gruppe iDRAC.VirtualMedia
group.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.
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Virtuelle Datentrager Uber das Dienstprogramm fur die iDRAC-
Einstellungen konfigurieren

Sie kdnnen virtuelle Datentrager Uber das Dienstprogramm fir die iDRAC-Einstellungen verbinden, trennen und automatisch verbinden.
Fuhren Sie dazu folgende Schritte durch:

1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Datentrager- und USB-Port-Einstellungen.
Die Seite iDRAC-Einstellungen fiir Media und USB-Schnittstelleneinstellungen wird angezeigt.

2. Wahlen Sie im Abschnitt Virtuelle Datentrager je nach Anforderung Trennen, Verbinden oder Automatisch verbinden aus.
Weitere Informationen zu den Optionen finden Sie in der Online-Hilfe des Dienstprogramms fiir die iDRAC-Einstellungen.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefdlich auf Ja.
Die Einstellungen des virtuellen Datentrégers werden konfiguriert.

Status des verbundenen Datentragers und Systemantwort

Die folgende Tabelle beschreibt die Systemantwort auf der Basis der Einstellungen des verbundenen Datentragers.

Tabelle 67. Status des verbundenen Datentriagers und Systemantwort

Status des verbundenen Systemreaktion

Datentragers

Trennen Image konnte dem System nicht zugeordnet werden.

Verbinden Der Datentrager wird verbunden, auch wenn die Client-Ansicht geschlossen wird.

Automatisch verbinden Der Datentrager wird verbunden, wenn die Client-Ansicht gedffnet wird. Er wird getrennt, wenn die
Client-Ansicht geschlossen wird.

Server-Einstellungen fiir das Anzeigen virtueller Gerate im virtuellen
Datentrager

Sie mussen die folgenden Einstellungen auf der Managementstation konfigurieren, damit leere Laufwerke angezeigt werden. Klicken Sie
dazu im Windows Explorer im Menl Organisieren auf Ordner- und Suchoptionen. Deaktivieren Sie auf der Registerkarte Ansicht die
Option Leere Laufwerke im Computerordner ausblenden und klicken Sie auf OK.

Auf virtuellen Datentrager zugreifen

Sie kdnnen mit oder ohne Verwendung der virtuellen Konsole auf virtuelle Datentrager zugreifen. Bevor Sie auf virtuelle Datentréager
zugreifen, stellen Sie sicher, dass Sie Ihre(n) Webbrowser konfigurieren.

Virtuelle Datentrager und RFS schlief3en sich gegenseitig aus. Wenn die RFS-Verbindung aktiv ist und Sie versuchen, den virtuellen
Datentrager-Client zu starten, wird die folgende Fehlermeldung angezeigt: Der virtuelle Datentrager steht derzeit nicht zur
Verfiigung. Eine virtuelle Datentrager- oder Remote-Dateifreigabe-Sitzung wird gerade ausgefiihrt.

Virtuelle Datentréger und RFS schlief3en sich gegenseitig aus. Wenn die RFS-Verbindung aktiv ist und Sie versuchen, den virtuellen
Datentrager-Client zu starten, wird die folgende Fehlermeldung angezeigt: Virtual Media is currently unavailable. A
Virtual Media or Remote File Share session is in use. If virtual media connected first then user
can able to connect RFS1 also.

Wenn die RFS-Verbindung nicht aktiv ist und Sie versuchen, den virtuellen Datentrager-Client zu starten, wird der Client erfolgreich
gestartet. Sie kdnnen dann den virtuellen Datentréger-Client dazu verwenden, Geréte und Dateien den virtuellen Datentragern
zuzuweisen.

Eine .img-Datei, die Uber virtuelle Konsole > virtuelle Datentrdger oder eigenstandige virtuelle Datentrdager zugeordnet ist,
unterstitzt keine Schreibvorgénge im Host-Betriebssystem.

Virtuellen Datentrager uber die virtuelle Konsole starten

Bevor Sie den virtuellen Datentrager Uber die virtuelle Konsole starten kénnen, missen Sie Folgendes sicherstellen:
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e Die virtuelle Konsole ist aktiviert.

e Das System ist so konfiguriert, dass leere Laufwerke eingeblendet werden. Gehen Sie im Windows Explorer zu Ordneroptionen,
deaktivieren Sie das Kontrollkdstchen Leere Laufwerke im Ordner ,,Computer“ ausblenden, und klicken Sie auf OK.

So greifen Sie tber die virtuelle Konsole auf den virtuellen Datentrager zu:

1. Navigieren Sie in der iDRAC-Webschnittstelle zu Konfiguration > Virtuelle Konsole.
Daraufhin wird die Seite Virtuelle Konsole angezeigt.

2. Kilicken Sie auf Virtuelle Konsole starten.
Der Virtuelle Konsole-Viewer wird gestartet.

3. Klicken Sie auf Virtueller Datentrager > Virtuellen Datentrdger verbinden.
Die Sitzung des virtuellen Datentragers wird hergestellt, und das Menu Virtueller Datentrager zeigt die Liste der fUr die Zuordnung
verflgbaren Geréate an.
ANMERKUNG: Das Fenster Virtuelle Konsole-Viewer muss wahrend des Zugriffs auf den virtuellen Datentrager aktiviert

bleiben.

Virtuelle Datentrager ohne virtuelle Konsole starten

Bevor Sie den virtuellen Datentrager starten, wenn die Virtuelle Konsole deaktiviert ist, stellen Sie sicher, dass das System so konfiguriert
ist, dass leere Laufwerke eingeblendet werden. Gehen Sie dazu im Windows Explorer zu Ordneroptionen, deaktivieren Sie die Option
Leere Laufwerke im Ordner ,,Computer* ausblenden und klicken Sie auf OK.

So greifen Sie auf den virtuellen Datentrager bei deaktivierter virtueller Konsole zu:

1. Navigieren Sie in der IDRAC-Weboberflache zu Konfiguration > Virtuelle Datentrager.
2. Kiicken Sie auf Virtuelle Datentrager verbinden.

Alternativ kdnnen Sie die virtuellen Datentrager auch anhand folgender Schritte starten:

1. Gehen Sie zu Konfiguration > Virtuelle Konsole.
2. Kilicken Sie auf Virtuelle Konsole starten. Die folgende Meldung wird angezeigt:

Virtual Console has been disabled. Do you want to continue using Virtual Media redirection?

3. Kilicken Sie auf OK. Daraufhin wird das Fenster Virtuelle Datentrager angezeigt.
4. Kilicken Sie im Men( Virtuelle Datentrager auf CD/DVD zuordnen oder auf Wechseldatentrager zuordnen. Weitere
Informationen finden Sie im Abschnitt Virtuelles Laufwerk zuordnen.

5. Die Statistik fiir virtuelle Datentréger zeigt die Liste der Ziellaufwerke, ihre Zuordnung, ihren Status (schreibgeschitzt oder nicht),
die Verbindungsdauer, die Lese/Schreib-Bytes und die Ubertragungsrate an.

ANMERKUNG: Die Laufwerksbuchstaben der virtuellen Komponente auf dem verwalteten System entsprechen nicht den
Buchstaben des physischen Laufwerks auf der Management Station.

@ ANMERKUNG: Der virtuelle Datentrager funktioniert u. U. nicht ordnungsgemaf3 auf Systemen mit Windows-Betriebssystem, die
mit Internet Explorer Enhanced Security konfiguriert wurden. Um dieses Problem zu 16sen, schlagen Sie in der Dokumentation zum
Microsoft-Betriebssystem nach oder wenden Sie sich an den Systemadministrator.

Images von virtuellen Datentragern hinzufugen

Sie kdnnen ein Datentrager-Image des Remote-Ordners erstellen und dieses als USB-angeschlossenes Geréat im Serverbetriebssystem
mounten. So fligen Sie Images virtueller Datentréger hinzu:

1. Klicken Sie auf Virtueller Datentréger > Abbild erstellen....

2. Kilicken Sie im Feld Quellordner auf Durchsuchen und navigieren Sie zu der Datei oder dem Verzeichnis, die/das als Quelle fur die
Imagedatei verwendet werden soll. Die Imagedatei befindet sich auf der Managementstation oder auf Laufwerk C: des verwalteten
Systems.

3. Der Standardpfad zur Speicherung der erstellen Imagedateien (normalerweise das Desktop-Verzeichnis) wird im Feld
Imagedateiname angezeigt. Um diesen Speicherort zu andern, klicken Sie auf Durchsuchen und navigieren Sie zum Speicherort.

4. Klicken Sie auf Abbild erstellen.

Die Abbilderstellung beginnt. Falls der Standort der Abbilddatei sich innerhalb des Quellordners befindet, wird eine Warnmeldung
angezeigt, die besagt, dass die Abbilderstellung nicht fortgesetzt werden kann, weil der Standort der Abbilddatei im Quellordner
eine Endlosschleife verursacht. Falls sich der Standort der Abbilddatei nicht im Quellordner befindet, kann die Erstellung des Abbilds
fortgesetzt werden.
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Nach der Erstellung des Abbildes wird eine Erfolgsmeldung angezeigt.
5. Kilicken Sie auf Fertigstellen.

Das Abbild wird erstellt.

Wenn ein Ordner als Image hinzugefiigt wird, wird eine .img-Datei auf dem Desktop der Managementstation erstellt, auf der diese
Funktion verwendet wird. Wenn diese .img-Datei verschoben oder geldscht wird, funktioniert der entsprechende Eintrag flr diesen
Ordner im Meni Virtuelle Datentrager nicht. Es wird daher empfohlen, die .img-Datei nicht zu verschieben oder zu I6schen
wéhrend das Image verwendet wird. Die .img-Datei kann jedoch entfernt werden, nachdem die Auswahl des entsprechenden
Eintrags aufgehoben und der Eintrag dann Uber Image entfernen entfernt wurde.

Details zum virtuellen Gerat anzeigen

Um die Details des virtuellen Geréts anzuzeigen, klicken Sie im Viewer der virtuellen Konsole auf Tools > Statistik. Im Fenster Statistik
werden im Abschnitt Virtuelle Datentrager die zugeordneten virtuellen Gerate und die Lese-/Schreibaktivitaten fur jedes Geréat
angezeigt. Wenn ein virtueller Datentréger angeschlossen ist, werden diese Informationen angezeigt. Wenn kein virtueller Datentréger
angeschlossen ist, wird die Meldung ,,Virtueller Datentrager ist nicht angeschlossen” angezeigt.

Wenn der virtuelle Datentréger ohne die virtuelle Konsole gestartet wird, dann wird der Abschnitt Virtuelle Datentrager als Dialogfeld
angezeigt, das Informationen zu den zugeordneten Geraten anzeigt.

USB-Gerat zuriicksetzen

So setzen Sie das USB-Geréat zurlck:

1. Klicken Sie im Viewer der virtuellen Konsole auf Tools > Statistik.
Das Fenster Statistik wird angezeigt.

2. Kilicken Sie unter Virtueller Datentragerauf USB-Reset.
Es wird eine Meldung angezeigt, Uber die der Nutzer gewarnt wird, dass sich das Zurlicksetzen der USB-Verbindung auf den
gesamten Input fir das Zielgerat auswirken kann, einschlieflich des virtuellen Datentrégers und der Maus.

3. Klicken Sie auf Ja.

Das USB-Gerat wird zuriickgesetzt.
ANMERKUNG: Der virtuelle iDRAC-Datentrager wird nicht beendet, auch wenn Sie sich von der Sitzung fir die iDRAC-

Webschnittstelle abgemeldet haben.

Virtuelles Laufwerk zuordnen

So ordnen Sie das virtuelle Laufwerk zu:
@ ANMERKUNG: Bei der Verwendung von virtuellen Datentragern missen Sie Uber Administratorrechte verfligen, um eine

Betriebssystem-DVD oder eine USB-Flash-Festplatte (die mit der Verwaltungsstation verbunden ist) zuzuordnen. Um die Laufwerke
zuzuordnen, starten Sie IE als Administrator oder fugen Sie die iIDRAC-IP-Adresse zur Liste der vertrauenswirdigen Sites hinzu.

1. Um eine virtuelle Datentragersitzung vom Men( Virtueller Datentrager aus zu starten, klicken Sie auf Virtuellen Datentréager
verbinden.

FUr jedes Gerat, das fUr die Zuordnung vom Host-Server her bereit steht, wird ein Menlelement unter dem MenU Virtueller
Datentrager angezeigt. Das Menulelement wird nach dem Geratetyp benannt, wie z. B.:
e CD/DVD zuordnen
e Entfernbare Festplatte zuordnen
e Externes Geréat zuordnen
Die Option DVD/CD zuordnen kann fir ISO-Dateien verwendet werden und die Option Wechseldatentrager zuordnen kann
fur Images mit eHTML5-basierten virtuellen Datentrédgern verwendet werden. Die Option Externes Gerat zuordnen kann fir die
Zuordnung von physischen USB-Laufwerken verwendet werden.
@ ANMERKUNG:
e Sie kdnnen keine physischen Datentrager, wie USB-basierte Laufwerke, CDs oder DVSs, unter Verwendung der virtuellen
HTML5-Konsole zuordnen.
e Sie kdnnen USB-Schlussel nicht als virtuelle Datentrager-Laufwerke unter Verwendung der virtuellen Konsole/des virtuellen
Datentragers Uber eine RDP-Sitzung zuordnen.
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2.

e Sie kdnnen keine physischen Datentrager mit NTFS-Format in eHTML-Wechselmedien zuordnen, verwenden Sie FAT- oder
exFAT-Geréte.

Klicken Sie auf den Geréatetyp, den Sie zuordnen méchten.

@ ANMERKUNG: Die aktive Sitzung zeigt an, ob eine virtuelle Datentrager-Sitzung von der gegenwartig aktiven
Weboberflachensitzung oder einer anderen Weboberflachensitzung aus aktiv ist.

Wahlen Sie im Feld Laufwerk/Abbilddatei das Gerat aus der Dropdown-Liste aus.

Die Liste enthélt alle verfiigbaren (nicht zugeordneten) Gerate, die Sie zuordnen kénnen (CD/DVD, Wechseldatentrager), und
Image-Dateitypen, die Sie zuordnen kdnnen (ISO oder IMG). Die Abbilddateien befinden sich im Standardverzeichnis fur Abbilddateien
(normalerweise dem Desktop des Nutzers). Falls das Gerat nicht in der Dropdown-Liste verfligbar ist, klicken Sie auf Durchsuchen,
um das Gerat anzugeben.

Der richtige Dateityp fur CD/DVD ist ISO und IMG fur Wechseldatentrager.

Wenn das Abbild im Standard-Dateipfad (Desktop) erstellt wird, wenn Sie die Option Wechseldatentrager zuordnen auswahlen, so
ist das erstellte Abbild zur Auswahl im Dropdown-MenU verfligbar.

Wenn das Abbild an einem anderen Speicherort erstellt wird und Sie die Option Entfernbare Festplatte zuordnen auswahlen, ist das
erstellte Abbild nicht zur Auswahl im Dropdown-MenU verflgbar. Klicken Sie auf Durchsuchen, um das Abbild anzugeben.

®|ANMERKUNG: Die Diskettenemulation wird im eHTMLS-Plug-in nicht unterstdtzt.

Wahlen Sie Nur-Lesen, um schreibbare Gerate als Nur-Lesen zuzuordnen.

Fur CD/DVD-Geréate ist diese Option standardmafig aktiviert, und Sie kdnnen sie nicht deaktivieren.
@ ANMERKUNG: Wenn Sie fur die Zuordnung die virtuelle, HTML5-basierte Konsole verwenden, werden ISO- und IMG-Dateien als
schreibgeschutzte Dateien zugeordnet.

Klicken Sie auf Gerat zuordnen, um das Gerat dem Host-Server zuzuordnen.

Nach der Zuordnung des Gerats/der Datei &ndert sich der Name des zugehorigen Menlelements Virtueller Datentrager, um den
Geratenamen anzugeben. Falls das CD/DVD-Gerét beispielsweise einer Abbilddatei mit Namen foo. i so zugeordnet ist, dann wird
das CD/DVD-Menuelement im Menu , Virtueller Datentréger” foo.iso auf CD/DVD zugeordnet genannt. Ein Hakchen bei diesem
MenUelement gibt an, dass es zugeordnet ist.

Korrekte virtuelle Laufwerke fur die Zuordnung anzeigen

Auf einer Linux-basierten Managementstation zeigt das Client-Fenster des virtuellen Datentrégers moglicherweise Wechseldatentrager
an, die nicht Teil der Managementstation sind. Um sicherzustellen, dass die richtigen virtuellen Laufwerke fur die Zuordnung verfugbar
sind, mussen Sie die Porteinstellung fur die angeschlossene SATA-Festplatte aktivieren. Fiihren Sie dazu folgende Schritte durch:

1.

Starten Sie das Betriebssystem auf der Managementstation neu. Dricken Sie wahrend des POST <F2>, um das System-Setup
aufzurufen.

Navigieren Sie zu SATA-Einstellungen. Die Portdetails werden angezeigt.
Aktivieren Sie die Schnittstellen, die derzeit tatsachlich vorhanden und mit der Festplatte verbunden sind.

Greifen Sie auf das Client-Fenster des virtuellen Datentragers zu. Es zeigt die korrekten Laufwerke an, die zugeordnet werden
kdnnen.

Leeren des Java-Cache

Im Falle unerwarteter Fehler bei der Verwendung von USB leeren Sie bitte den Java-Cache. Fuhren Sie die folgenden Schritte aus, um den
Java-Cache zu leeren:

1.

Klicken Sie im Java-Bedienfeld auf der Registerkarte Allgemein im Abschnitt Temporéare Internetdateien auf Einstellungen. Das
Dialogfeld Einstellungen fiir temporare Dateien wird angezeigt.

Klicken Sie im Dialogfeld , Einstellungen fur temporére Dateien” auf Dateien I6schen.

Das Dialogfeld Dateien und Anwendungen léschen wird angezeigt.

Klicken Sie im Dialogfeld Dateien und Anwendungen I6schen auf OK. Dadurch werden alle heruntergeladenen Anwendungen und
Applets aus dem Cache geldscht.

Klicken Sie im Dialogfeld Einstellungen fiir temporére Dateien auf OK. Wenn Sie eine bestimmte Anwendung und ein bestimmtes
Applet aus dem Cache léschen mdchten, klicken Sie auf die Optionen ,,Anwendung anzeigen® bzw. , Applet anzeigen®.
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Zuordnung fur virtuelles Laufwerk aufheben

So heben Sie die Zuordnung fiir ein virtuelles Laufwerk auf:

1. Wahlen Sie im Menu Virtuelle Datentrager einen der folgenden Schritte aus:
e Klicken Sie auf das Gerat, dessen Zuweisung aufgehoben werden soll.
e Kilicken Sie auf Virtuelle Datentrédger trennen.
Es wird eine Meldung angezeigt, die um Bestatigung bittet.

2. Kiicken Sie auf Ja.
Das Hékchen fir das Menulelement wird nicht angezeigt, was bedeutet, dass es dem Host-Server nicht zugeordnet ist.
@ ANMERKUNG: Nach dem Aufheben der Zuordnung eines an vKVM angeschlossenen USB-Gerats von einem Client-System mit
Macintosh-Betriebssystem aus steht das nicht zugeordnete Gerat auf dem Client eventuell nicht zur Verfiigung. Starten Sie das
System neu oder mounten Sie das Gerat manuell auf dem Client-System, um das Gerat anzuzeigen.

@ ANMERKUNG: Um die Zuordnung eines virtuellen DVD-Laufwerks auf einem Linux-Betriebssystem aufzuheben, unmounten Sie das
Laufwerk und werfen Sie es aus.

Einmalstart fur virtuelle Datentrager aktivieren

Sie kénnen die Startreihenfolge fur den Start nur einmal &ndern, nachdem Sie das virtuelle Remote-Datentragergerét verbunden haben.
Bevor Sie die Einmalstart-Option aktivieren, missen Sie Folgendes sicherstellen:

e Sie verflgen Uber die Berechtigung Nutzer konfigurieren.

e Ordnen Sie die lokalen oder virtuellen Laufwerke (CD/DVD, Floppy oder das USB-Flash-Gerat) dem startfahigen Datentrager oder
dem Image Uber die Optionen fir den virtuellen Datentrager zu.

e Der virtuelle Datentrager befindet sich im Status Verbunden, damit die virtuellen Laufwerke in der Startsequenz angezeigt werden.
So aktivieren Sie die Einmalstartoption und starten das Managed System Uber den virtuellen Datentrager:

Gehen Sie in der IDRAC-Web-Schnittstelle zu Ubersicht > Server > Verbundener Datentriger.
Waéhlen Sie unter Virtueller Datentrager die Option Einmalstart aktivieren aus, und klicken Sie dann auf Anwenden.

1.
2
3. Schalten Sie das Managed System ein und driicken Sie <F2> wahrens des Startens.
4. Andern Sie die Startreihenfolge zum Starten vom virtuellen Datentragergerat.

5

Starten Sie den Server neu.
Das Managed System startet einmalig vom virtuellen Datentrager.

Remote-Dateifreigabe

Diese Funktion ist nur mit einer iDRAC Enterprise- oder Datacenter-Lizenz verfugbar.
RFS-Mounts kénnen Schreibattributdnderungen lesen und werden nur von racadm/redfish unterstitzt.

@ ANMERKUNG: Stellen Sie vor der Verwendung von RFS sicher, dass Sie Uber eine minimale Netzwerkbandbreite von 1 MB/s
verfugen.

Remote-Dateifreigabe 1 (RFS1)
Die Funktion Remote-Dateifreigabe 1 (RFS1) verwendet die Implementierung virtueller Medien in iDRAC.

Wenn eine Abbilddatei unter Verwendung der RFS1-Funktion bereitgestellt wird, sind beide virtuellen Laufwerke der virtuellen Datentrager
flr das Hostbetriebssystem sichtbar. Wenn eine .img-Datei zugeordnet ist, wird das virtuelle Disketten-/Festplattenlaufwerk verwendet,
um die Abbilddatei dem Betriebssystem vorzulegen. Wenn eine .iso-Datei zugeordnet ist, wird das virtuelle CD/DVD-Laufwerk verwendet,
um die Abbilddatei dem Betriebssystem vorzulegen. Das nicht verwendete virtuelle Laufwerk erscheint flr das Betriebssystem als leeres
Laufwerk. Der Client fUr virtuelle Datentrager kann Abbilder oder Festplatten beiden virtuellen Laufwerken zuordnen, aber RFS kann nur
eines auf einmal verwenden. RFS und Funktionen des virtuellen Datentrégers schlief3en sich gegenseitig aus.

@ ANMERKUNG:

e RFS1erscheint je nach verbundenem Bild als virtuelles optisches Laufwerk oder Diskettenlaufwerk, wenn keine aktive virtuelle
Datentrager-Sitzung vorhanden ist.
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e RFS1erscheint als virtuelle Netzwerkdatei 1, wenn eine aktive virtuelle Datentrager-Sitzung vorhanden ist, da das virtuelle
optische Laufwerk und die virtuellen Diskettenlaufwerke mit virtuellen Datentrédgern aufgebraucht werden.

Alle erforderlichen Informationen eingeben und auf Verbinden klicken, um die Remote-Dateifreigabe 1 anzuschlief3en. Fur die Trennung
von der Remote-Dateifreigabe 1 auf Trennen klicken. Weitere Informationen zu den erforderlichen Feldinformationen finden Sie in der
Online-Hilfe in der iDRAC-UL.

@ ANMERKUNG:

e Der iDRAC-Timeout fir RFS-Verbindung betrégt 55 Sekunden. Wenn eine Verbindung langer als 55 Sekunden dauert, wird
maoglicherweise ein Timeout-Fehler angezeigt.

e Grundlegende Authentifizierung und Digest-Authentifizierung fur HTTP/HTTPS-Freigaben werden unterstitzt.

e Verbinden ist deaktiviert, wenn die RFS-Funktion nicht lizenziert ist. Die Option Trennen ist unabhéngig vom Lizenzstatus immer
verflgbar. Klicken Sie auf Trennen, um eine bestehende RFS-Verbindung zu trennen.

Szenarien

e Falls der virtuelle Datentrager-Client nicht gestartet wurde und Sie versuchen, eine RFS-Verbindung herzustellen, wird die Verbindung
hergestellt, und das Remote-Abbild steht dem Hostbetriebssystem zur Verfigung.

e Falls die RFS-Verbindung nicht aktiv ist und Sie versuchen, den virtuellen Datentrager-Client zu starten, wird der Client erfolgreich
gestartet. Sie kdnnen dann den virtuellen Datentrager-Client dazu verwenden, Geréte und Dateien den virtuellen Datentragern
zuzuweisen.

Wenn die RFS1-Sitzung aktiv ist und Sie versuchen, eine vMedia-Verbindung herzustellen, wird die vMedia-Verbindung verweigert.
Wenn der Client des virtuellen Datentragers aktiv ist und Sie versuchen, eine RFS-Verbindung herzustellen, ist es moglich, dass das
virtuelle optische Laufwerk/virtuelle Diskettenlaufwerk, das virtuellen Datentragern und der virtuellen Netzwerkdateil zugewiesen ist,
RFS zugewiesen wird.

Remote-Dateifreigabe 2 (RFS2)
RFS2 wird nur ab Version 6.00.02.00 unterstitzt.

®| ANMERKUNG: RFS2 wird fur PowerEdge R6415-, PowerEdge R7415- und PowerEdge R7425-Server nicht unterstutzt.

Die Remote-Dateifreigabe 2 (RFS2) ist unabhangig von der RFS1 und virtuellen Datentrdgern. Die RFS2 verfligt Uber eine eigene

Kopie von Attributen unabhangig von der RFS1. Die RFS2 Image-Option verhélt sich wie die vorhandene RFS1 auf allen iDRAC-
Schnittstellen. Beide kdnnen unabhangig voneinander verbunden/getrennt werden. RFS2 wird Uber die Attribute , Aktiviert/Deaktiviert”
und ,,Verbindungsmodus RFS2" gesteuert.

Um mit der virtuellen Netzwerkdatei 2 (RFS2) zu starten, wahlen Sie Virtuelle Netzwerkdatei 2 aus den Startoptionen aus. Der
einmalige Start des virtuellen Datentragers hat keine Auswirkungen auf die RFS2, wenn diese Option aktiviert ist.

Geben Sie die erforderlichen Informationen ein und klicken Sie auf Verbinden, um eine Verbindung zu RFS2 herzustellen, und klicken Sie
auf Trennen, um die Verbindung zu RFS2 zu trennen.

Wenn Sie ein HTTPS-Zertifikat in RFS1 hochladen/I6schen, wird das Zertifikat auch in RFS2 hochgeladen/geldscht. Da dieses Zertifikat
fur die iIDRAC-Identitat bestimmt ist und fiir mehrere RFS- oder freigegebene Verbindungen gleich bleibt.

Der Verbindungsstatus fur RFS ist im iDRAC-Protokoll verfugbar. Wenn eine Verbindung hergestellt wurde, wird ein Gber RFS
bereitgestelltes virtuelles Laufwerke nicht getrennt, selbst wenn Sie sich beim iDRAC abmelden. Die RFS-Verbindung wird beendet,

wenn der iDRAC zurtickgesetzt wird oder die Verbindung zum Netzwerk abbricht. Die Webschnittstelle und Befehlszeilenoptionen zum
Schlief3en einer RFS-Verbindung in CMCOME Modular und in iDRAC ebenfalls verflgbar. Die RFS-Verbindung vom CMC hebt immer eine
bestehende RFS-Bereitstellung im iDRAC auf.

Wenn Sie die iDRAC-Firmware wahrend einer aktiven RFS-Verbindung aktualisieren und gleichzeitig der Virtual Media-Attach-Modus
auf Anhangen oder Automatisch anhdngen gesetzt ist, versucht iDRAC, die RFS-Verbindung erneut herzustellen, nachdem das
Firmwareupdate abgeschlossen ist und iDRAC neu gestartet wird.

Wenn Sie die IDRAC-Firmware wéhrend einer aktiven RFS-Verbindung aktualisieren und gleichzeitig der Virtual Media-Attach-Modus auf

Entfernen gesetzt ist, versucht iDRAC nicht, die RFS-Verbindung erneut herzustellen, nachdem das Firmwareupdate abgeschlossen ist

und iDRAC neu gestartet wird.

@ ANMERKUNG:

e CIFS und NFS unterstutzen IPv4- und IPv6-Adressen.

e Beim Herstellen einer Verbindung zu einer Remote-Dateifreigabe unter Verwendung von IPv6 durch die Angabe eines FQDN,
muss IPv4 auf dem HTTPS-Server deaktiviert sein.

e Wenn der iDRAC sowohl mit IPv4 als auch mit IPv6 konfiguriert ist, kann der DNS-Server Datensétze enthalten, die den
iDRAC-Hostnamen beiden Adressen zuordnen. Wenn die IPv4-Option in iDRAC deaktiviert ist, kann iDRAC méglicherweise
nicht auf die externe IPv6-Freigabe zugreifen. Dies liegt daran, dass der DNS-Server eventuell noch IPv4-Eintrage enthalt und
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die DNS-Namensauflésung die IPv4-Adresse zurlickgeben kann. In solchen Féllen wird empfohlen, die IPv4-DNS-Eintrage vom
DNS-Server zu I6schen, wenn die IPv4-Option in iDRAC deaktiviert wird.

Wenn Sie CIFS verwenden und Teil einer Active Directory-Domane sind, geben Sie den Dom&nennamen mit der IP-Adresse im
Imagedatei-Pfad ein.

Wenn Sie von einer NFS-Freigabe auf eine Datei zugreifen, konfigurieren Sie die folgenden Freigabeberechtigungen. Diese
Berechtigungen sind erforderlich, da iDRAC-Schnittstellen im Nicht-Root-Modus ausgefuhrt werden.

o Linux: Stellen Sie sicher, dass die Freigabeberechtigungen mindestens auf Lesen fir das Konto Andere festgelegt wurden.

o Windows: Gehen Sie zur Registerkarte Sicherheit der Freigabeeigenschaften und fiigen Sie Jeder zum Feld Gruppen oder
Nutzernamen mit der Berechtigung Lesen und ausfiihren hinzu.

Wenn ESXi auf dem verwalteten System ausgeftihrt wird und Sie ein Floppy-Abbild (.img) Gber die Remote-Dateifreigabe
bereitstellen, ist das verbundene Floppy-Abbild auf dem ESXi-Betriebssystem nicht verfugbar.

Zwischen der iDRAC vFlash-Funktion und RFS besteht kein Zusammenhang.

Nur englische ASCII-Zeichen werden in den Dateipfaden der Netzwerkfreigabe unterstitzt.

Die Funktion zum Auswerfen des Betriebssystems wird nicht unterstiitzt, wenn virtuelle Medien tber RFS angeschlossen werden.
Die Funktion ,RFS tGber HTTP oder HTTPS* ist auf der CMC-Weboberflache nicht verfigbar.

RFS wird maglicherweise getrennt, wenn die iDRAC-IP-Adresse langer als 1 Minute nicht erreichbar ist. Versuchen Sie, erneut zu
mounten, sobald das Netzwerk aktiv ist.

Beim Angeben der Netzwerkfreigabe-Einstellungen wird empfohlen, fir Nutzername und Kennwort Sonderzeichen zu vermeiden
oder diese mit Prozentzeichen zu kodieren.

Die folgenden Zeichen werden fir die Felder Nutzername, Kennwort und Image-Dateipfad unterstitzt:
o A-Z

o az

o 0-9

o Sonderzeichen:._-?7<>/\:*| @

o Leerzeichen

Fur HTTP verwenden Sie nicht die folgenden Zeichen: ! @ # % /. Diese Zeichen werden mit anderen Freigabetypen unterstitzt.
Verwenden Sie jedoch zur Bewahrung der Kompatibilitat die empfohlenen Zeichen.

Ordner mounten iiber RFS

Ab iIDRAC-Version 6.10.00.00 unterstitzt iDRAC das Mounten von Ordnern direkt Gber RFS. Mit dieser Funktion kénnen Sie Ordner direkt
ohne Konvertierung an eine ISO/IMG-Datei anhangen.

@ ANMERKUNG:

Diese Funktion ist mit der iDRAC Enterprise- oder Datacenter-Lizenz verfugbar.

Die Ordneranbindung ist nur Uber NFS- und CIFS-Freigabe mdglich. HTTP/HTTPS-Freigaben werden nicht unterstutzt.

Die Grof3e des anzuhdngenden NFS-/CIFS-Ordners ist auf 1 GB und die maximale Anzahl der Unterordner auf 1.000 begrenzt.
Es ist nicht moglich, einen leeren Ordner zuzuordnen.

In den folgenden Szenarien wird erldutert, wie RFS1und RFS2 in der BIOS-Startreihenfolge aufgefihrt werden:

Szenario 1:

Wenn virtuelle Datentréager bereits Uber die virtuelle Konsole angeschlossen sind, meldet die BIOS-Startreihenfolge Geréate je nach
Image-Typ als virtuelles optisches oder virtuelles Diskettenlaufwerk. \Wenn ein RFS 1-Gerat angeschlossen ist, wird es in der
BIOS-Startreihenfolge als virtuelle Netzwerkdatei 1 gemeldet. Fir RFS 2-Gerate meldet die BIOS-Startreihenfolge dies als virtuelle
Netzwerkdatei 2.

Szenario 2:

Wenn kein virtueller Datentréger angeschlossen ist und Sie ein RFS 1-Gerat anschlief3en, meldet die BIOS-Startreihenfolge es je nach
Image-Typ als virtuelles optisches oder virtuelles Diskettenlaufwerk. \Wenn Sie ein RFS 2-Gerat anschlief3en, wird es in der BIOS-
Startreihenfolge als Virtuelle Netzwerkdatei 2 gemeldet.

Szenario 3

Wenn kein virtueller Datentrager verbunden ist und RFS1 verbunden ist:

e Virtuelles optisches Laufwerk fur ISO-Image
e \irtuelles Diskettenlaufwerk fir IMG-Image
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wird die virtuelle Datentragersitzung blockiert, wenn die RFS1-Sitzung aktiv ist.

Wenn ein virtueller Datentréger verbunden ist und RFS1 verbunden ist, wird RFS1 als virtuelle Netzwerkdatei 1 fur ISO/IMG-Image
aufgefthrt. Damit soll die Kompatibilitat mit vorhandenen vMedia und RFS aufrechterhalten werden, was jeweils nur eine Option zul3sst.
RFS2 wird unabhangig von virtuellen Medien und RFS1 als virtuelle Netzwerkdatei 2 aufgefuhrt.

Startreihenfolge lUber das BIOS festlegen

Uber das Dienstprogramm fiir die System-BIOS-Einstellungen kénnen Sie das Managed System so konfigurieren, dass es von virtuellen

optischen Laufwerken oder virtuellen Floppy-Laufwerken gestartet wird.

@ ANMERKUNG: Werden virtuelle Datentrager gedndert, wahrend sie verbunden sind, kann dies ggf. zum Anhalten der System-
Startsequenz fuhren.

So aktivieren Sie das Managed System fur den Startvorgang:

1. Starten Sie das verwaltete System.
2. Dricken Sie die Taste <F2>, um die Seite System-Setup aufzurufen.

3. Gehen Sie zu System-BIOS-Einstellungen > Starteinstellungen > BIOS-Starteinstellungen > Startsequenz.
Im Pop-up-Fenster werden die virtuellen optischen Laufwerke, virtuellen Diskettenlaufwerke, virtuelle Netzwerkdatei 1 und virtuelle
Netzwerkdatei 2 mit den Standardstartgeraten aufgefuhrt.

4. Stellen Sie sicher, dass das virtuelle Laufwerk aktiviert und als erstes Gerat mit startfahigen Datentragern aufgefihrt ist. Befolgen Sie
bei Bedarf die Anweisungen auf dem Bildschirm, um die Startreihenfolge zu &ndern.

5. Klicken Sie auf OK, navigieren Sie zurlick zur Seite mit den System-BIOS-Einstellungen, und klicken Sie dann auf Fertigstellen.
6. Klicken Sie auf Ja, um die Anderungen zu speichern und die Seite zu schlieBen.
Das verwaltete System wird neu gestartet.

Das verwaltete System versucht, basierend auf der Startreihenfolge von einem startfahigen Gerét zu starten. Wenn das virtuelle Gerat
verbunden ist und ein startfahiger Datentrager vorhanden ist, startet das System mit dem virtuellen Gerét. Andernfalls Ubersieht das
System das Gerét — ahnlich wie ein physisches Gerat ohne startféhige Datentrager.

Zugriff auf Treiber

Dell Power Edge-Server verfiigen im in den System integrierten Flash-Storage Uber alle unterstitzten Betriebssystemtreiber. Mit iDRAC
kdnnen Sie Treiber leicht zur Bereitstellung des Betriebssystems auf Ihrem Server mounten oder entfernen.

So mounten Sie die Treiber:
1. Navigieren Sie in der IDRAC-Webschnittstelle zu Konfiguration > Virtuelle Datentrager.

2. Klicken Sie auf Treiber mounten.
3. Wahlen Sie das Betriebssystem im Pop-up-Fenster aus und klicken Sie auf Treiber mounten.

®| ANMERKUNG: Die Zurverfigungstellung dauert standardmafig 18 Stunden.

So entfernen Sie die Treiber nach Fertigstellung des Mountvorgangs:

1. Gehen Sie zu Konfiguration > Virtuelle Datentréager.

2. Klicken Sie auf Treiber entfernen.

3. Klicken Sie im Pop-up-Fenster auf OK.

@ ANMERKUNG: Die Option Treiber mounten wird mdglicherweise nicht angezeigt, wenn das Treiberpaket auf dem System nicht
zur Verflgung steht. Stellen Sie sicher, dass Sie das neueste Treiberpaket Gber Dell Supportseite herunterladen und installieren.
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vFlash SD-Karte managen

@lANMERKUNG: vFlash wird auf AMD Platform-Servern unterstutzt.

Die vFlash SD-Karte ist eine SD-Karte (Secure Digital), die ab Werk bestellt und installiert werden kann. Sie kdnnen eine Karte mit maximal
16 GB Kapazitat verwenden. Nachdem Sie die Karte eingesetzt haben, missen Sie zum Erstellen und Managen von Partitionen die
vFlash-Funktion aktivieren. vFlash ist eine lizenzierte Funktion.

@ ANMERKUNG: Es gibt keine Beschrankung der Grof3e der SD-Karte. Sie kdnnen die werksseitig installierte SD-Karte 6ffnen und
durch eine SD-Karte mit héherer Kapazitét ersetzen. Da vFlash das FAT32-Dateisystem verwendet, ist die Dateigrofie auf 4 GB
beschrénkt.

Wenn die Karte im vFlash SD-Kartensteckplatz des Systems nicht erkannt wird, wird die folgende Fehlermeldung in der iDRAC-
Weboberflache unter Ubersicht > Server > vFlash angezeigt:

SD card not detected. Please insert an SD card of size 256MB or greater.

@ ANMERKUNG: Stellen Sie sicher, dass Sie nur eine mit vFlash kompatible SD-Karte in den iDRAC-vFlash-Kartensteckplatz
einsetzen. Wenn Sie eine nicht kompatible SD-Karte einsetzen, wird die folgende Fehlermeldung angezeigt, wenn Sie die Karte
initialisieren: Beim Initialisieren der SD-Karte ist ein Fehler aufgetreten.

Zentrale Funktionen:

Bereitstellung von Speicherplatz und Emulation von USB-Gerat(en).

Erstellung von bis zu 16 Partitionen. Diese Partitionen werden dem System, wenn angeschlossen, je nach ausgewahltem
Emulationsmodus als Diskettenlaufwerk, als Festplatte oder CD/DVD-Laufwerk bereitgestellt.

e FErstellung von Partitionen aus unterstUtzten Dateisystemtypen. Unterstltzt das .img-Format fir Floppy-Emulationstypen, das .iso-
Format fir CD/DVD-Emulationstypen und die Formate .iso- und .img fur Festplatten-Emulationstypen.

Erstellung von startfahigen USB-Geraten
Einmalstart auf ein emuliertes USB-Gerat

®

ANMERKUNG: Es kann vorkommen, dass eine vFlash-Lizenz wahrend eines vFlash-Vorgangs ablduft. Wenn dies der Fall ist,
werden die laufenden vFlash-Vorgéange normal abgeschlossen.

@lANMERKUNG: Wenn der FIPS-Modus aktiviert ist, kdnnen Sie keine vFlash-Aktionen ausfihren.
Themen:

»  Konfigurieren der vFlash-SD-Karte
»  vFlash-Partitionen managen

Konfigurieren der vFlash-SD-Karte

Bevor Sie vFlash konfigurieren, missen Sie sicherstellen, dass die vFlash-SD-Karte auf dem System installiert ist. Weitere Informationen
zum Installieren und Entfernen der Karte aus dem System finden Sie im Installations- und Service-Handbuch auf der Seite Handbiicher flir
PowerEdge.

@ ANMERKUNG: Sie mUssen Uber die Berechtigung fur den Zugriff auf virtuelle Datentréger verfiigen, um die vFlash-Funktion
aktivieren oder deaktivieren und die Karte initialisieren zu kénnen.

Eigenschaften der vFlash-SD-Karte anzeigen

Nachdem die vFlash-Funktion aktiviert wurde, kdnnen Sie die SD-Karteneigenschaften Uber die iDRAC-Webschnittstelle oder Uber
RACADM anzeigen.
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vFlash SD-Karteneigenschaften uiber die Web-Schnittstelle anzeigen

Um die Eigenschaften der vFlash-SD-Karte anzuzeigen, navigieren Sie auf der iDRAC-Weboberflache zu Konfiguration >
Systemeinstellungen > Hardwareeinstellungen > vFlash. Die Seite mit den Karteneigenschaften wird angezeigt. Weitere
Informationen zu den angezeigten Eigenschaften finden Sie in der iDRAC-Online-Hilfe.

vFlash SD-Karteneigenschaften iber RACADM anzeigen

Um die Eigenschaften der vFlash SD-Karte unter Verwendung von RACADM anzuzeigen, verwenden Sie den Befehl get mit den
folgenden Objekten:

iDRAC.vflashsd.AvailableSize
iDRAC.vflashsd.Health
iDRAC.vflashsd.Licensed
iDRAC.vflashsd.Size
iDRAC.vflashsd.WriteProtect

Weitere Informationen zu diesen Objekten finden Sie unter RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

vFlash SD-Karteneigenschaften liber das Dienstprogramm fiir die iDRAC-
Einstellungen anzeigen

Um die Eigenschaften der vFlash-SD-Karte anzuzeigen, gehen Sie im Dienstprogramm fiir die iDRAC-Einstellungen zu Datentrager-
und USB-Anschlusseinstellungen. Auf der Seite Datentrager- und USB-Anschlusseinstellungen werden die Eigenschaften

angezeigt. Weitere Informationen zu den angezeigten Eigenschaften finden Sie in der Online-Hilfe des Dienstprogramms fiir die
iDRAC-Einstellungen.

Aktivieren oder Deaktivieren der vFlash-Funktionalitat

Zum Ausfuhren der Partitionsverwaltung muss die vFlash-Funktionalitat aktiviert sein.

vFlash-Funktionen liber die Web-Schnittstelle aktivieren oder deaktivieren

So aktivieren oder deaktivieren Sie die vFlash-Funktion:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash.
Die Seite Eigenschaften der SD-Karte wird angezeigt.

2. Aktivieren oder deaktivieren Sie die Option vFLASH aktiviert. Ist eine vFlash-Partition verbunden, kénnen Sie die vFlash-Karte nicht
deaktivieren, und es erscheint eine Fehlernachricht.

®| ANMERKUNG: Wenn die vFlash-Funktion deaktiviert ist, werden die SD-Karteneigenschaften nicht angezeigt.

3. Klicken Sie auf Anwenden. Die vFlash-Funktion wird auf der Basis Ihrer Auswahl aktiviert oder deaktiviert.

vFlash-Funktionen iliber RACADM aktivieren oder deaktivieren

So aktivieren oder deaktivieren Sie die vFlash-Funktion Gber RACADM:
racadm set iDRAC.vflashsd.Enable [n]

n=0

Deaktiviert
n=1

Aktiviert

@ ANMERKUNG: Der RACADM-Befehl funktioniert nur, wenn eine vFlash-SD-Karte vorhanden ist. Wenn keine Karte vorhanden ist,
wird die folgende Meldung angezeigt: FEHLER: SD-Karte nicht vorhanden.
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vFlash-Funktionen liber das Dienstprogramm fiir die iDRAC-Einstellungen
aktivieren oder deaktivieren

So aktivieren oder deaktivieren Sie die vFlash-Funktion:

1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Datentrager- und USB-Port-Einstellungen.
Die Seite iDRAC-Einstellungen, Datentrager- und USB-Anschlusseinstellungen wird angezeigt.

2. Wahlen Sie im Abschnitt vFlash-Datentrager die Option Aktiviert aus, um die vFlash-Funktion zu aktivieren, oder wahlen Sie
Deaktiviert aus, um die vFlash-Funktion zu deaktivieren.

3. Klicken Sie auf Zuriick, dann auf Fertigstellen und schliefdlich auf Ja.
Die vFlash-Funktion wird auf der Basis lhrer Auswahl aktiviert oder deaktiviert.

vFlash SD-Karte initialisieren

Durch den Initialisierungsvorgang wird die SD-Karte neu formatiert, und die anfanglichen vFlash-Systeminformationen auf der Karte
werden konfiguriert.

®| ANMERKUNG: Wenn die SD-Karte schreibgeschutzt ist, wird die Option ,Initialisieren” deaktiviert.

vFlash SD-Karte tiber die Web-Schnittstelle initialisieren

So initialisieren Sie die vFlash SD-Karte:

1. Gehen Sie auf der IDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash.
Die Seite Eigenschaften der SD-Karte wird angezeigt.

2. Aktivieren Sie vFLASH, und klicken Sie auf Initialisieren.
Alle vorhandenen Inhalt werden entfernt, und die Karte wird mit den neuen vFlash-Systeminformationen formatiert.

Wenn eine vFlash-Partition verbunden wird, schlagt der Initialisierungsvorgang fehl, und es wird eine Fehlermeldung angezeigt.

Initialisieren der vFlash-SD-Karte mithilfe von RACADM

So initialisieren Sie die vFlash-SD-Karte mithilfe von RACADM:
racadm set iDRAC.vflashsd.Initialized 1

Samtliche vorhandenen Partitionen werden geléscht, und die Karte wird erneut formatiert.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

vFlash SD-Karte liber das Dienstprogramm fiir die IDRAC-Einstellungen
initialisieren

So initialisieren Sie die vFlash SD-Karte tber das Dienstprogramm fiir die iDRAC-Einstellungen:

1. Gehen Sie im Dienstprogramm fur die iDRAC-Einstellungen zu Datentrager- und USB-Port-Einstellungen.
Die Seite iDRAC-Einstellungen, Datentrager- und USB-Anschlusseinstellungen wird angezeigt.

2. Kiicken Sie auf vFlash initialisieren.
3. Kilicken Sie auf Ja. Der Initialisierungsvorgang wird gestartet.

4. Kiicken Sie auf Zuriick und navigieren Sie wieder zur Seite iDRAC-Einstellungen, Datentrager- und USB-
Anschlusseinstellungen, um die Erfolgsmeldung anzuzeigen.
Alle vorhandenen Inhalt werden entfernt, und die Karte wird mit den neuen vFlash-Systeminformationen formatiert.

Aktuellen Status liber RACADM abrufen

So rufen Sie den Status des zuletzt an die vFlash SD-Karte gesendeten Initialisierungsbefehls ab:
1. Offnen Sie eine SSH- oder serielle Konsole fur das System und melden Sie sich an.
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2. Geben Sie den folgenden Befehl racadm vFlashsd status ein.
Daraufhin wird der Status der an die SD-Karte gesendeten Befehle angezeigt.

3. Verwenden Sie zum Abrufen des aktuellen Status fUr alle vflash-Partitionen den folgenden Befehl: racadm vflashpartition
status -a

4. Um den letzten Status einer bestimmten Partition abzurufen, verwenden Sie den Befehl: racadm vflashpartition status
-i (index)

®| ANMERKUNG: Wenn iDRAC zurlckgesetzt wird, geht der Status des letzten Partitionsvorgangs verloren.

vFlash-Partitionen managen

Sie kdnnen die folgenden Schritte Uber die IDRAC-Web-Schnittstelle oder RACADM ausfiihren:

@ ANMERKUNG: Als Administrator kdnnen Sie alle Aufgaben auf den vFlash-Partitionen ausfuhren. Ansonsten bendtigen Sie die
Berechtigung Auf virtuelle Datentrager zugreifen, um die Inhalte auf der Partition erstellen, 16schen, formatieren, verbinden,
trennen oder kopieren zu kénnen.

Leere Partition erstellen

Partition unter Verwendung einer Imagedatei erstellen

Partition formatieren

Verfligbare Partitionen anzeigen

Partition modifizieren

Partitionen verbinden oder trennen

Vorhandene Partitionen léschen

Partitionsinhalte herunterladen

In eine Partition starten

@ ANMERKUNG: Wenn Sie auf den vFlash-Seiten auf eine beliebige Option klicken, wéhrend eine Anwendung wie WSMan, das
Dienstprogramm fur die iDRAC-Einstellungen oder RACADM vFlash verwendet oder wenn Sie zu einer anderen Seite auf der GUI
navigieren, zeigt IDRAC mdglicherweise die folgende Meldung an: vFlash is currently in use by another process.

Try again after some time

vFlash ist in der Lage, eine schnelle Partitionserstellung auszufihren, wenn keine anderen laufenden vFlash-Vorgange aktiv sind, z.
B. Formatieren, Partitionen verbinden, usw. Daher wird empfohlen, zunachst alle Partitionen zu erstellen, bevor Sie andere einzelne
Partitionsvorgéange durchfthren.

Leere Partition erstellen

Eine leere Partition, die mit dem System verbunden ist, verhalt sich ahnlich wie ein leeres USB-Flash-Laufwerk. Sie kbnnen leere
Partitionen auf einer vFlash-SD-Karte erstellen. Sie kénnen Partitionen des Typs Diskette oder Festplatte erstellen. Die Partitionstyp-CD
wird nur im Rahmen der Erstellung von Partitionen auf der Basis von Images unterstitzt.

Stellen Sie vor dem Erstellen einer leeren Partition Folgendes sicher:

dass Sie Uber die Berechtigung Zugriff auf virtuellen Datentréager verflgen.
Die Karte ist initialisiert.

Die Karte ist nicht schreibgeschutzt.

Auf der Karte wird kein Initialisierungsvorgang ausgefuhrt.

Leere Partition liber die Web-Schnittstelle erstellen

So erstellen Sie eine leere vFlash-Partition:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash > Leere
Partition erstellen.
Die Seite Leere Partition erstellen wird angezeigt.

2. Geben Sie die erforderlichen Informationen ein und klicken Sie auf Anwenden. Informationen zu den verfiigbaren Optionen finden Sie
in der iDRAC-Online-Hilfe.
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Eine neue unformatierte leere Partition wird erstellt, die standardmafig schreibgeschitzt ist. Es wird eine Seite eingeblendet, auf der

der Fortschritt als Prozentsatz zu sehen ist. In folgenden Féllen wird eine Fehlermeldung angezeigt:

e Die Karte ist schreibgeschutzt.

e Der Kennzeichnungsname stimmt mit der Kennzeichnung einer vorhandenen Partition tberein.

e Ein nicht ganzzahliger Wert wurde als Partitionsgrof3e eingegeben, der Wert Ubersteigt den auf der Karte verflgbaren
Speicherplatz oder die Partition ist gréf3er als 4 GB.

e Auf der Karte wird ein Initialisierungsvorgang ausgefuhrt.

Leere Partition liber RACADM erstellen

So erstellen Sie eine leere Partition:
1. Melden Sie sich Uber SSH oder die serielle Konsole bei Ihrem System an.
2. Geben Sie den folgenden Befehl ein:

racadm vflashpartition create -i 1 -o drivel -t empty -e HDD -f fatl6 -s [n]

wobei [n] die Partitionsgrofle ist.

Standardméaf3ig wird eine leere Partition als editierbare Partition erstellt.
Wenn die Freigabe nicht mit Nutzername/Kennwort konfiguriert wurde, mussen Sie die Parameter festlegen, und zwar als

-U anonymous -p anonymous

Partition unter Verwendung einer Imagedatei erstellen

Sie kdnnen auf der vFlash-SD-Karte mithilfe einer Imagedatei eine neue Partition erstellen. Dabei werden die folgenden Imagedateiformate
untersttzt: .img oder .iso. Die Partitionen liegen in den folgenden Emulationstypen vor: Diskette (.img), Festplatte (.img) oder CD
(.is0). Die Grof3e der erstellen Partition entspricht der Grof3e der Imagedatei.

Vor der Erstellung einer Partition Uber eine Imagedatei mUssen Sie Folgendes sicherstellen:

Sie haben Berechtigungen fur den Zugriff auf den virtuellen Datentréager.
Die Karte ist initialisiert.

Die Karte ist nicht schreibgeschitzt.

Auf der Karte wird kein Initialisierungsvorgang ausgefuhrt.

Der Imagetyp und der Emulationstyp stimmen Uberein.

@ ANMERKUNG: Das hochgeladene Image und der Emulationstyp stimmen Uberein. Es kommt zu Problemen, wenn iDRAC ein
Gerat mit einem falschen Imagetyp emuliert. Beispiel: Wenn die Partition unter Verwendung eines ISO-Images erstellt wird und der
Emulationstyp als Festplatte festgelegt ist, wird das BIOS nicht in der Lage sein, Uber dieses Image zu starten.

Die Grof3e der Image-Datei ist geringer als der auf der Karte verfligbare Speicherplatz oder gleich diesem Speicherplatz.

Die Grof3e der Image-Datei betragt hochstens 4 GB, da die maximale Partitionsgrofie bei 4 GB liegt. Beim Erstellen einer Partition Uber
einen Webbrowser muss die Image-Dateigrof3e jedoch weniger als 2 GB betragen.

ANMERKUNG: Die vFlash-Partition ist eine Imagedatei auf einem FAT32-Dateisystem. FUr die Imagedatei gilt daher die 4-GB-
Einschrankung.

®

®| ANMERKUNG: Die Installation eines vollstéandigen Betriebssystems wird nicht unterstitzt.

Partition unter Verwendung einer Imagedatei mithilfe der Webschnittstelle
erstellen

So erstellen Sie eine vFlash-Partition Gber eine Imagedatei:

1. Gehen Sie auf der iDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash > Von
Image erstellen.
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Die Seite Partition liber Imagedatei erstellen wird angezeigt.

2. Geben Sie die erforderlichen Informationen ein und klicken Sie auf Anwenden. Informationen zu den Optionen finden Sie in der
iDRAC-Online-Hilfe.
Eine neue Partition wird erstellt. Fir den CD-Emulationstyp wird eine schreibgeschutzte Partition erstellt. Fir den Disketten- oder
Festplattenemulationstyp wird eine Lese-Schreib-Partition erstellt. In folgenden Féllen wird eine Fehlermeldung angezeigt:
e Die Karte ist schreibgeschutzt.

Der Kennzeichnungsname stimmt mit der Kennzeichnung einer vorhandenen Partition Uberein.

Die Imagedatei ist grofer als 4 GB oder Ubersteigt den auf der Karte verflgbaren Speicherplatz.

Die Imagedatei existiert nicht oder die Erweiterung der Imagedatei ist weder .img noch .iso.

Auf der Karte wird bereits ein Initialisierungsvorgang ausgefuhrt.

Partition unter Verwendung einer Imagedatei mithilfe von RACADM erstellen

So erstellen Sie eine Partition aus einer Imagedatei tber RACADM:
1. Melden Sie sich Uber SSH oder die serielle Konsole bei Ihrem System an.
2. Geben Sie den Befehl ein

racadm vflashpartition create -1 1 -o drivel -e HDD -t image -1 //myserver/sharedfolder/
foo.iso -u root -p mypassword

Standardmafig ist die erstellte Partition schreibgeschtitzt. Bei diesem Befehl wird die Grof3-/Kleinschreibung fur die
Imagedateinamenerweiterung bertcksichtigt. Ist die Dateinamenerweiterung in Grof3buchstaben, z. b. FOO.ISO anstelle von FOOQ.iso,
gibt der Befehl einen Syntaxfehler aus.

®|ANMERKUNG: Diese Funktion wird im lokalen RACADM nicht unterstutzt.

®

ANMERKUNG: Die Erstellung einer vFlash-Partition aus einer Imagedatei, die sich auf dem CFS oder der fur NFS IPv6 aktivierten
Netzwerkfreigabe befindet, wird nicht unterstutzt.

Wenn die Freigabe nicht mit Nutzername/Kennwort konfiguriert wurde, missen Sie die Parameter festlegen, und zwar als

—u anonymous -—-p anonymous

Partition formatieren

Sie kdnnen eine vorhandene Partition auf der vFlash-SD-Karte anhand des Dateisystemtyps formatieren. Die unterstitzten
Dateisystemtypen sind EXT2, EXT3, FAT16 und FAT32. Sie kénnen nur Partitionen vom Typ Festplatte oder Diskette formatieren.
Schreibgeschitzte Partitionen kdnnen nicht formatiert werden.

Vor der Erstellung einer Partition Uber eine Imagedatei stellen Sie Folgendes sicher:

Sie haben Berechtigungen fur den Zugriff auf den virtuellen Datentréager.
Die Karte ist initialisiert.

Die Karte ist nicht schreibgeschutzt.

Auf der Karte wird kein Initialisierungsvorgang ausgefuhrt.

So formatieren Sie eine vFlash-Partition:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash >
Format.
Die Seite Partition formatieren wird angezeigt.

2. Geben Sie die erforderlichen Informationen ein und klicken Sie auf Anwenden.

Informationen zu den verflgbaren Optionen finden Sie in der iDRAC-Online-Hilfe.

Es wird eine Warnungsmeldung angezeigt, die darauf hinweist, dass alle Daten auf der Partition geléscht werden.
3. Klicken Sie auf OK.

Die ausgewahlte Partition wird gemaf3 dem festgelegten Dateisystemtyp formatiert. In folgenden Féllen wird eine Fehlermeldung
angezeigt:
e Die Karte ist schreibgeschitzt.
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e Auf der Karte wird bereits ein Initialisierungsvorgang ausgefuhrt.

Verfugbare Partitionen anzeigen

Stellen Sie sicher, dass die vFlash-Funktion aktiviert ist, damit die Liste der verfligbaren Partitionen angezeigt wird.

Verfligbare Partitionen iiber die Web-Schnittstelle anzeigen

Um die verfligbaren vFlash-Partitionen anzuzeigen, navigieren Sie auf der IDRAC-Weboberflache zu Konfiguration >
Systemeinstellungen > Hardwareeinstellungen > vFlash > Verwalten. Die Seite Partitionen managen wird angezeigt und listet die
verflgbaren Partitionen sowie die zugehdrigen Informationen fir jede Partition auf. Weitere Informationen zu den Partitionen finden Sie in
der iDRAC-Online-Hilfe.

Verfligbare Partitionen iiber RACADM anzeigen

So zeigen Sie die verfigbaren Partitionen und die dazugehdrigen Eigenschaften tber RACADM an:

1. Offnen Sie eine SSH- oder serielle Konsole fir das System und melden Sie sich an.

2. Geben Sie die folgenden Befehle ein:
e So listen Sie alle vorhandenen Partitionen und deren Eigenschaften auf: racadm vflashpartition list
e So rufen Sie den Status des Vorgangs auf Partition 1ab: racadm vflashpartition status -i 1
e So rufen Sie den Status sadmtlicher vorhandener Partitionen ab: racadm vflashpartition status -a

®| ANMERKUNG: Die Option ,,-a“ ist nur mit der Statusaktion gultig.

Partition modifizieren

Sie kénnen eine schreibgeschiitzte Partition in eine Lese-Schreib-Partition und umgekehrt andern. Vor dem Andern der Partition miissen
Sie Folgendes sicherstellen:

e Die vFlash-Funktion ist aktiviert.

e Sie haben Berechtigungen fur den Zugriff auf den virtuellen Datentrager.

®| ANMERKUNG: Standardméf3ig wird eine schreibgeschtitzte Partition erstellt.

Partition iiber die Web-Schnittstelle andern

So &ndern Sie eine Partition:

1. Gehen Sie auf der iDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash >
Managen.
Die Seite Partitionen managen wird angezeigt.
2. Fuhren Sie in der Spalte Nur-Lesen die folgenden Schritte aus:
e Aktivieren Sie das Kontrollkéstchen fur die Partition(en), und klicken Sie fir den Wechsel in den schreibgeschitzten Modus auf
Anwenden.

e Deaktivieren Sie das Kontrollkéstchen fir die Partition(en), und klicken Sie fur den Wechsel des schreibgeschitzten Modus auf
Anwenden.

®

ANMERKUNG: Auf Grundlage der entsprechenden Auswahl werden die Partitionen zu Nur-Lesen oder Lesen-Schreiben
geandert.

ANMERKUNG: Handelt es sich um eine Partition des Typs CD, ist der Status schreibgeschutzt. Sie kdnnen den Zustand nicht zu
Lesen-Schreiben andern. Wenn die Partition verbunden ist, ist das Kontrollkdstchen grau unterlegt.

®
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Partition uber RACADM andern

So zeigen Sie die verfigbaren Partitionen und Eigenschaften auf der Karte an:
1. Melden Sie sich Uber SSH oder die serielle Konsole bei Ihrem System an.
2. Verwenden Sie eine der folgenden Optionen:
e Verwenden Sie den Befehl set zum Andern des Lese-Schreib-Status der Partition:
o So andern Sie eine schreibgeschiitzte Partition zu Lesen-Schreiben:

racadm set iDRAC.vflashpartition.<index>.AccessType 1

o So andern Sie eine Lesen-Schreiben-Partition zu Nur-Lesen:

racadm set iDRAC.vflashpartition.<index>.AccessType O

e Verwenden Sie den Befehl set zum Festlegen des Emulationstyps:

racadm set iDRAC.vflashpartition.<index>.EmulationType <HDD, Floppy, or CD-DVD>

Partitionen verbinden oder trennen

Wenn Sie eine oder mehrere Partitionen verbinden, sind diese flr das Betriebssystem und das BIOS als USB-Massenspeichergerate
sichtbar. Wenn Sie mehrere Partitionen verbinden, werden sie im Betriebssystem- und BIOS-Startreihenfolge-MenU basierend auf dem
zugewiesenen Index in aufsteigender Reihenfolge aufgelistet.

Wenn Sie eine Partition trennen, wird diese nicht mehr im Betriebssystem und im BIOS-Startreihenfolgement angezeigt.

Wenn Sie eine Partition verbinden oder trennen, wird der USB-Bus des verwalteten Systems zurlickgesetzt. Dies wirkt sich auf
Anwendungen aus, die vFlash verwenden, und trennt die iDRAC-Sitzungen mit virtuellem Datentrager.

Vor dem Verbinden und Trennen einer Partition missen Sie Folgendes sicherstellen:

e Die vFlash-Funktion ist aktiviert.
e Es wird nicht bereits ein Initialisierungsvorgang auf der Karte ausgefuhrt.
e Sie haben Berechtigungen fur den Zugriff auf den virtuellen Datentrager.

Partitionen liber die Web-Schnittstelle verbinden oder trennen

So werden Partitionen verbunden oder abgetrennt:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash >
Managen.
Die Seite Partitionen managen wird angezeigt.

2. Fuhren Sie in der Spalte Verbunden die folgenden Schritte aus:
e Aktivieren Sie das Kontrollkastchen fur die Partition(en), und klicken Sie zum Verbinden der Partition(en) auf Anwenden.
e Aktivieren Sie das Kontrollkdstchen fur die Partition(en), und klicken Sie zum Trennen der Partition(en) auf Anwenden.

®| ANMERKUNG: Auf Grundlage der entsprechenden Auswahl werden die Partitionen verbunden oder abgetrennt.

Partitionen iiber RACADM verbinden oder trennen

So werden Partitionen verbunden oder abgetrennt:
1. Melden Sie sich Uber SSH oder die serielle Konsole bei Ihrem System an.
2. Verwenden Sie die folgenden Befehle:

e So verbinden Sie eine Partition:

racadm set iDRAC.vflashpartition.<index>.AttachState 1
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e So trennen Sie eine Partition ab:

racadm set iDRAC.vflashpartition.<index>.AttachState 0

Verhalten des Betriebssystems bei verbundenen Partitionen

Windows- und Linux-Betriebssysteme:

Das Betriebssystem kontrolliert die Laufwerksbuchstaben und weist sie den angeschlossenen Partitionen zu.

Schreibgeschitzte Partitionen sind schreibgeschitzte Laufwerke auf dem Betriebssystem.

Das Betriebssystem muss das Dateisystem einer angehangten Partition unterstitzen. Andernfalls kénnen Sie den Inhalt der Partition
nicht Uber das Betriebssystem lesen oder &ndern. In einer Windows-Umgebung kann das Betriebssystem beispielsweise den
Partitionstyp EXT2 nicht lesen, der fur Linux nativ ist. Ebenso kann das Betriebssystem in einer Linux-Umgebung den Partitionstyp
NTFS nicht lesen, der fir Windows nativ ist.

Die Bezeichnung der vFlash-Partition unterscheidet sich vom Volume-Namen des Dateisystems auf dem emulierten USB-Geréat.

Sie kdnnen den Volume-Namen des emulierten USB-Gerats Uber das Betriebssystem andern. Die in iIDRAC gespeicherte
Partitionsbezeichnung wird dadurch jedoch nicht geadndert.

Vorhandene Partitionen loschen

Stellen Sie vor dem Léschen vorhandener Partitionen Folgendes sicher:

Die vFlash-Funktion ist aktiviert.

Die Karte ist nicht schreibgeschutzt.

Die Partition ist nicht verbunden.

Auf der Karte wird kein Initialisierungsvorgang ausgefuhrt.

Vorhandene Partitionen liber die Web-Schnittstelle lIoschen

L&schen einer bestehenden Partition:

1.

Gehen Sie auf der iDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash >
Managen.
Die Seite Partitionen managen wird angezeigt.

Klicken Sie in der Spalte Léschen auf das Symbol zum L&schen, um die gewinschte Partition zu I6schen.
Es wird eine Meldung angezeigt, aus der hervorgeht, dass die Partition durch diese Maf3nahme endguiltig geldscht wird.

Klicken Sie auf OK.
Die Partition ist damit geldscht.

Vorhandene Partitionen iiber RACADM loschen

So l6schen Sie Partitionen:

1.

2,

Offnen Sie eine SSH- oder serielle Konsole fir das System und melden Sie sich an.
Geben Sie die folgenden Befehle ein:
e So I6schen Sie eine Partition:

racadm vflashpartition delete -i 1

e Zum Loschen séamtlicher Partitionen ist die vFlash-SD-Karte erneut zu initialisieren.

Partitionsinhalte herunterladen

Sie kdnnen die Inhalte einer vFlash-Partition in den folgenden Formaten herunterladen: .img oder .iso:

Managed System (Uber das iDRAC ausgefuhrt wird)
Netzwerkstandort, der mit einer Management Station verknipft ist.

Vor dem Herunterladen der Partitionsinhalte missen Sie Folgendes sicherstellen:
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Sie haben Berechtigungen fur den Zugriff auf den virtuellen Datentrager.

Die vFlash-Funktion ist aktiviert.

Auf der Karte wird kein Initialisierungsvorgang ausgefuhrt.

Wenn eine Lesen-Schreiben-Partition vorliegt, darf diese nicht verbunden sein.

So laden Sie die Inhalte der vFlash-Partition herunter:

1. Gehen Sie auf der iIDRAC-Weboberflache zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > vFlash >
Download.
Die Seite Partition herunterladen wird angezeigt.

2. Wahlen Sie aus dem Drop-Down-Menl Kennzeichnung eine Partition aus, die Sie herunterladen méchten, und klicken Sie auf
Herunterladen.

ANMERKUNG: Alle vorhandenen Partitionen (mit Ausnahme der angehangten Partitionen) werden in der Liste angezeigt.
Standardmafig wird die erste Partition gewahlt.

3. Legen Sie den Speicherort fest, an dem die Datei gespeichert werden soll.
Der Inhalt der ausgewahlten Partition wird an den festgelegten Speicherort heruntergeladen.
ANMERKUNG: Wenn nur der Ordnerspeicherort angegeben ist, wird die Partitionsbezeichnung mit dem Dateinamen und bei
CD- und Festplattenpartitionen auf3erdem mit der Dateierweiterung .iso und bei Disketten- und Festplattenpartitionen mit der
Dateierweiterung .img gekennzeichnet.

In eine Partition starten

Sie kdnnen eine verbundene vFlash-Partition als Startgeréat fir den ndchsten Startvorgang einrichten.
Vor dem Starten einer Partition mussen Sie Folgendes sicherstellen:

e Die vFlash-Partition enthélt ein startfahiges Image (in den Formaten .img oder .iso), um einen Start vom Geréat zu ermdglichen.
e Die vFlash-Funktion ist aktiviert.
e Sie haben Berechtigungen fur den Zugriff auf den virtuellen Datentréager.

Uber die Web-Schnittstelle auf eine Partition starten

Informationen zum Festlegen der vFlash-Partition als erstes Startgerat finden Sie in Uber die Web-Schnittstelle auf eine Partition starten.

@ ANMERKUNG: Wenn die verbundene(n) vFlash-Partition(en) nicht im Drop-Down-Menu Erstes Startlaufwerk gelistet ist/sind,
mussen Sie sicherstellen, dass das BIOS in der aktuellen Version vorliegt.

Uber RACADM auf eine Partition starten

Um eine vFlash-Partition als erstes Startgeréat einzustellen, verwenden Sie das Objekt 1DRAC. ServerBoot.
Weitere Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

@ ANMERKUNG: Wenn Sie diesen Befehl ausftihren, wird die Kennzeichnung der vFlash-Partition automatisch auf Einmalstart
eingestellt, 1DRAC. ServerBoot .BootOnce wird auf 1 eingestellt. Der Einmalstart startet das Gerat auf der Partition nur einmal
und behalt es nicht dauerhaft als erstes Gerat in der Startreihenfolge.
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SMCLP verwenden

@lANMERKUNG: SMCLP wird nur in iDRAC-Versionen unterstitzt, die lter als 4.00.00.00 sind.

Die SMCLP-Spezifikation (Server Management Command Line Protocol) aktiviert das CLI-basierte Systemmanagement. Sie definiert

ein Protokoll fur die Verwaltungsbefehle, die Uber Standardzeichen-basierte Streams Ubertragen werden. Dieses Protokoll greift Gber
einen von Hand eingegebenen Befehlssatz auf einen Common Information Model Object Manager (CIMOM) zu. Das SMCLP ist eine
Unterkomponente der Distributed Management Task Force (DMTF)-Initiative, mit der das Systemmanagement Uber mehrere Plattformen
hinweg optimiert werden kann. In Verbindung mit der Spezifikation flr verwaltete Elementadressierung und zahlreichen Profilen zu
SMCLP-Zuordnungsspezifikationen beschreibt die SMCLP-Spezifikation die Standard-Verben und -Ziele zum Ausfuhren verschiedener
Managementaufgaben.

ANMERKUNG: Es wird angenommen, dass Sie mit der SMASH-Initiative (Systemverwaltungsarchitektur fir Serverhardware) und
den SMWG SMCLP-Angaben vertraut sind.

Das SM-CLP ist eine Unterkomponente der Distributed Management Task Force (DMTF)-Initiative, mit der die Server-Verwaltung
Uber mehrere Plattformen hinweg optimiert werden kann. In Verbindung mit der Spezifikation fur verwaltete Elementadressierung und
zahlreichen Profilen zu SM-CLP-Zuordnungsspezifikationen beschreibt die SM-CLP-Spezifikation die Standard-Verben und -Ziele zum
Ausfihren verschiedener Managementaufgaben.

Das SMCLP wird von der iDRAC-Controller-Firmware gehostet und unterstitzt SSH- und serielle Anschltssen. Die iDRAC SM-CLP-
Schnittstelle basiert auf der SM-CLP-Spezifikation Version 1.0 der Organisation DMTF.

@ ANMERKUNG: Informationen zu den Profilen, Erweiterungen und MOFs kénnen unter Dell Supportseite abgerufen werden, und die
gesamten DMTF-Informationen kénnen von dmtf.org/standards/profiles/ abgerufen werden.

SM-CLP-Befehle nutzen eine Teilmenge der lokalen RACADM-Befehle. Die Befehle sind fur die Skripterstellung nitzlich, da sie von einer
Befehlszeile der Managementstation aus ausgefuhrt werden kénnen. Sie kdnnen die Ausgabe von Befehlen in genau definierten Formaten,
einschliefllich XML, abrufen, was die Skripterstellung und die Integration mit bestehende Berichterstellungs- und Managementtools
erleichtert.

Themen:

. System-Verwaltungsfunktionen tber SMCLP
«  SMCLP-Befehle ausfiihren

. iDRAC-SMCLP-Syntax

*  MAP-Adressbereich navigieren

«  Verb ,show" verwenden

¢  Anwendungsbeispiele

System-Verwaltungsfunktionen uber SMCLP

Mit iDRAC SMCLP kénnen Sie die folgenden Funktionen ausfuhren:

Serverenergieverwaltung — System einschalten, herunterfahren oder neu starten
Verwaltung des Systemereignisprotokolls (SEL) — SEL-Datensé&tze anzeigen oder 16schen
Anzeigen der iDRAC-Nutzerkonten

Systemeigenschaften anzeigen

SMCLP-Befehle ausfiihren

Sie kénnen die SMCLP-Befehle iiber die SSH-Schnittstelle ausfilhren. Offnen Sie eine SSH-Sitzung und melden Sie sich bei IDRAC als
Administrator an. Die SMCLP-Eingabeaufforderung (admin->) wird angezeigt.

SMCLP-Befehlseingaben:

e yxIx-Blade-Server verwenden -$.
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e yxIx-Rack- und -Tower-Server verwenden admin->.
e yx2x-Blade-, -Rack- und -Tower-Server verwenden admin->.

Hier steht ,,y* fir ein alphanumerisches Zeichen wie ,M*“ (fur Blade-Server), ,R* (fur Rack-Server) und , T* (fur Tower-Server) und ,x* flr
eine Zahl. Die Zahl dient der Kennzeichnung der Dell PowerEdge-Servergeneration.

@ ANMERKUNG: Skripte, die -$ verwenden, kdnnen diese flr yx1x-Systeme verwenden, aber beginnend bei yx2x-Systemen kann ein
Skript mit admin-> fur Blade-, Rack- und Tower-Server verwendet werden.

iDRAC-SMCLP-Syntax

iDRAC-SMCLP verwendet das Konzept von Verben und Zielen, um Systemverwaltungsfunktionen Uber die CLI bereitzustellen. Das Verb
gibt den auszuftihrenden Vorgang an und das Ziel bestimmt die Entitat (bzw. das Objekt), die den Vorgang ausfuhrt.

Die SMCLP Befehlszeilensyntax:
<verb> [<options>] [<target>] [<properties>]

Die folgende Tabelle zeigt die Verben sowie ihre Definitionen.

Tabelle 68. SMCLP-Verben

Verb Definition

cd Navigiert durch den MAP mittels der Shell.

set Stellt eine Eigenschaft auf einen bestimmten Wert ein.
Hilfe Zeigt die Hilfe flr ein bestimmtes Ziel an.

reset Setzt das Ziel zurick.

show Zeigt die Zieleigenschaften, Verben und Unterziele an.
start Schaltet ein Ziel ein.

stop Fahrt ein Ziel herunter.

exit Beendet die SMCLP-Shell-Sitzung

version Zeigt die Versionsattribute eines Ziels an.

load L&dt ein Binérbild von einer URL zu einer bestimmten Zieladresse.

Die folgende Tabelle enthalt eine Liste mit Zielen.

Tabelle 69. SMCLP-Ziele

Ziel Definitionen
admin domain
adminl
Registrierte Profile in IDRAC
adminl/profilesl
Hardware
adminl/hdwrl
Ziel des verwalteten Systems
adminl/systeml

SMASH-Erfassungsfunktionen des verwalteten Systems
adminl/systeml/capabilitiesl

Zielfunktionen des verwalteten Systems
adminl/systeml/capabilitiesl/elecapl
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Tabelle 69. SMCLP-Ziele (fortgesetzt)

Ziel

Definitionen

adminl/systeml/logsl

Datensatzprotokoll-Erfassungsziel

adminl/systeml/logsl/logl

Systemereignisprotokoll (SEL) Datensatzeintrag

adminl/systeml/logsl/logl/record*

Eine einzelne SEL-Datensatzinstanz auf dem verwalteten System

adminl/systeml/settingsl

SMASH-Erfassungseinstellungen des verwalteten Systems

adminl/systeml/capacitiesl

SMASH-Erfassung der verwalteten Systemkapazitaten

adminl/systeml/consolesl

SMASH-Erfassung der verwalteten Systemkonsolen

adminl/systeml/spl

Serviceprozessor

adminl/systeml/spl/timesvcl

Zeitansage des Serviceprozessors

adminl/systeml/spl/capabilitiesl

SMASH-Erfassung der Serviceprozessorfunktionen

adminl/systeml/spl/capabilitiesl/clpcapl

CLP-Dienstfunktionen

adminl/systeml/spl/capabilitiesl/pwrmgtcapl

Dienstfunktionen der Stromzustandsverwaltung auf dem System

adminl/systeml/spl/capabilitiesl/acctmgtcap*

Dienstfunktionen der Kontoverwaltung

adminl/systeml/spl/capabilitiesl/rolemgtcap*

Lokale rollenbasierte Verwaltungsfunktionen

adminl/systeml/spl/capabilitiesl/elecapl

Authentifizierungsfunktionen

adminl/systeml/spl/settingsl

Sammlung von Serviceprozessoreinstellungen

adminl/systeml/spl/settingsl/clpsettingl

CLP-Dienst-Einstellungsdaten

adminl/systeml/spl/clpsvcl

CLP-Dienst-Protokolldienst

adminl/systeml/spl/clpsvcl/clpendpt*

CLP-Dienst-Protokollendpunkt

adminl/systeml/spl/clpsvcl/tcpendpt*

CLP-Dienst-Protokoll-TCP-Endpunkt

adminl/systeml/spl/jobgl

Auftragswarteschlange des CLP-Dienst-Protokolls
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Tabelle 69. SMCLP-Ziele (fortgesetzt)

Ziel

Definitionen

adminl/systeml/spl/jobgl/job*

CLP-Dienst-Protokollaufgabe

adminl/systeml/spl/pwrmgtsvcl

Stromzustandsverwaltungsdienst

adminl/systeml/spl/accountl-16

Lokales Nutzerkonto

adminl/sysetml/spl/accountl-16/identityl

Identitatskonto des lokalen Benutzers

adminl/sysetml/spl/accountl-16/identity?2

IPMI-Identitétskonto (LAN)

adminl/sysetml/spl/accountl-16/identity3

IPMI-Identitétskonto (seriell)

adminl/sysetml/spl/accountl-16/identity4

CLP-Identitatskonto

adminl/systeml/spl/acctsvc?

IPMI-Kontoverwaltungsdienst

adminl/systeml/spl/acctsvc3

CLP-Kontoverwaltungsdienst

adminl/systeml/spl/rolesvcl

Lokaler rollenbasierter Authentifizierungsdienst (RBA)

adminl/systeml/spl/rolesvcl/Rolel-16

Lokale Rolle

adminl/systeml/spl/rolesvcl/Rolel-16/
privilegel

Lokale Rollenberechtigung

adminl/systeml/spl/rolesvc2

IPMI-RBA-Dienst

adminl/systeml/spl/rolesvc2/Rolel-3

IPMI-Rolle

adminl/systeml/spl/rolesvc2/Role4d

IPMI Seriell-Uber-LAN-Rolle (SOL)

adminl/systeml/spl/rolesvc3

CLP-RBA-Dienst

adminl/systeml/spl/rolesvc3/Rolel-3

CLP-Rolle

adminl/systeml/spl/rolesvc3/Rolel-3/
privilegel

CLP-Rollenberechtigung
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MAP-Adressbereich navigieren

Objekte, die tber SMCLP verwaltet werden kdnnen, werden durch Ziele dargestellt, die in einem hierarchischen Bereich angeordnet sind,
der als MAP-Adressbereich (Manageability Access Point) bezeichnet wird. Ein Adresspfad gibt den Pfad vom Stamm des Adressbereichs
zu einem Objekt im Adressbereich an.

Das Stammziel wird durch einen Schragstrich (/) oder umgekehrten Schragstrich (\) dargestellt. Dies ist der Standard-Startpunkt, wenn
Sie sich beim iDRAC anmelden. Navigieren Sie mit dem cd-Verb vom Stamm nach unten.

@ ANMERKUNG: Bei SMCLP-Adresspfaden sind der Schrégstrich (/) und der umgekehrte Schragstrich (\) untereinander
austauschbar. Mit einem umgekehrten Schragstrich am Ende einer Befehlszeile wird jedoch der Befehl in der ndchsten Zeile
fortgesetzt und der Schrégstrich wird ignoriert, wenn der Befehl geparst wird.

Wenn Sie z. B. zum dritten Eintrag des Systemereignisprotokolls (SEL) wechseln méchten, geben Sie den folgenden Befehl ein:
->cd /adminl/systeml/logsl/logl/record3

Geben Sie das cd-Verb ohne Ziel ein, um lhren aktuellen Standort im Adressbereich zu finden. Die Abkurzungen . . und . funktionieren
wie in Windows und Linux: . . bezieht sich auf die Ubergeordnete Ebene und . bezieht sich auf die aktuelle Ebene.

Verb ,,show‘ verwenden

Um mehr Uber ein Ziel zu erfahren, verwenden Sie das Verb show. Mit diesem Verb werden die Eigenschaften des Ziels, die Unterziele, die
Zuordnungen und eine Liste der SM-CLP-Verben angezeigt, die an dem Speicherort zuléssig sind.

Option -display verwenden

Mit der Option show —display kdnnen Sie die Ausgabe des Befehls auf ein(e) oder mehrere Eigenschaften, Ziele, Zuordnungen und
Verben beschranken. Um beispielsweise nur die Eigenschaften und Ziele am aktuellen Standort anzuzeigen, verwenden Sie den folgenden
Befehl:

show -display properties, targets
Wenn Sie nur bestimmte Eigenschaften auffihren mdchten, qualifizieren Sie sie, wie im folgenden Befehl gezeigt wird:
show —-d properties=(userid,name) /adminl/systeml/spl/accountl

Wenn Sie nur eine Eigenschaft anzeigen mdchten, kdnnen Sie die Klammern auslassen.

Option -level verwenden

Die Option show -level fuhrt den Befehl show auf zusatzlichen Ebenen unterhalb des angegebenen Ziels aus. Um alle Ziele und
Eigenschaften im Adressbereich anzuzeigen, verwenden Sie die Option -1 all.

Option -output verwenden

Die Option —output legt eins von vier Formaten fir die Ausgabe von SM-CLP-Verben fest: text, clpcsv, keyword und clpxml.

Das Standardformat ist text, die am einfachsten lesbare Ausgabe. Das Format clpesv ist ein Format, bei dem Werte durch Kommas
getrennt werden. Es eignet sich zum Laden in ein Tabellenkalkulationsprogramm. Das Format keyword gibt Informationen als Liste von
keyword=value-Paaren (eins pro Zeile) aus. Das Format clpxml ist ein XML-Dokument, das ein response-XML-Element enthalt. Die
DMTF hat die Formate clpesv und clpxml festgelegt, deren Spezifikationen auf der DMTF-Website auf dmtf.org verflgbar sind.

Das folgende Beispiel zeigt, wie der Inhalt des SEL in XML ausgegeben werden kann:

show -1 all -output format=clpxml /adminl/systeml/logsl/logl

Anwendungsbeispiele

In diesem Abschnitt werden die Fallbeispiele fir SMCLP dargestellt:
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e Server-Energieverwaltung
e SEL-Verwaltung
e MAP-Zielnavigation

Server-Energieverwaltung

Die folgenden Beispiele stellen die Verwendung von SMCLP fir die AusfUhrung von Energieverwaltungsaufgaben auf einem Managed
System dar.

Geben Sie die folgenden Befehle an der SMCLP-Befehlseingabe ein:
e So schalten Sie den Server aus: stop /systeml Die folgende Meldung wird angezeigt: systeml has been stopped

successfully

e So schalten Sie den Server ein: start /systeml Die folgende Meldung wird angezeigt: systeml has been started
successfully

e So starten Sie den Server neu: reset /systeml Die folgende Meldung wird angezeigt: systeml has been reset
successfully

SEL-Verwaltung

Die folgenden Beispiele zeigen die Verwendung von SMCLP fir die Ausfihrung von SEL-bezogenen Aufgaben auf dem verwalteten
System. Geben Sie die folgenden Befehle an der SMCLP-Befehlseingabe ein:
e So zeigen Sie das SEL an: show/systeml/logsl/logl Die folgende Ausgabe wird angezeigt :
/systeml/logsl/logl

Targets:

Recordl

Record?2

Record3

Record4

Recordb

Properties:

InstanceID = IPMI:BMCl SEL Log
MaxNumberOfRecords = 512

CurrentNumberOfRecords = 5

Name = IPMI SEL

EnabledState = 2

OperationalState = 2

HealthState = 2

Caption = IPMI SEL

Description = IPMI SEL

ElementName = IPMI SEL

Commands :

cd

show

help

exit

o o o o o o o o oo oo o o o o o o o o o o o o

version

e S0 zeigen Sie den SEL-Datensatz an: show/systeml/logsl/1logl Die folgende Ausgabe wird angezeigt :
/systeml/logsl/logl/record4

Properties:

LogCreationClassName= CIM RecordLog

CreationClassName= CIM LogRecord

LogName= IPMI SEL

RecordID= 1

MessageTimeStamp= 20050620100512.000000-000

o O O O O O O
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Description= FAN 7 RPM: fan sensor, detected a failure
ElementName= IPMI SEL Record

Commands :

cd

show

helpexit

O O O O O O O

version

MAP-Zielnavigation

Die folgenden Beispiele zeigen, wie Sie das cd-Verb verwenden, um im MAP-Bereich zu navigieren. Bei allen Beispielen wird davon
ausgegangen, dass das anfangliche Standardziel / ist.

Geben Sie die folgenden Befehle an der SMCLP-Befehlseingabe ein:

So navigieren Sie zum Systemziel und starten neu: cd system?1 reset. Das aktuelle Standardziel ist /.
So wechseln Sie zum SEL-Ziel und zeigen die Protokolldatensatze an:
0 cd systeml
o cd logsl/logl
o show
e 5o zeigen Sie das aktuelle Ziel an: cd
e So gehen Sie eine Ebene nach oben: cd
e So schlief3en Sie die Befehlseingabe: exit
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Installieren von Betriebssystemen

Sie kénnen die folgenden Dienstprogramme verwenden, um Betriebssysteme auf Managed Systemen bereitzustellen:

e Remote-Dateifreigabe
e Konsole
Themen:

. Betriebssystem Uber eine Remote-Dateifreigabe bereitstellen
*  Betriebssystem Uber virtuelle Datentréager bereitstellen
. Integriertes Betriebssystem auf SD-Karte bereitstellen

Betriebssystem uber eine Remote-Dateifreigabe
bereitstellen

Bevor Sie das Betriebssystem Uber eine Remote-Dateifreigabe (RFS, Remote File Share) bereitstellen, mussen Sie Folgendes sicherstellen:
e Die iDRAC-Berechtigungen Nutzer konfigurieren und Zugriff auf virtuelle Datentrager sind fUr den Nutzer aktiviert.

e Die Netzwerkfreigabe enthalt Treiber und eine startfahige Imagedatei fur das Betriebssystem in einem branchentblichen
Standardformat, wie z. B. .img, .iso oder Ordnerpfad.

ANMERKUNG: Folgen Sie wahrend der Erstellung der Imagedatei den standardméf3igen, netzwerkbasierten
Installationsvorgéngen, und markieren Sie das Bereitstellungsimage als schreibgeschiitztes Image, um sicherzustellen, dass jedes
Zielsystem gestartet werden kann und gemaf3 dem gleichen Bereitstellungsverfahren ausgefihrt wird.

So stellen Sie ein Betriebssystem mithilfe von RFS bereit:

1. Stellen Sie unter Verwendung der Remote-Dateifreigabe (RFS) die ISO- oder IMG-Imagedatei tber NFS, CIFS, HTTP oder HTTPs im
verwalteten System bereit.

N

Gehen Sie zu Konfiguration > Systemeinstellungen > Hardwareeinstellungen > Erstes Startgerat.

o

Legen Sie die Startreihenfolge in der Liste Erstes Startgerat fest, um einen virtuellen Datentrager wie Floppy, CD, DVD, ISO, virtuelle
Netzwerkdatei 1 und virtuelle Netzwerkdatei 2 auszuwahlen.

4. Wahlen Sie die Option Einmalstart aus, um das Managed System flr den Neustart Uber die Imagedatei nur fur die ndchste Instanz zu
aktivieren.

o

Klicken Sie auf Anwenden.

o

Starten Sie das Managed System neu, und folgen Sie den Anweisungen auf dem Bildschirm, um die Bereitstellung abzuschlief3en.

Managen der Remote-Dateifreigaben

Mit der RFS-Funktion (Remote-Dateifreigabe) kdnnen Sie eine ISO- oder IMG-Image-Datei auf einer Netzwerkfreigabe festlegen, und
diese dem Betriebssystem des verwalteten Servers als virtuelles Laufwerk zur Verfligung stellen, indem sie mithilfe von NFS, CIFS, HTTP
oder HTTPS als CD oder DVD geladen wird. Die RFS-Funktion ist lizenziert.

Die Remote-Dateifreigabe unterstitzt nur die Imagedatei-Formate .img und .iso. Eine .img-Datei wird als virtuelle Diskette und eine .iso-
Datei als virtuelle COROM umgeleitet.

Sie mussen Uber Virtuelle Datentrager-Berechtigungen verfigen, um RFS-Mounting durchfihren zu kénnen.

Diese Funktion ist nur mit einer iDRAC Enterprise- oder Datacenter-Lizenz verfugbar.

Remote-Dateifreigabe lUber die Web-Schnittstelle konfigurieren

So aktivieren Sie die Remote-Dateifreigabe:
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1.

Gehen Sie auf der iDRAC-Weboberflache zu Konfiguration > Virtuelle Datentrager > Verbundene Datentréger.
Daraufhin wird die Seite Verbundener Datentréager angezeigt.

Wahlen Sie unter Verbundener Datentrager die Option Verbinden oder Automatisch Verbindenaus.

Legen Sie unter Remote-Dateifreigabe den Verzeichnis-/Dateipfad, den Domé@nennamen, den Benutzernamen und das
Kennwort fest. Weitere Informationen zu den Feldern finden Sie in der iDRAC Online-Hilfe.

Beispiel flr einen Imagedatei-Pfad:

CIFS - //<IP to connect for CIFS file system>/<file path>/<image name>

NFS — < IP to connect for NFS file system>:/<file path>/<image name>

HTTP — http://<URL>/<file path>/<image name>

HTTPs — https://<URL>/<file path>/<image name>

@ ANMERKUNG: Zur Vermeidung von E/A-Fehlern bei CIFS-Freigaben auf Windows 7-Systemen, dndern Sie die folgenden
Registrierungsschlissel:

e |egen Sie HKLM\SYSTEM\CurrentControlSet\Contro\Session Manager\Memory Management\LargeSystemCache auf 1
fest.

e Legen Sie HKLM\SYSTEM\CurrentControlSet\Services\LanmanServer\Parameters\Size auf 3 fset.

@ ANMERKUNG: Fur den Dateipfad kann sowohl das Zeichen '/' als auch '\' verwendet werden.

CIFS unterstutzt IPv4- und IPv6-Adressen, NFS jedoch nur IPv4-Adressen.

Bei einer NFS-Freigabe muss unbedingt der genaue <Dateipfad> und <Image-Name> eingegeben werden, da zwischen Grof3- und
Kleinschreibung unterschieden wird.

@ ANMERKUNG: Informationen zu empfohlenen Zeichen fir Benutzernamen und Kennwaorter finden Sie unter ,,Empfohlene
Zeichen in Benutzernamen und Kennwdortern®.

@ ANMERKUNG: Die Zeichen, die in Benutzernamen und Kennwdrtern fir Netzwerkfreigaben zuldssig sind, werden durch den
Netzwerkfreigabetyp bestimmt. iDRAC unterstUtzt zulassige Zeichen in Anmeldeinformationen fur die Netzwerkfreigabe, die vom
Freigabetyp definiert sind, auf3er <,> und , (Komma).

Klicken Sie auf Anwenden und dann auf Verbinden.

Nachdem die Verbindung eingerichtet wird, wird der Verbindungsstatus als Verbunden angezeigt.
@ ANMERKUNG: Auch wenn Sie die Remote-Dateifreigabe konfiguriert haben, zeigt die Webschnittstelle die
Benutzeranmeldedaten aus Sicherheitsgriinden nicht an.

ANMERKUNG: Wenn der Image-Pfad Benutzeranmeldeinformationen enthalt, verwenden Sie HTTPS, um die Anzeige der
Anmeldedaten in Benutzeroberflache und RACADM zu vermeiden. Wenn Sie die Anmeldedaten in die URL eingeben, vermeiden
Sie die Verwendung des Symbols ,@", da es sich um ein Trennzeichen handelt.

Bei Linux-Distributionen kann diese Funktion beim Betrieb in ,runlevel init 3“ einen Befehl zum manuellen Bereitstellen erfordern. Die
Syntax flr den Befehl lautet:

mount /dev/0OS specific device / user defined mount point
Wobei user defined mount point jedes Verzeichnis ist, das Sie flr das Bereitstellen auswahlen, dhnlich wie fir jeden
Bereitstellen-Befehl.
Fur RHEL ist das CD-Gerat (virtuelles .iso-Gerét) /dev/scd0 und das Diskettengerét (virtuelles .img-Gerat) /dev/sdc.

Far SLES ist das CD-Gerat /dev/sr0 und das Diskettengerét /dev/sdc . Stellen Sie sicher, dass das richtige Gerét verwendet
wird (entweder flr SLES oder RHEL). Wenn Sie das virtuelle Ger&t mit dem Linux-Betriebssystem verbinden, fihren Sie sofort den
folgenden Befehl aus:

tail /var/log/messages | grep SCSI
Dadurch wird der Text zur Identifizierung des Gerats angezeigt (z. B. SCSI device sdc). Dieses Verfahren gilt auch fr virtuelle

Datentrager, wenn Sie Linux-Distributionen in ,runlevel init 3“ verwenden. Standardmafig werden die virtuellen Datentrager nicht
automatisch in ,init 3“ bereitgestellt.
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Remote-Dateifreigabe iber RACADM konfigurieren

Verwenden Sie die folgenden Befehle, um die Remote-Dateifreigabe Uber RACADM zu konfigurieren:
racadm remoteimage

racadm remoteimage <options>

Die Optionen sind:

—c: Verbindung zu Image herstellen

—d: Verbindung zu Image abbrechen

—u <Nutzername>: Nutzername flr den Zugriff auf den freigegebenen Ordner

—-p <Kennwort>: Kennwort fir den Zugriff auf den freigegebenen Ordner

-1 <Image_Speicherort>: Image-Speicherort auf der Netzwerkfreigabe; doppelte Anfihrungszeichen um den Speicherort setzen Beispiele
fur Image-Dateipfade finden Sie im Abschnitt , Konfigurieren der Remote-Dateifreigabe Uber die Webschnittstelle®.

—s : aktuellen Remote-Image-Status anzeigen
Anwendungsbeispiele
e CIFS-basierte RFS:
racadm remoteimage -c -u "user" -p "pass" -1 //shrloc/foo.iso

o NFS-basierte RFS:

racadm remoteimage -c -u "user" -p "pass" -1 <nfs ip>:/shrloc/foo.iso

o HTTP/HTTPS-basierte RFS:

racadm remoteimage -c -u "user" -p "pass" -1 http://url/shrloc/foo.iso

racadm remoteimage -c -1 https://url/shareloc/foo.iso

e Trennen Sie die Verbindung zum Remote-Image:

racadm remoteimage -d

e Anzeigen des aktuellen Remote-Image-Status:
racadm remoteimage -s

@ ANMERKUNG: Dieser Befehl unterstitzt IPV4- und IPV6-Formate. IPV6 gilt fur CIFS- und NFS-Remote-Freigaben.

@ ANMERKUNG: Die Optionen -u und -p sind obligatorisch, wenn der Freigabetyp cifs ist.

@ ANMERKUNG: Alle Zeichen einschlief3lich alphanumerischer Zeichen und Sonderzeichen sind als Teil des Nutzernamens, des
Kennworts und des Imagespeicherorts zuldssig, mit Ausnahme der folgenden Zeichen: * (Apostroph), ” (Anflhrungszeichen), ,
(Komma), < (kleiner als) und > (grofier als).

@ ANMERKUNG: Zur Vermeidung von E/A-Fehlern bei CIFS-Freigaben auf Windows 7-Systemen, andern Sie die folgenden
Registrierungsschlissel:

e | egen Sie HKLM\SYSTEM\CurrentControlSet\Control\Session Manager\Memory Management\LargeSystemCache auf 1 fest.
e Legen Sie HKLM\SYSTEM\CurrentControlSet\Services\LanmanServer\Parameters\Size auf 3 fset.

Um Hilfe beim Anzeigen der Eigenschaften einer Gruppe zu erhalten, fiihren Sie den Befehl - racadm help get aus.
Um Hilfe bei der Konfiguration der Eigenschaften einer Gruppe zu finden, fuhren Sie den Befehl - racadm help set aus.

racadm>>help remoteimage?2

@ ANMERKUNG: remoteimage?2 -- Macht ein Remote-ISO-Image auf dem Server verflgbar. Er erfordert eine Remote-
Dateifreigabelizenz.

Verwendung
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racadm remoteimage2 -c -u <user> -p <pass> -1 <image location>
racadm remoteimage2 -d

racadm remoteimage2 -s

Die Optionen sind:

—c: Verbindung zu Image herstellen

—d: Verbindung zu Image abbrechen

—u <Nutzername>: Nutzername fur den Zugriff auf den freigegebenen Ordner

—p <Kennwort>: Kennwort fir den Zugriff auf den freigegebenen Ordner

-1 <Image_Speicherort>: Image-Speicherort auf der Netzwerkfreigabe; doppelte Anfihrungszeichen um den Speicherort setzen Beispiele
fur Image-Dateipfade finden Sie im Abschnitt , Konfigurieren der Remote-Dateifreigabe Uber die Webschnittstelle®.

—s : aktuellen Remote-Image-Status anzeigen
Anwendungsbeispiele

o CIFS-basierte RFS:

racadm remoteimage2 -c -u "user" -p "pass" -1 //shrloc/foo.iso

o NFS-basierte RFS:

racadm remoteimage2 -c -u "user" -p "pass" -1 <nfs ip>:/shrloc/foo.iso

e HTTP/HTTPS-basierte RFS:

racadm remoteimage2 -c -u "user" -p "pass" -1 http://url/shrloc/foo.iso

racadm remoteimage2 -c -1 https://url/shareloc/foo.iso

e Trennen Sie die Verbindung zum Remote-Image:

racadm remoteimage2 -d

e Anzeigen des aktuellen Remote-Image-Status:
racadm remoteimage2 -s

@|ANMERKUNG: Dieser Befehl unterstutzt IPV4- und IPV6-Formate. IPV6 gilt fur CIFS- und NFS-Remote-Freigaben.

®| ANMERKUNG: Die Optionen -u und -p sind obligatorisch, wenn der Freigabetyp cifs ist.

Um Hilfe beim Anzeigen der Eigenschaften einer Gruppe zu erhalten, flhren Sie den Befehl - racadm help get aus.

Um Hilfe bei der Konfiguration der Eigenschaften einer Gruppe zu finden, fUhren Sie den Befehl - racadm help set aus.

Betriebssystem uber virtuelle Datentrager bereitstellen

Bevor Sie das Betriebssystem Uber einen virtuellen Datentrager bereitstellen kénnen, missen Sie Folgendes sicherstellen:

e Der virtuelle Datentréager befindet sich im Status Verbunden, damit die virtuellen Laufwerke in der Startsequenz angezeigt werden.

e Wenn sich ein virtueller Datentréger im Modus Automatisch verbunden befindet, missen Sie zunéchst die Anwendung fiir den
virtuellen Datentréger starten, bevor das System gestartet wird.

e Die Netzwerkfreigabe enthalt Treiber und eine startfahige Imagedatei fir das Betriebssystem in einem branchenublichen
Standardformat, wie z. B. .img oder .iso.

So stellen Sie ein Betriebssystem Uber den virtuellen Datentrager bereit:

1. Fuhren Sie einen der folgenden Schritte aus:

e | egen Sie eine Betriebssystem-Installations-CD- oder DVD in das CD- oder DVD-Laufwerk der Management Station ein.
e \erbinden Sie das Betriebssystem-Image.

2. Wahlen Sie das Laufwerk auf der Management Station mit dem Image aus, mit dem eine Verknlpfung hergestellt werden soll.
3. Verwenden Sie eines der folgenden Verfahren, um das bendtigte Gerét zu starten:
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e |egen Sie die Startreihenfolge so fest, dass Uber die IDRAC-Web-Schnittstelle einmal vom virtuellen Floppy- oder vom
virtuellen CD/DVD/ISO-Laufwerk aus gestartet wird.

e |egen Sie die Startreihenfolge Uber System-Setup > System-BIOS-Einstellungen fest, indem Sie wahrend des Startvorgangs
auf <F2> driicken.

4. Starten Sie das Managed System neu, und folgen Sie den Anweisungen auf dem Bildschirm, um die Bereitstellung abzuschlief3en.

Betriebssystem liber mehrere Festplatten bereitstellen

1. Lo6sen Sie die bestehende CD/DVD-Verbindung.
2. Legen Sie die nachste CD/DVD in das optische Remote-Laufwerk ein.
3. Weisen Sie das CD/DVD-Laufwerk neu zu.

Integriertes Betriebssystem auf SD-Karte bereitstellen

So installieren Sie einen eingebetteten Hypervisor auf eine SD-Karte:
1. Setzen Sie zwei SD-Karten in die Steckplatze fir das interne Dual-SD-Modul (IDSDM) auf dem System ein.
2. Aktivieren Sie das SD-Modul und die Redundanz (falls erforderlich) im BIOS.

3. Uberpriifen Sie, ob die SD-Karte auf einem der Laufwerke verfiigbar ist, indem Sie wahrend des Startvorgangs auf die Taste <F11>
drlcken.

4. Stellen Sie das eingebettete Betriebssystem bereit, und folgen Sie den Anweisungen zur Installation des Betriebssystems.

SD-Modul und Redundanz im BIOS aktivieren

So aktivieren Sie das SD-Modul und die Redundanz im BIOS:

1. Dricken Sie wahrend des Startvorgangs auf <F2>.

2. Gehen Sie zu System-Setup > System-BIOS-Einstellungen > Integrierte Gerite.

8. Setzen Sie den internen USB-Anschluss auf Ein. Wenn er auf Aus gesetzt ist, kann IDSDM nicht als Startgerat verwendet werden.
4

Wenn Redundanz nicht benétigt wird (einzelne SD-Karte), setzen Sie die interne SD-Kartenschnittstelle auf Ein und die interne
SD-Kartenredundanz auf Deaktiviert.

5. Wenn Redundanz bendtigt wird (zwei SD-Karten), setzen Sie die interne SD-Kartenschnittstelle auf Ein und die interne SD-
Kartenredundanz auf Spiegelung.

Klicken Sie auf Weiter und dann auf Fertig stellen.
7. Klicken Sie zum Speichern der Einstellungen auf Ja, und driicken Sie auf <Esc>, um das System-Setup zu beenden.

Uber IDSDM

Das IDSDM (Internal Dual SD Module) ist nur auf entsprechenden Plattformen verfiigbar. Das IDSDM bietet Redundanz auf der
Hypervisor-SD-Karte, indem eine weitere SD-Karte verwendet wird, die den Inhalt der ersten SD-Karte spiegelt.

Jede der beiden SD-Karten kann der Master sein. Wenn beispielsweise zwei neue SD-Karten im IDSDM installiert sind, ist SD1 die aktive
Karte (Master) und SD2 die Stand-by-Karte. Die Daten werden zwar auf beide Karten geschrieben, aber nur von SD1 gelesen. Wenn SD1
ausfallt oder entfernt wird, wird SD2 automatisch zur aktiven Karte (Master).

Sie kdnnen den Status, den Funktionszustand und die Verfugbarkeit des IDSDM Uber die iDRAC-Weboberflache oder RACADM anzeigen.
Der Redundanzstatus der SD-Karte und die Fehlerereignisse werden im SEL protokolliert und auf der Frontblende angezeigt. Wenn
Warnmeldungen aktiviert sind, werden PET-Warnmeldungen erzeugt.
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Fehler auf Managed System uber iDRAC
beheben

Sie kdnnen Fehler auf einem Remote-Managed-System wie folgt analysieren und beheben:

Diagnosekonsole

POST-Code

Videos zur Start- und Absturzerfassung
Bildschirm zum letzten Absturz
Systemereignisprotokolle
Lifecycle-Protokolle

Status auf der Frontblende
Problemanzeigen

Systemzustand

Themen:

*  Diagnosekonsole verwenden

*«  POST-Codes anzeigen

¢ Videos zum Startvorgang und zur Absturzerfassung anzeigen
*  Protokolle anzeigen

. Bildschirm , Letzter Systemabsturz” anzeigen

¢  Anzeigen des Systemstatus

*  Anzeigen fur Hardwareprobleme

. Systemzustand anzeigen

e Serverstatusbildschirm auf Fehlermeldungen Uberprifen
*  iDRAC-Neustart

e Auf Standardeinstellungen zuriicksetzen (RTD)

. Loschen von System- und Nutzerdaten

e Zurlcksetzen des iDRAC auf die Standardeinstellungen

Diagnosekonsole verwenden

iDRAC bietet einen Standa__rdsatz an Netzwerkdiagnosetools, die den Tools dhneln, die in Microsoft Windows- oder Linux-basierten
Systemen enthalten sind. Uber die IDRAC-Weboberfldche kénnen Sie auf die Netzwerk-Debugging-Tools zugreifen.

So rufen Sie die Diagnosekonsole auf:

1. Gehen Sie in der IDRAC-Weboberflache zu Wartung > Diagnose.
Daraufhin wird die Seite Diagnosekonsolenbefehl angezeigt.

2. Geben Sie im Textfeld Befehl einen Befehl ein, und klicken Sie auf Senden. Informationen zu den Befehlen finden Sie in der
iDRAC-Online-Hilfe.
Die Ergebnisse werden auf der gleichen Seite angezeigt.

IDRAC zuriicksetzen und iDRAC auf Standardeinstellungen
zurucksetzen

1. Gehen Sie in der IDRAC-Weboberflache zu Wartung > Diagnose.
Es stehen Ihnen folgende Optionen zur Verflgung:
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e Kilicken Sie auf iDRAC zuriicksetzen, um den iDRAC zurlickzusetzen. Es wird ein normaler Neustart auf dem iDRAC
durchgefihrt. Nach dem Neustart aktualisieren Sie den Browser, um die Verbindung zum iDRAC neu herzustellen und sich neu
anzumelden.

e Kilicken Sie auf IDRAC auf Standardeinstellungen zuriicksetzen, um den iDRAC auf die Standardeinstellungen zurlickzusetzen.
Nach dem Klicken auf iDRAC auf Standardeinstellungen zuriicksetzen wird das Fenster iDRAC auf Werkseinstellungen
zuriicksetzen angezeigt. Diese Aktion setzt den iDRAC auf die Werkseinstellungen zurick. Wahlen Sie aus den folgenden
Optionen aus:

a. Nutzer- und Netzwerkeinstellungen beibehalten
b. Alle Einstellungen verwerfen und Nutzer auf Versandwert zurlicksetzen (Stamm-/Versandwert)
c. Verwerfen Sie alle Einstellungen und setzen Sie Nutzernamen und Kennwort zurtick.

2. Es wird eine Bestatigungsmeldung angezeigt. Klicken Sie auf OK, um fortzufahren.

Planen von Automatischer Remote-Diagnose

Sie kdnnen automatische Offlinediagnosen auf einem Server als einmaliges Ereignis remote aufrufen und die Ergebnisse zurlickgeben. Falls
ein Neustart fUr die Diagnosen erforderlich ist, kdnnen Sie diesen sofort ausflihren oder einen spateren Neustart- oder Wartungszyklus
planen (&hnlich wie bei Aktualisierungen). Wenn Diagnosen ausgefuhrt werden, werden die Ergebnisse gesammelt und im internen
iDRAC-Storage gespeichert. Sie konnen die Ergebnisse dann mit dem racadm-Befehl diagnostics export ineine NFS-, CIFS-,
HTTP- oder HTTP-Netzwerkfreigabe exportieren. Sie konnen die Diagnosen auch mit den entsprechenden WSMan-Befehlen ausfihren.
Weitere Information finden Sie in der WSMan-Dokumentation.

Sie mussen Uber die IDRAC Express-Lizenz verfligen, um die automatische Remote-Diagnose verwenden zu kdnnen.

Sie kénnen die Diagnose entweder sofort ausfihren oder auf einen bestimmten Tag und eine Uhrzeit planen, wobei Sie auch die Art der
Diagnose und den Neustarttyp festlegen kdnnen.

Fur den Zeitplan kénnen Sie Folgendes festlegen:

e Startzeit — Ausfuhren der Diagnose zu einem bestimmten Datum und einer bestimmten Uhrzeit. Wenn Sie TIME NOW (SOFORT)
angeben, wird die Diagnose beim nachsten Neustart ausgefihrt.

e Endzeit — Ausflihren der Diagnose bis zu einem bestimmten Datum und einer bestimmten Uhrzeit nach der Startzeit. Wenn sie bis zur
Endzeit nicht gestartet wurde, wird sie als ,,Failed with end time expired” (Fehlgeschlagen aufgrund Uberschrittener Endzeit) markiert.
Wenn Sie TIME NA (NZ) angeben, ist keine Wartezeit vorhanden.

Die verfugbaren Diagnosetypen sind:

e Schnelltest
e Erweiterter Test
e Beide in einer bestimmten Reihenfolge

Die verfugbaren Neustarttypen sind:

Schalten Sie das System aus und wieder ein.
Ordentliches Herunterfahren (Warten, bis das Betriebssystem herunterfahrt, bevor der Neustart des Systems beginnt)

Erzwungenes ordentliches Herunterfahren (Signalisiert dem Betriebssystem, dass es herunterfahren soll, und wartet 10 Minuten.
Wenn das Betriebssystem nicht heruntergefahren wird, schaltet der iDRAC das System aus und wieder ein.)

Es kann jeweils nur eine Diagnose geplant oder ausgefuhrt werden. Eine Diagnose kann erfolgreich, mit Fehlern oder nicht erfolgreich
abgeschlossen werden. Die Diagnose-Ereignisse, einschlieflich der Ergebnisse, werden im Lifecycle Controller-Protokoll aufgezeichnet. Sie
kdnnen die Ergebnisse der letzten Ausfihrung der Diagnose mithilfe von Remote-RACADM oder- WSMan abrufen.

Sie kdnnen die Diagnoseergebnisse der letzten abgeschlossenen Diagnosen, die remote geplant wurden, in eine Netzwerkfreigabe wie
CIFS, NFS, HTTP oder HTTPS exportieren. Die maximal zulassige Dateigrof3e ist 5 MB.

Sie kénnen eine Diagnose abbrechen, wenn der Job-Status ,,Unscheduled (Nicht geplant)“ oder , Scheduled (Geplant)“ lautet. Wenn die
Diagnose ausgefuhrt wird, kénnen Sie das System neu starten, um den Job abzubrechen.

Stellen Sie vor dem Ausfiihren des Remote-Diagnose Folgendes sicher:

e Lifecycle Controller ist aktiviert.
e Sie verflgen Uber Anmelde- und Serversteuerungsberechtigungen.
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Planen der automatisierten Remote-Diagnose und Exportieren der
Ergebnisse iiber RACADM

e \erwenden Sie zum Ausflhren der Remote-Diagnose und zum Speichern der Ergebnisse auf dem lokalen System den folgenden
Befehl:

racadm diagnostics run -m <Mode> -r <reboot type> -s <Start Time> -e <Expiration Time>

e Um die Diagnoseergebnisse zu exportieren, stellen Sie sicher, dass sich der Server im Status Auf3erhalb von POST und der LC im
Status Bereit befindet. Um den Status des LC und Servers zu tberprifen, fihren Sie den folgenden Befehl aus:

racadm getremoteservicesstatus

e Verwenden Sie zum Exportieren der Ergebnisse der zuletzt ausgefiihrten Remote-Diagnose den folgenden Befehl:

racadm diagnostics export -f <file name> -1 <NFS / CIFS / HTTP / HTTPs share> -u
<username> -p <password>

Weitere Informationen zu den Optionen finden Sie unter RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

POST-Codes anzeigen

POST-Codes zeigen den Fortschritt des System-BIOS an, indem sie die verschiedenen Phasen der Startreihenfolge von Power-on-Reset
anzeigen, und erméglichen, Fehler beim Systemstart zu diagnostizieren. Die Seite POST-Codes zeigt den letzten POST-Code des
Systems vor dem Start des Betriebssystems an.

Gehen Sie zum Anzeigen der POST-Codes zu Wartung > Troubleshooting > POST-Code.

Die Seite POST-Code blendet die Systemzustandsanzeige, einen Hexadezimalcode sowie eine Beschreibung des Codes ein.

Videos zum Startvorgang und zur Absturzerfassung
anzeigen

Sie kénnen die folgenden Videoaufzeichnungen anzeigen:

o Letzte drei Startzyklen — Ein Startzyklusvideo protokolliert die Sequenz der Ereignisse fur einen Startzyklus. Bei den Videos zum
Startzyklus wird das jeweils neueste Video zuerst angezeigt.
e Video zum letzten Absturz — Ein Video zum letzten Absturz protokolliert die Sequenz der Ereignisse, die zum Ausfall gefiihrt haben.
@ ANMERKUNG: Die Funktion ,Video zum letzten Absturz® ist standardméf3ig aktiviert. Sie kdnnen diese Funktion je nach Bedarf
aktivieren oder deaktivieren.

Hierbei handelt es sich um eine lizenzierte Funktion.

Der iDRAC zeichnet 50 Frames wahrend der Startzeit auf. Die Wiedergabe der Startbildschirme erfolgt mit einer Geschwindigkeit von 1

Frame pro Sekunde. Wenn der iDRAC zuriickgesetzt wird, ist das Starterfassungsvideo nicht verfligbar, da es im RAM gespeichert und

geldscht wird.

@ ANMERKUNG:

e Sie mUssen Uber Berechtigungen fur den Zugriff auf die virtuelle Konsole oder Gber Administratorberechtigungen verfiigen, um die
Videos zum Startvorgang und zu Abstlrzen abzuspielen.

e Die Videoerfassungszeit, die im iDRAC-GUI-Videoplayer angezeigt wird, kann von der Videoerfassungszeit abweichen, die in
anderen Videoplayern angezeigt wird Der iDRAC GUI Videoplayer zeigt die Uhrzeit in der iDRAC-Zeitzone an, wahrend alle
anderen Videoplayer die Uhrzeit in den jeweiligen Betriebssystem-Zeitzonen anzeigen.

@ ANMERKUNG:

e Der Grund fur die Verzdégerung bei der Verfligbarkeit der Starterfassungsdatei ist, dass der Starterfassungspuffer nach dem Start
des Hosts nicht voll ist.

e Standardmafliige /inbox SLES/RHEL Video-Player unterstitzen den MPEG-1-Video-Decoder nicht. Sie miUssen einen Video-
Player mit Unterstitzung fir den MPEG-Decoder installieren und die Dateien abspielen.
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e \/ideos im MPEG-1-Format werden im integrierten Player von Mac OS nicht unterstitzt.

Um den Bildschirm Systemstartprotokoll anzuzeigen, klicken Sie auf Wartung > Fehlerbehebung > Videoerfassung.

Auf dem Bildschirm Videoerfassung werden die Videoaufzeichnungen angezeigt. Weitere Informationen finden Sie in der iDRAC-
Online-Hilfe.

@ ANMERKUNG: Wenn der integrierte Videocontroller deaktiviert ist und der Server Uber Add-on-Videocontroller verfiigt, ist eine
gewisse Latenz in Bezug auf die Starterfassung zu erwarten. Daher werden die Ende des POST-Nachrichten eines Videos in der
nachsten Erfassung aufgezeichnet.

Konfigurieren der Videoerfassungs-Einstellungen

So konfigurieren Sie die Videoerfassungs-Einstellungen:

1. Gehen Sie auf der iDRAC-Weboberflache zu Wartung > Troubleshooting > Videoaufnahme.
Die Seite Videoerfassung wird angezeigt.

2. Wahlen Sie aus dem Drop-Down-MenU Videoerfassungs-Einstellungen eine der folgenden Optionen:

e Deaktivieren — Die Starterfassung ist deaktiviert.
e Erfassen, bis Puffer voll — Die Startreihnenfolge wird erfasst, bis die Gréf3e des Pufferspeichers erreicht wird.
e Erfassen bis zum Ende des POST - Die Startreihenfolge wird erfasst, bis das Ende des POST-Vorgangs erreicht wird.

3. Klicken Sie auf Anwenden, um die Einstellungen zu Gbernehmen.

Protokolle anzeigen

Sie kdnnen Systemereignisprotokolle (SELs) und Lifecycle-Protokolle anzeigen. Weitere Informationen finden Sie in Anzeigen des
Systemereignisprotokolls und Anzeigen des Lifecycle-Protokolls.

Bildschirm ,,Letzter Systemabsturz* anzeigen

Die Funktion ,,Bildschirm Letzter Absturz” erfasst einen Screenshot des letzten Systemabsturzes, speichert diesen und zeigt ihn in iDRAC
an. Hierbei handelt es sich um eine lizenzierte Funktion.

So zeigen Sie den Bildschirm ,Letzter Absturz® an:

1. Stellen Sie sicher, dass die Funktion ,Bildschirm Letzter Absturz® aktiviert ist.
2. Gehen Sie in der iDRAC-Webschnittstelle zu Ubersicht > Server > Fehlerbehebung > Bildschirm ,,Letzter Absturz*.

Auf der Seite Bildschirm ,,Letzter Absturz“ wird der Bildschirm fUr den letzten Absturz auf dem Managed System angezeigt.

Klicken Sie auf Loschen, um den Bildschirm flr den letzten Absturz zu l6schen.

®
®

ANMERKUNG: Sobald iDRAC zurickgesetzt wird oder ein Aus- und Einschaltvorgang durchgefihrt wird, werden die erfassten
Absturzdaten geldscht.

ANMERKUNG: Die Auflésung des Bildschirms , Letzter Absturz® ist unabhéngig von der Auflésung des Host-Betriebssystems
immer 1024x768.

Anzeigen des Systemstatus

Der Systemstatus zeigt den Status der folgenden Komponenten im System an:

Zusammenfassung
Batterien

Kuhlung

CPUs

Frontblende
Eingriff
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Arbeitsspeicher

Netzwerkgerat

Netzteile

Spannungen

Wechselbarer Flash-Datentrager
Gehause-Controller

Sie kdnnen den Status des verwalteten Systems anzeigen:

e Bei Rack- und Tower-Servern: Uber den Status der LC-Anzeige auf der Frontblende und die System-ID-LED oder (iber den Status der
LE-Anzeige auf der Frontblende und die System-ID-LED.

e Bei Blade-Servern: Nur Uber die System-ID-LEDs.

Status der LC-Anzeige auf der Frontblende des Systems anzeigen

Um den Status der LCD-Anzeige auf der Frontblende fiir die jeweiligen Rack- und Tower-Server anzuzeigen, gehen Sie in der iDRAC-
Weboberflache zu System > Ubersicht > Frontblende. Die Seite Frontblende wird angezeigt.

Der Abschnitt Frontblende zeigt den Live-Feed der Meldungen an, die derzeit auf der LCD-Anzeige auf der Frontblende angezeigt
werden. Wenn das System normal ausgefuhrt wird (gekennzeichnet durch eine stetig blaue Anzeige auf der LCD-Anzeige der
Frontblende), sind sowohl| Fehler ausblenden als auch Fehler einblenden ausgegraut.

®| ANMERKUNG: Sie kénnen die Fehler nur fir Rack- und Tower-Server ein- und ausblenden.

Auf Grundlage der Auswahl erscheint im Textfeld der gegenwartige Wert. Wenn Sie Nutzerdefiniert auswahlen, geben Sie die erforderliche
Nachricht in das Textfeld ein. Es kdnnen maximal 62 Zeichen eingegeben werden. Wenn Sie Keine auswahlen, wird die Nachricht auf der
Startseite nicht auf der LCD-Anzeige angezeigt.

Verwenden Sie zum Anzeigen des Status der LCD-Frontblende Gber RACADM die Objekte in der Gruppe System. LCD. Weitere
Informationen finden Sie im RACADM-CLI-Handbuch fur Integrated Dell Remote Access Controller.

Status der LE-Anzeige auf der Frontblende des Systems anzeigen

Um den Status der aktuellen System-ID-LED anzuzeigen, gehen Sie in der iDRAC-Weboberflache zu System > Ubersicht >
Frontblende. Der Abschnitt Frontblende zeigt den aktuellen Status der Anzeige auf der Frontblende an:

Dauerhaft blau — Auf dem Managed System liegen keine Probleme vor.

Blau blinkend — Der Identifizierungsmodus ist aktiviert (unabhangig davon, ob ein Fehler auf dem Managed System vorhanden ist).
Stetig gelb — Das Managed System befindet sich im Failsafe-Modus.

Gelb blinkend — Auf dem Managed System sind Fehler vorhanden.

Wenn das System normal ausgefiihrt wird (erkennbar am blauen Statussymbol auf der LED-Anzeige der Frontblende), werden die
Optionen Fehler ausblenden und Fehler einblenden ausgegraut dargestellt. Sie kénnen die Fehler nur fir Rack- und Tower-Server ein-
und ausblenden.

Um den Status der System-ID-LED unter Verwendung von RACADM anzuzeigen, verwenden Sie den Befehl getled.

@ ANMERKUNG: Beim Hot-Removal des M.2-Laufwerks fir BOSS N-1-Controller wird der Integritatsstatus des iDRAC-Dashboards
gelb, aber die LED fir die Vorder-/Rickseite des Servers bleibt blau.

Weitere Informationen finden Sie im RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

Anzeigen fur Hardwareprobleme

Die Hardware-bezogenen Probleme lauten:

Gerat kann nicht hochgefahren werden
Laute Lufter

Verlust der Netzwerkkonnektivitat
Festplattenfehler

Fehler des USB-Datentragers
Physischer Schaden
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Verwenden Sie auf der Basis des Problems die folgenden Verfahren, um das Problem zu beheben:

e Setzen Sie das Modul oder die Komponente neu ein, und starten Sie das System neu.

e Setzen Sie bei einem Blade-Server das Modul in einen anderen Schacht des Gehauses ein.
e Tauschen Sie die Festplatten oder die USB-Flash-Laufwerke aus.

e Schlief3en Sie die Strom- und Netzwerkkabel erneut an, oder tauschen Sie sie aus

Wenn das Problem weiterhin besteht, finden Sie im Installations- und Service-Handbuch auf der Seite Handbucher fur PowerEdge
konkrete Informationen zum Hardwaregeréat.

VORSICHT: Ma3nahmen zur Fehlerbehebung oder einfache Reparaturen sollten Sie nur dann selbst durchfiihren, wenn
dies laut Produktdokumentation genehmigt ist, oder wenn Sie vom Team des Online- oder Telefonsupports dazu
aufgefordert werden. Schiaden durch nicht von Dell genehmigte Wartungsarbeiten werden durch die Garantie nicht
abgedeckt. Lesen und beachten Sie die Sicherheitshinweise, die Sie zusammen mit lhrem Produkt erhalten haben.

Systemzustand anzeigen

Sie kdnnen den Status fiir die folgenden Komponenten auf den iDRAC-, CMC- und OME-Modular-Webschnittstellen anzeigen:

Batterien

CPUs

Kihlung

Eingriff

Arbeitsspeicher

Netzteile

Wechselbarer Flash-Datentrager
Spannungen

Verschiedenes

Klicken Sie einen beliebigen Komponentennamen im Abschnitt Server-Zustand, um die Details zu den jeweiligen Komponenten
anzuzeigen.

Serverstatusbildschirm auf Fehlermeldungen
uberprufen

Wenn eine LED gelb blinkt und ein bestimmter Server einen Fehler aufweist, wird der betroffene Server auf dem
Hauptserverstatusbildschirm der LCD-Anzeige orange hervorgehoben. Markieren Sie den betroffenen Server mithilfe der LCD-
Navigationstasten und klicken Sie dann auf die mittlere Schaltflache. Die Fehler- und Warnmeldungen werden in der zweiten Zeile
angezeigt. Im Server-Benutzerhandbuch finden Sie eine Liste der auf der LC-Anzeige angezeigten Fehlermeldungen.

iDRAC-Neustart

Sie kénnen einen harten oder weichen iDRAC-Neustart ausflhren, ohne den Server auszuschalten:

e Harter Neustart — Halten Sie auf dem Server die LED-Schaltflache fur 15 Sekunden gedrtckt.
e Weicher Neustart — Uber die IDRAC-Webschnittstelle oder RACADM.

Auf Standardeinstellungen zuricksetzen (RTD)

Sie kdnnen die Funktion ,Auf nutzerdefinierte Standardeinstellungen zurlicksetzen® verwenden, um eine nutzerdefinierte
Konfigurationsdatei und RTD in die Einstellungen hochzuladen. Die neuen Einstellungen werden unter Beibehaltung der Nutzer- und
Netzwerkeinstellungen angewendet.

Die Funktion , Zurlicksetzen auf nutzerdefinierte Standardeinstellungen® hat folgende Optionen:

e Benutzerdefinierte Standardeinstellungen hochladen:
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o Sie kdnnen eine Datei fur nutzerdefinierte Standardeinstellungen hochladen. Diese Datei kann abgerufen werden, indem das
Server-Konfigurationsprofil (SCP) im XML-Format exportiert wird (das JSON-Format wird fiir diese Funktion nicht unterstitzt).
Der Inhalt der Datei kann vom Kunden geéndert werden, um Einstellungen hinzuzufligen oder zu I8schen.

o Sie kénnen die SCP-XML-Datei tber die iIDRAC-GUI oder die RACADM-Schnittstellen hochladen.
o Die hochgeladenen Konfigurationen werden in der Standarddatenbank gespeichert.
e Aktuelle Einstellungen als nutzerdefinierte Standardeinstellungen speichern:
o Dieser Vorgang speichert die aktuellen Einstellungen als Standardeinstellungen.
o Dies wird nur Uber die RACADM-Schnittstelle unterstitzt.
e Benutzerdefinierte Standardeinstellungen herunterladen:
o Sie kdnnen die Datei SCP.XML fUr alle Standardeinstellungen herunterladen.
o Dies wird nur Uber die RACADM-Schnittstelle unterstutzt.
e Zurlcksetzen auf nutzerdefinierte Standardeinstellungen starten:
o Die hochgeladenen/gespeicherten Standardeinstellungen werden angewendet.

Zurucksetzen des iDRAC uber die iDRAC-Weboberflache

Fuhren Sie zum Zurtcksetzen von iDRAC einen der folgenden Schritte Uber die iDRAC-Weboberflache aus:

e Datei mit nutzerdefinierten Standardeinstellungen hochladen:

o Gehen Sie zu Konfiguration > Server-Konfigurationsprofil > benutzerdefinierte Standardeinstellungen >
benutzerdefinierte Standardeinstellungen hochladen

o Laden Sie die angepasste Datei CustomConfigured.xml aus dem lokalen Freigabepfad hoch.
o Klicken Sie auf Anwenden. Ein neuer Job zum Hochladen der nutzerdefinierten Standardeinstellungen wird erstellt.
e Auf die Standardeinstellungen zurlcksetzen:

o Wenn der Job zum Hochladen der nutzerdefinierten Standardeinstellungen erfolgreich ist, wechseln Sie zu Wartung > Diagnose
und klicken Sie auf iDRAC auf Werkseinstellungen zuriicksetzen.

Wahlen Sie Alle Einstellungen 16schen und anschlief3end die Standardkonfiguration aus.
Klicken Sie auf Weiter, um die Konfiguration auf nutzerdefinierte Voreinstellungen zurlickzusetzen.

Zurucksetzen des iDRAC uber RACADM

Verwenden Sie zum Neustarten von iDRAC den Befehl racreset. Weitere Informationen finden Sie unter Das Chassis Management
Controller RACADM CLI — Handbuch ist verflgbar auf der Seite CMC-Handbtcher..Weitere Informationen finden Sie unter Das Dell OME
- Modular ftr PowerEdge MX7000-Gehéuse RACADM CLI — Handbuch ist verfugbar auf der Seite OpenManage-Handbiicher.

Zum Zurlcksetzen auf Standardbetrieb verwenden Sie die folgenden Befehle:
e Datei mit nutzerdefinierten Standardeinstellungen hochladen: racadm -r <iDracIP> -u <username> -p <Password>
set -f <filename> -t xml --customdefaults

e Aktuelle Einstellungen als Standardeinstellungen speichern: racadm —r <iDracIP> -u <username> -p <Password> set
--savecustomdefaults

e Benutzerdefinierte Standardeinstellungen herunterladen: racadm -r <iDracIP> -u <username> -p <Password> get -f
<filename> -t xml --customdefaults

e Auf die Standardeinstellungen zurlicksetzen: Racadm —-r <iDracIP> -u <username> -p <Password> racresetcfg
—-custom

Loschen von System- und Nutzerdaten

®| ANMERKUNG: Loschen von System- und Nutzerdaten wird von iDRAC-GUI nicht unterstitzt.

Sie kdnnen Systemkomponenten und die Nutzerdaten fir die folgenden Komponenten léschen:

Zurlcksetzen des BIOS auf die Standardeinstellungen

Integrierte Diagnosefunktionen

Integriertes Treiberpaket des Betriebssystems

Lifecycle-Controller-Daten

Zurlcksetzen des iIDRAC auf die Standardeinstellungen

Uberschreiben von Festplattenlaufwerken, die keine Unterstiitzung fir Instant Secure Erase (ISE) bieten
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Controller-Cache zurlicksetzen

VvFLASH zurlicksetzen

Ldschen von Festplatten, SSDs und NVMes mit Unterstitzung von ISE
Ldschen Sie alle Betriebssystemanwendungen.

Stellen Sie vor der Durchflihrung einer Systemldschung Folgendes sicher:

e Sie verflgen Uber iDRAC-Serversteuerung-Berechtigungen.
e Lifecycle Controller ist aktiviert.

Die Option , Lifecycle-Controller-Daten® 16scht jeden Inhalt, wie z. B. das LC-Protokoll, die Konfigurations-Datenbank, die Werk-Protokolle
wie ab Werk geliefert und die Konrigurations-Informationen aus dem FP-SPI (oder die Verwaltungs-Riser).

@ ANMERKUNG: Das Lifecycle Controller-Protokoll enthalt die Informationen Uber die Anfrage zur Systemldschung und alle
Informationen, die erzeugt werden, wenn der iDRAC neu startet. Alle vorherigen Informationen werden entfernt.

Sie kdnnen einzelne oder mehrere Systemkomponenten mithilfe des SystemErase-Befehls [6schen:
racadm systemErase <BIOS | DIAG | DRVPACK | LCDATA | IDRAC >

Wobei:

bios — BIOS wird auf Standardeinstellung zurlickgesetzt

diag — Integrierte Diagnosefunktionen

drvpack — Integriertes BS-Treiberpaket

Icdata — Ldscht die Lifecycle Controller-Daten

idrac — iIDRAC wird auf Standardeinstellung zuriickgesetzt

overwritepd — Uberschreiben von Festplattenlaufwerken, die keine Unterstiitzung fur Instant Secure Erase (ISE) bieten
percnvcache — Controller-Cache wird zurlickgesetzt

vflash — vFlash wird zurlickgesetzt

secureerasepd — Léschen von Festplatten, SSDs und NVMes mit Unterstitzung von ISE
allapps — Loscht alle Betriebssystemanwendungen

ANMERKUNG:

e Beim sicheren Loschen wird die iDRAC-Rollback-Firmware nicht von der Partition geldscht, wenn der Befehl racadm

©

systemerase lcdata verwendet wird.

e Stellen Sie beim Léschen von vFlash sicher, dass alle Partitionen auf der vFlash-Karte getrennt sind, bevor Sie den Vorgang
ausfuhren.

e Wenn SEKM auf dem Server aktiviert ist, deaktivieren Sie SEKM mithilfe des Befehls racadm sekm disable, bevor Sie
diesen Befehl verwenden. Somit kann verhindert werden, dass Storage-Geréate gesperrt werden, die durch iDRAC gesichert sind,
wenn SEKM-Einstellungen aus iDRAC geldscht werden, indem Sie den Befehl ausfiihren. Weitere Informationen finden Sie unter
RACADM-CLI-Handbuch fir Integrated Dell Remote Access Controller.

e Der Dell Tech Center-Link wird in der iDRAC-UI auf Systemen der Marke Dell angezeigt. Wenn Sie Systemdaten mit dem
WSMan-Befehl I16schen und die Verknipfung erneut angezeigt werden soll, starten Sie den Host manuell neu und warten Sie, bis
CSIOR ausgefihrt wird.

e Nachdem Sie die Systemldschung ausgefthrt haben, werden die VDs moglicherweise weiterhin angezeigt. Fihren Sie CSIOR aus,
nachdem die Systemldschung abgeschlossen ist und der iDRAC neu gestartet wurde.

e |n den neuesten iDRAC-Versionen ist der Befehl LCWipe veraltet. Um den Systemldschvorgang durchzufihren, fihren Sie den
Befehl systemerase aus.

e SystemErase (System loéschen) I6scht keine Daten aus dem Easy Restore-Flash-Storage.

e Nachdem Sie die Systemldschung durchgefihrt haben, ist die SDPM-Standardspeichergrof3e auf 32 GB
konfiguriert. Sie konnen das Attribut SDPM-Standardspeichergréfe hier einsehen: BenutzeroberflacheKonfigurationBIOS-
EinstellungenArbeitsspeichereinstellungenPersistenter SpeicherSoftwarebasierter persistenter Storage.

e Sie kdnnen die Systemldschung nicht durchfihren, wenn sich der iDRAC im iLKM-Modus befindet. Deaktivieren Sie iLKM, um die
Systemldschung durchzufihren.

e Nachdem Sie den Systemldschvorgang durchgefuhrt haben, werden neun Eintrége von PR7-Protokollen fir jeden Intel GPU-
Steckplatz angezeigt.
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Zuriucksetzen des iDRAC auf die Standardeinstellungen

Sie kénnen iIDRAC mithilfe des Dienstprogramms fir die iDRAC-Einstellungen oder der iDRAC-Weboberflache auf die Werkseinstellungen
zurlicksetzen.

Zuriicksetzen von iDRAC auf die Standardwerkseinstellungen unter
Verwendung der iDRAC-Webschnittstelle

So setzen Sie iIDRAC mithilfe der iDRAC-Webschnittstelle auf die Standardwerkseinstellungen zurick:

1.

Gehen Sie zu Wartung > Diagnosen.
Daraufhin wird die Seite Diagnoseprogramm Konsole angezeigt.

Klicken Sie auf iDRAC auf Standardeinstellungen zuriicksetzen.

Der Fertigstellungsstatus wird in Prozent angezeigt. Der iDRAC wird neu gestartet und auf die Werkseinstellungen zurtickgesetzt.
Die iDRAC-IP-Adresse wird zurtickgesetzt und ist nicht zugénglich. Sie kdnnen die IP-Adresse Uber die Frontblende oder das BIOS
konfigurieren.

Zuriicksetzen von iDRAC auf die Standardwerkseinstellungen unter
Verwendung des Dienstprogramms fiir iDRAC-Einstellungen

So setzen Sie iIDRAC Uber das Dienstprogramm fir die iDRAC-Einstellungen auf die werksseitigen Standardeinstellungen zurdick:

1.

Gehen Sie zu iDRAC Konfigurationen auf Standard zuriicksetzen.
Daraufhin wird die Seite iDRAC-Einstellungen - iDRAC-Konfigurationen auf Standardeinstellungen zuriicksetzen angezeigt.

Klicken Sie auf Ja.
Die iDRAC Zuricksetzung startet.

Klicken Sie auf Zuriick, und navigieren Sie erneut zur Seite iDRAC-Einstellungen - iDRAC-Konfigurationen auf
Standardeinstellungen zuriicksetzen, um die Erfolgsmeldung anzuzeigen.

Fehler auf Managed System liber iDRAC beheben 37



Integration von SupportAssist im iDRAC

SupportAssist ermdglicht Ihnen die Erstellung von SupportAssist-Sammlungen und die Nutzung anderer Funktionen von SupportAssist
zur Uberwachung lhres Systems und Rechenzentrums. iDRAC bietet einen Anwendungsschnittstelle fir die Sammiung von
Plattforminformationen, die es Support Services ermoglicht, Plattform- und Serverprobleme zu beheben. Mit iDRAC kdnnen Sie eine
SupportAssist-Sammlung des Servers generieren und die Sammlung anschlief3end an einen Speicherort in einer Management Station
(lokal) oder an einen Netzwerkfreigabespeicherort exportieren, zum Beispiel FTP, Trivial File Transfer Protocol (TFTP), HTTP, HTTPS,
Common Internet File System (CIFS) oder Network File Share (NFS). Die Erfassung wird im Standard-ZIP-Format erstellt. Sie kénnen
diese Erfassung zur Fehlersuche oder Inventarsammlung an den technischen Support senden.

Themen:

e SupportAssist

e SupportAssist

*  Erfassungsprotokoll

e Generieren der SupportAssist-Erfassung
*  Einstellungen fur Datenerfassung

SupportAssist
O,

Sie kdnnen eine Sammlung lokal oder in einem Netzwerk erzeugen und speichern.

ANMERKUNG: Die SupportAssist-Registrierung wird in FW-Versionen 7.00.00.00 und héher nicht mehr unterstitzt. Sie kdnnen
OpenManage Enterprise oder Secure Connect Gateway fUr denselben Zweck verwenden.

@lANMERKUNG: Einige OEM-Kunden haben keinen Modellnamen.

SupportAssist

Sobald SupportAssist konfiguriert ist, kdnnen Sie das Erfassungsprotokoll Uber das SupportAssist-Dashboard aufrufen. Eine
Registrierung ist nicht erforderlich, um das Erfassungsprotokoll einzusehen oder zu versenden.

Erfassungsprotokoll

Das Erfassungsprotokoll zeigt die Details von Erfassungsdatum und -Uhrzeit, Erfassungstyp (Manuell), Erfasste Daten
(nutzerdefinierte Auswahl, alle Daten), Erfassungsstatus (abgeschlossen mit Fehlern, Abgeschlossen) und Job-ID an. Sie kénnen die
zuletzt in iIDRAC gespeicherte Erfassung an Dell senden.

@ ANMERKUNG: Nach der Generierung kénnen die Details des Erfassungsprotokolls gefiltert werden, um die personlich

identifizierbaren Informationen (PIl) basierend auf der Benutzerauswahl zu entfernen.

Generieren der SupportAssist-Erfassung

Zum Generieren der BS- und Anwendungsprotokolle muss das iDRAC-Servicemodul installiert sein und im Hostbetriebssystem ausgefihrt
werden.

ANMERKUNG: Die SupportAssist-Erfassung dauert mehr als 10 Minuten, wenn sie vom OS/iDRAC aus durchgefihrt wird, wéhrend
OMSA 10.1.0.0 damit ausgefihrt wird.

Wenn Sie zusammen mit dem technischen Support ein Problem mit einem Server beheben missen, lhre Sicherheitsrichtlinien aber keine
direkte Internetverbindung zulassen, kdnnen Sie dem technischen Support die notwendigen Daten zur Behebung des Problems zukommen
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lassen, ohne Software installieren oder Hilfsprogramme von Dell herunterladen zu mussen und ohne Uber Zugang zum Internet Gber das
Betriebssystem oder iDRAC zu verfugen.

Sie kdnnen einen Zustandsbericht des Servers erstellen und dann das Protokoll der Sammlung exportieren:

e An einen Speicherort der Management Station (lokal).

In eine Netzwerkfreigabe wie CIFS (Common Internet File System) oder NFS (Network File Share). Fur den Export in eine
Netzwerkfreigabe, wie z. B. CIFS oder NFS, ist eine direkte Netzwerkverbindung zum freigegebenen oder dedizierten iDRAC-
Netzwerkport erforderlich.

e An Dell.

Die SupportAssist-Erfassung wird im Standard-ZIP-Format erstellt. Die Sammlung kann die folgenden Informationen enthalten:

e Hardwarebestand fur alle Komponenten (umfasst Systemkomponentenkonfiguration und Firmware-Details, Hauptplatinen-

Systemereignisprotokolle, iDRAC-Statusinformationen und Lifecycle Controller-Protokolle)

Betriebssystem- und Anwendungsinformationen

Storage-Controller-Protokolle.

iDRAC-Debug-Protokolle.

Es enthélt einen HTML5-Viewer, auf den zugegriffen werden kann, sobald die Sammlung abgeschlossen ist.

Die Sammlung bietet eine grofie Menge an detaillierten Systeminformationen und Protokollen in einem nutzerfreundlichen Format, das
gedffnet werden kann, ohne dass die Sammlung auf der Technischer-Support-Website hochgeladen werden muss.

Nachdem die Daten erstellt wurden, kdnnen Sie die Daten anzeigen, die mehrere XML-Dateien und Log-Dateien enthalten.

Jedes Mal, wenn eine Datenerfassung durchgefihrt wird, wird ein Ereignis im Lifecycle Controller-Protokoll aufgezeichnet. Das Ereignis
enthalt Informationen wie der Nutzer, der den Bericht initiiert hat, die verwendete Schnittstelle sowie das Datum und die Uhrzeit des
Exports.

Wenn WMI unter Windows deaktiviert ist, halt die OS Collector-Erfassung mit einer Fehlermeldung an.

Uberpriifen Sie die entsprechenden Berechtigungsebenen und stellen Sie sicher, dass keine Firewall- oder Sicherheitseinstellungen
verhindern, dass die Registrierungs- oder Softwaredaten erfasst werden.

Stellen Sie vor dem Generieren eines Funktionszustandreports Folgendes sicher:

e |ifecycle Controller ist aktiviert.
e Die Funktion Systembestandsaufnahme beim Neustart erfassen (CSIOR) ist aktiviert.
e Sie verflgen Uber Anmelde- und Serversteuerungsberechtigungen.

Manuelles Generieren der SupportAssist-Erfassung unter
Verwendung der iDRAC-Webschnittstelle

So generieren Sie die SupportAssist-Erfassung manuell:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Wartung > SupportAssist.

Klicken Sie auf Erfassung starten.

Wahlen Sie die Datensétze aus, die in die Sammlung aufgenommen werden mussen.
Sie kdnnen festlegen, die Sammlung nach personenbezogenen Daten (PII) zu filtern.

oMo

Wahlen Sie das Ziel, in der die Erfassung gespeichert werden soll.

a. Mit der Option Lokal speichern kénnen Sie die generierte Erfassung auf dem lokalen System speichern.

b. Mit der Option Im Netzwerk speichern wird die generierte Erfassung in einer nutzerdefinierten CIFS- oder NFS-
Netzwerkfreigabe gespeichert.

@ ANMERKUNG: Wenn Im Netzwerk speichern ausgewahlt ist und kein standardmafliger Speicherort verflgbar ist,
werden die angegebenen Netzwerkdetails als Standardspeicherort flr zukinftige Sammlungen gespeichert. Wenn ein
Standardspeicherort bereits vorhanden ist, dann werden fur die Sammlung die nur einmal angegebenen Details verwendet.

Wenn die Option Im Netzwerk speichern ausgewahlt ist, werden die vom Nutzer bereitgestellten Netzwerkdetails als Standardwerte
(falls keine Netzwerkfreigabe zuvor gespeichert wurde) fir kinftige Erfassungen gespeichert.

Klicken Sie auf Erfassen, um mit der Erfassung fortzufahren.
7. Wenn Sie dazu aufgefordert werden, akzeptieren Sie die Endnutzer-Lizenzvertrag (EULA), um fortzufahren.

Die Option fUr Betriebssystem- und Anwendungsdaten ist ausgegraut und kann nicht ausgewahlt werden, wenn Folgendes zutrifft:
e iSMist nicht installiert oder wird nicht unter dem Host-BS ausgefuhrt,
e OS Collector wurde von iDRAC entfernt,
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e (OS-BMC-Passthrough ust auf dem iDRAC deaktiviert oder
e im Cache gespeicherte OS-Anwendungsdaten von einer friheren Erfassung sind nicht in iDRAC verfugbar.

Einstellungen fur Datenerfassung

Sie kdnnen die Datenerfassung an einem bevorzugten Speicherort im Netzwerk speichern. Verwenden Sie Archivverzeichnis festlegen,
um den Netzwerkspeicherort festzulegen. Sie kdnnen die Datenerfassung an einem bevorzugten Speicherort im Netzwerk speichern.
Verwenden Sie , Archivverzeichnis festlegen®, um den Netzwerkspeicherort festzulegen. Geben Sie den Typ des Protokolls (CIFS/NFS),
den sie verwenden mdchten, die entsprechende IP-Adresse, den Freigabenamen, den Domainnamen, den Nutzernamen und das Kennwort
ein, bevor Sie die Netzwerkverbindung testen. Uber die Schaltflache ,,Netzwerkverbindung testen* wird eine Verbindung zur Zielfreigabe

bestatigt.
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Haufig gestellte Fragen

In diesem Abschnitt werden h&ufig gestellte Fragen zu den folgenden Themen aufgelistet:

Themen:

*  System-Ereignisprotokoll

e Benutzerdefinierte Absender-E-Mail-Konfiguration fur iDRAC-Warnmeldungen
¢ Netzwerksicherheit

*  Telemetrie-Streaming

¢ Active Directory

*  Single Sign-On

e Smartcard-Anmeldung

*  Virtuelle Konsole

*  Virtueller Datentrager

*  vFlash-SD-Karte

¢ SNMP-Authentifizierung

e Speichergerate

*«  GPU (Beschleuniger)

*  iDRAC Service Module

« RACADM

e Standardkennwort dauerhaft auf ,calvin“ setzen
*  Verschiedenes

. Proxyservereinstellungen

System-Ereignisprotokoll

Warum verwendet SEL wahrend der Verwendung der iDRAC-Webschnittstelle iiber den Internet Explorer nicht die Option
»Speichern unter“?

Dies liegt an einer Browser-Einstellung. So kénnen Sie das Problem lésen:

1. Gehen Sie im Internet Explorer zu Tools > Internetopionen > Sicherheit und wahlen Sie die Zone aus, in die Sie versuchen
herunterzuladen. Wenn sich das iDRAC-Gerét z. B. in Ihrem lokalen Intranet befindet, wahlen Sie Lokales Intranet und klicken Sie auf
Stufe anpassen....

2. Im Fenster Sicherheitseinstellungen mussen unter Downloads die folgenden Optionen aktiviert sein:

e Automatische Eingabeaufforderung fir Datei-Downloads (falls diese Option verflgbar ist)
e Dateien herunterladen

VORSICHT: Um sicherzustellen, dass der Computer, der fiir den Zugriff auf iDRAC verwendet wird, sicher ist,
aktivieren Sie unter Verschiedenes nicht die Option Anwendungen und unsichere Dateien starten.

Benutzerdefinierte Absender-E-Mail-Konfiguration fur
iIDRAC-Warnmeldungen

Die generierte E-Mail-Benachrichtigung ist nicht von der nutzerdefinierten Absender-E-Mail auf dem cloudbasierten E-Mail-
Service.

Sie mussen |hre Cloud-E-Mail Gber diesen Prozess registrieren: Support.google.com.
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Netzwerksicherheit

Wahrend des Zugriffs auf die iDRAC-Webschnittstelle wird eine Sicherheitswarnung angezeigt, aus der hervorgeht, dass
das durch die Zertifizierungsstelle ausgestellte SSL-Zertifikat nicht vertrauenswiirdig ist.

iDRAC ist mit einem standardmafligen iDRAC-Serverzertifikat ausgestattet, das die Netzwerksicherheit gewéhrleistet, wahrend der
Zugriff Uber die Webschnittstelle oder ein Remote-RACADM erfolgt. Dieses Zertifikat wird nicht von einer vertrauenswdirdigen
Zertifizierungsstelle ausgestellt. Um dieses Problem zu beheben, laden Sie ein iDRAC-Serverzertifikat hoch, das von einer
vertrauenswirdigen Zertifizierungsstelle ausgestellt wurde (z. B. Microsoft Zertifizierungsstelle, Thawte oder Verisign).

Warum fiihrt der DNS-Server keine Registrierung von iDRAC durch?
Einige DNS-Server registrieren ausschlief3lich iDRAC-Namen mit bis zu 31 Zeichen.

Wenn Sie auf die iDRAC-Webschnittstelle zugreifen, wird eine Sicherheitswarnung angezeigt, aus der hervorgeht, dass der
SSL-Zertifikat-Hostname nicht mit dem iDRAC-Hostnamen iibereinstimmt.

iDRAC ist mit einem standardmafligen iDRAC-Serverzertifikat ausgestattet, das die Netzwerksicherheit gewéhrleistet, wahrend der
Zugriff Uber die Webschnittstelle oder ein Remote-RACADM erfolgt. Wenn dieses Zertifikat verwendet wird, zeigt der Webbrowser eine
Sicherheitswarnung an, da das fur iDRAC ausgestellte Standardzertifikat nicht mit dem iDRAC-Hostnamen Ubereinstimmt (z. B. mit der
|IP-Adresse).

Um dieses Problem zu 16sen, laden Sie ein iDRAC-Server-Zertifikat hoch, das auf die IP-Adresse oder den iDRAC-Host-Namen ausgestellt
wurde. Im Rahmen der Generierung der Zertifikatsignierungsanforderung (fiir die Ausstellung des Zertifikats) missen Sie sicherstellen,
dass der allgemeine Name (CN) der Zertifikatsignierungsanforderung mit der iDRAC-IP-Adresse (wenn auf die IP-Adresse ausgestellt)
oder mit dem registrierten DNS-iDRAC-Namen (wenn auf den registrierten iDRAC-Namen ausgestellt) Ubereinstimmt.

So stellen Sie sicher, dass die Zertifikatsignierungsanforderung mit dem registrierten DNS-iDRAC-Namen Ubereinstimmt:

1. Gehen Sie in der IDRAC-Webschnittstelle zu Ubersicht > iDRAC-Einstellungen > Netzwerk. Die Seite Netzwerk wird angezeigt.
2. Im Abschnitt Allgemeine Einstellungen:

e Wahlen Sie die Option iDRAC auf DNS registrieren aus.

e (Geben Sie den iDRAC-Namen in das Feld DNS-iDRAC-Name ein.
3. Kilicken Sie auf Anwenden.

Warum kann ich von meinem Webbrowser nicht auf iDRAC zugreifen?

Dieses Problem kann auftreten, wenn HTTP Strict Transport Security (HSTS) aktiviert ist. HSTS ist ein Internetsicherheitsmechanismus,
der es Webbrowsern ermdglicht, ausschlief3lich Uber das sichere HT TPS-Protokoll und nicht Gber HTTP zu interagieren.

Aktivieren Sie HTTPS auf Inrem Browser und melden Sie sich bei iDRAC an, um das Problem zu beheben.

Warum kann ich Vorgange nicht abschlief3en, die eine Remote-CIFS-Freigabe
durchfUhren?

Importieren/Exportieren oder ein beliebiger anderer Remote-Dateifreigabevorgang, der eine CIFS-Freigabe durchfiihrt, schlagt fehl, wenn
sie nur SMBvV1 verwenden. Stellen Sie sicher, dass das SMBv2-Protokoll auf dem Server aktiviert ist und die SMB/CIFS-Freigabe
bereitstellt. Informationen zum Aktivieren des SMBv2-Protokolls finden Sie in der Betriebssystemdokumentation.

Telemetrie-Streaming

Einige Berichtsdaten fehlen, wahrend die Telemetrie-Berichte fiir Rsyslog-Server gestreamt werden.

Bei alteren Versionen von Rsyslog-Servern fehlen moglicherweise gelegentlich einige Berichtsdaten in einigen Berichten. Sie kdnnen ein
Upgrade auf eine neuere Version durchfihren, um dieses Problem zu vermeiden.

Active Directory

Die Active Directory-Anmeldung ist fehlgeschlagen. Wie kann dieses Problem behoben werden?

Um das Problem zu diagnostizieren, klicken Sie auf der Seite Active Directory-Konfiguration und -Verwaltung auf Einstellungen
testen. Uberprifen Sie die Testergebnisse und beheben Sie das Problem. Andern Sie die Konfiguration und fiihren Sie den Test solange
durch, bis der Testnutzer den Autorisierungsschritt erfolgreich abschlief3t.
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Uberpriifen Sie allgemein die folgenden Aspekte:

e Stellen Sie bei der Anmeldung sicher, dass Sie den korrekten Benutzerdomanennamen statt des NetBIOS-Namens verwenden. Wenn
Sie Uber ein lokales iDRAC-Nutzerkonto verfligen, melden Sie sich mit den lokalen Zugangsdaten beim iDRAC an. Stellen Sie nach der
Anmeldung Folgendes sicher:

o Die Option Active Directory aktivieren ist auf der Seite Aktive Directory-Konfiguration und -Verwaltung markiert.

o Die DNS-Einstellung auf der iDRAC-Netzwerkkonfigurationsseite ist korrekt.

o Sie haben das richtige Stamm-CA-Zertifikat des Active Directory auf den iDRAC hochgeladen, falls Uberpriifung des Zertifikats
aktiviert wurde.

o Der iDRAC-Name und der iDRAC-Domanenname stimmen mit der Active Directory-Umgebungskonfiguration tberein, wenn Sie
das erweiterte Schema verwenden.

o Der Gruppenname und der Gruppendomanenname stimmen mit der Active Directory-Konfiguration tberein, wenn Sie das
Standardschema verwenden.

o Wenn sich der Nutzer und das iDRAC-Objekt in unterschiedlichen Doméanen befinden, wahlen Sie nicht die Option Nutzerdomane
von Anmeldung aus. Wahlen Sie stattdessen die Option Eine Domane angeben aus und geben Sie den Namen der Domane ein,
in der das iIDRAC-Objekt verfugbar ist.

e Uberprifen Sie die SSL-Zertifikate des Domanen-Controllers, um sicherzustellen, dass die IDRAC-Zeit innerhalb der Giiltigkeitsdauer
des Zertifikats liegt.

Die Active Directory-Anmeldung schlégt fehl, auch wenn die Zertifikatsiiberpriifung aktiviert ist. Die Testergebnisse zeigen
die folgende Fehlermeldung an. Warum tritt dieses Verhalten auf und wie kann es behoben werden?

ERROR: Can't contact LDAP server, error:14090086:SSL
routines:SSL3 GET SERVER CERTIFICATE:certificate verify failed: Please check the correct
Certificate Authority (CA) certificate has been uploaded to iDRAC. Please also check if
the iDRAC date is within the valid period of the certificates and if the Domain Controller
Address configured in iDRAC matches the subject of the Directory Server Certificate.

Wenn die Zertifikatstberprifung aktiviert ist und iDRAC die SSL-Verbindung mit dem Verzeichnisserver herstellt, verwendet iDRAC
das hochgeladene Zertifizierungsstellenzertifikat, um das Zertifikat des Verzeichnisservers zu Uberprifen. Die haufigsten Grinde fur das
Scheitern der Zertifizierung sind:

e Das iDRAC-Datum liegt nicht innerhalb der Giiltigkeitsdauer des Serverzertifikats oder Zertifizierungsstellenzertifikats. Uberpriifen Sie
die iDRAC-Zeit und die Gliltigkeitsdauer Ihres Zertifikats.

e Die in iDRAC konfigurierten Domain Controller-Adressen stimmen nicht mit dem Antragstellernamen oder alternativen
Antragstellernamen des Verzeichnisserverzertifikats Uberein. Wenn Sie eine IP-Adresse verwenden, gehen Sie zur ndchsten Frage.
Wenn Sie einen FQDN verwenden, stellen Sie sicher, dass Sie den FQDN des Domain Controllers und nicht der Domane verwenden.
Beispiel: servername.example.com anstatt example.com.

Die Zertifikatsiiberpriifung schldgt fehl, auch wenn als Domain Controller-Adresse die IP-Adresse verwendet wird. Wie kann
dieses Problem behoben werden?

Uberpriifen Sie das Feld ,Antragstellername* oder , Alternativer Antragstellername* in Ihrem Domain Controller-Zertifikat. Normalerweise
verwendet Active Directory den Hostnamen und nicht die IP-Adresse des Domain Controllers im Feld ,, Antragstellername” oder
LAlternativer Antragstellername” des Domain Controller-Zertifikats. Gehen Sie folgendermaf3en vor, um das Problem zu beheben:

e Konfigurieren Sie als Adresse(n) des Domain Controllers den Hostnamen (FQDN) des Domain Controllers auf dem iDRAC, damit er
mit dem Antragstellernamen bzw. dem alternativen Antragstellernamen des Serverzertifikats Ubereinstimmt.

e Erstellen Sie das Server-Zertifikat erneut, damit im Feld "Servername" oder "Alternativer Servername" eine IP-Adresse verwendet
wird, die auf dem iDRAC konfiguriert ist.

e Deaktivieren Sie die Uberpriifung des Zertifikats, wenn Sie dem Domanen-Controller beim SSL-Handshake ohne diese Uberpriifung
vertrauen.

Wie werden die Domanen-Controller-Adressen konfiguriert, wenn das erweiterte Schema in einer Umgebung mit mehreren
Domaénen verwendet wird?

Es musste der Host-Name (FQDN) oder die IP-Adresse des Domanen-Controllers sein, der die Doméne bedient, in der sich das iDRAC-
Objekt befindet.

Wann muss ich Adressen des globalen Katalogs konfigurieren?

Wenn Sie das Standardschema verwenden und die Nutzerlnnen und Rollengruppen verschiedenen Domanen angehdren, sind Adressen
des globalen Katalogs erforderlich. In diesem Fall kdnnen Sie nur die universelle Gruppe verwenden.

Wenn Sie das Standardschema verwenden und alle Nutzer und Rollengruppen derselben Doméane angehdren, sind keine Adressen des
globalen Katalogs erforderlich.

Wenn Sie ein erweitertes Schema verwenden, wird die Adresse des globalen Katalogs nicht verwendet.

Wie funktioniert die Abfrage im Standardschema?
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iDRAC stellt zuerst eine Verbindung zu den konfigurierten Domain Controller-Adressen her. Wenn sich die Nutzerlnnen und Rollengruppen
in dieser Doméane befinden, werden die Berechtigungen gespeichert.

Wenn globale Controller-Adressen konfiguriert sind, fragt iDRAC weiterhin den globalen Katalog ab. Wenn zusatzliche Berechtigungen aus
dem globalen Katalog abgerufen werden, werden diese Berechtigungen akkumuliert.

Verwendet iDRAC immer LDAP iiber SSL?

Ja. Der gesamte Datentransfer erfolgt Uber den sicheren Port 636 und/oder 3269. Beim Testen der Einstellungen fuhrt iDRAC einen
LDAP CONNECT durch, um das Problem zu isolieren. Er fuhrt jedoch keinen LDAP BIND auf einer unsicheren Verbindung aus.

Warum ist in der Standardkonfiguration des iDRAC die Uberpriifung des Zertifikats aktiviert?

iDRAC setzt hohe Sicherheitsstandards durch, um die korrekte Identitdt des Domain Controllers zu gewahrleisten, mit dem iDRAC eine
Verbindung herstellt. Ohne eine Zertifikatstberprifung kénnen Hackerlnnen einen Domain Controller falschen und die SSL-Verbindung
kapern. Wenn Sie sich dafir entscheiden, allen Domain Controllern innerhalb Ihrer Sicherheitszone ohne Zertifikatstberpriifung zu
vertrauen, kdnnen Sie die Funktion Uber die Weboberflache oder RACADM deaktivieren.

Unterstiitzt iDRAC den NetBIOS-Namen?
Nicht in dieser Version.

Warum dauert es bis zu vier Minuten, sich liber die Active Directory-basierte Einmal- oder Smart Card-Anmeldung bei iDRAC
anzumelden?

Die Active Directory-basierte Einmal- oder Smart Card-Anmeldung dauert in der Regel weniger als 10 Sekunden, sie kann jedoch bis zu
vier Minuten dauern, wenn Sie den bevorzugten DNS-Server und den alternativen DNS-Server angegeben haben und der bevorzugte
DNS-Server ausféllt. DNS-Zeittberschreitungen sind zu erwarten, wenn ein DNS-Server ausgeschaltet ist. IDRAC meldet Sie unter
Verwendung des alternativen DNS-Servers an.

Das Active Directory ist fiir eine Doméne konfiguriert, die im Windows Server 2008-Active Directory vorhanden ist. Fiir die
Domane ist eine untergeordnete Doméane vorhanden, der Nutzer und die Gruppe befinden sich in dieser untergeordneten
Domaéne und der Nutzer ist Mitglied dieser Gruppe. Beim Versuch, sich mit dem in der untergeordneten Doméane
vorhandenen Nutzer beim iDRAC anzumelden, schldgt die Single Sign-On-Anmeldung beim Active Directory fehl.

Dies kann an einem falschen Gruppentyp liegen. Es gibt zwei Gruppentypen im Active Directory-Server:

e Sicherheit — Sicherheitsgruppen ermdglichen lhnen, den Nutzer- und Computerzugriff auf freigegebene Ressourcen zu managen und
Gruppenrichtlinieneinstellungen zu filtern.

e \erteilung — Verteilungsgruppen sind nur als E-Mail-Verteilerlisten vorgesehen.

Stellen Sie immer sicher, dass der Gruppentyp ,,Sicherheit* lautet. Sie kdnnen keine Verteilungsgruppen verwenden, um Berechtigungen
fur ein Objekt zuzuweisen. Sie kdnnen sie jedoch flr das Filtern der Gruppenrichtlinieneinstellungen verwenden.

Single Sign-On

Die SSO-Anmeldung schlagt auf Windows Server 2008 R2 x64 fehl. Welche Einstellungen sind zum Loésen dieses Problems
erforderlich?

1. Fdhren Sie technet.microsoft.com/en-us/library/dd560670(WS.10).aspx fir den Domain Controller und die Domé&nenrichtlinie
aus.
2. Konfigurieren Sie die Computer zur Verwendung der DES-CBC-MDb5-Cipher-Suite.

ANMERKUNG: Diese Einstellungen kénnen sich auf die Kompatibilitat mit Client-Computern oder Services und Anwendungen in
Ihrer Umgebung auswirken. Die zuldssigen Verschlisselungskonfigurationstypen fur die Kerberos-Richtlinieneinstellung sind unter
Computerkonfiguration > Sicherheitseinstellungen > Lokale Richtlinien > Sicherheitsoptionen zu finden.

Stellen Sie sicher, dass die Doménen-Clients Uber das aktualiserte GPO verfugen.

Geben Sie in der Befehlszeile den Befehl gpupdate /force einund léschen Sie die alte Keytab mit dem Befehl k1ist purge.
Nachdem das GPO aktualisiert wurde, erstellen Sie die neue Keytab.

Laden Sie das Keytab zu iDRAC hoch.

oo s o

Sie kdnnen sich jetzt unter Verwendung der SSO am iDRAC anmelden.
Warum scheitert die SSO-Anmeldung bei Active Directory-Benutzern auf Windows 7 und Windows Server 2008 R2?

Sie mussen die Verschlisselungstypen fur Windows 7 und Windows Server 2008 R2 aktivieren. So aktivieren Sie die
Verschllsselungstypen:

1. Melden Sie sich als Administrator oder als Nutzer mit Administratorrechten an.
2. Navigieren Sie zu Start und flhren Sie gpedit.msc aus. Das Fenster Editor fiir lokale Gruppenrichtlinien wird angezeigt.
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3. Gehen Sie zu Lokale Computereinstellungen > Windows-Einstellungen > Sicherheitseinstellungen > Lokale Richtlinien >
Sicherheitsoptionen.

4. Klicken Sie mit der rechten Maustaste auf Netzwerksicherheit: Fiir Kerberos genehmigte Verschliisselungstypen
konfigurieren und wéhlen Sie Eigenschaften aus.

5. Aktivieren Sie alle Optionen.

6. Klicken Sie auf OK. Sie kdnnen sich jetzt unter Verwendung der SSO am iDRAC anmelden.

Fuhren Sie die folgenden zuséatzlichen Einstellungen fir das erweiterte Schema aus:

1. Navigieren Sie im Fenster Editor fiir lokale Gruppenrichtlinien zu Lokale Computereinstellungen > Windows-Einstellungen >
Sicherheitseinstellungen > Lokale Richtlinien > Sicherheitsoptionen.

2. Klicken Sie mit der rechten Maustaste auf Netzwerksicherheit: NTLM einschranken: Ausgehender NTLM-Verkehr zu Remote-
Server und wéhlen Sie Eigenschaften aus.

3. Wahlen Sie Alle zulassen, klicken Sie auf OK und schlief3en Sie das Fenster Editor fiir lokale Gruppenrichtlinien.

4. Navigieren Sie zu Start und fihren Sie cmd aus. Das Eingabeaufforderungsfenster wird angezeigt.

B. Fdhren Sie den Befehl gpupdate /force aus. Die Gruppenrichtlinien werden aktualisiert. Schlief3en Sie das
Eingabeaufforderungsfenster.

6. Navigieren Sie zu Start und fuhren Sie regedit aus. Das Fenster Registrierungseditor wird angezeigt.

7. Navigieren Sie zu HKEY_LOCAL_MACHINE > System > CurrentControlSet > Control > LSA .

8. Klicken Sie mit der rechten Maustaste in den rechten Fensterbereich und wahlen Sie Neu > DWORD (32-Bit) Wert aus.

9. Geben Sie dem neuen Schlissel den Namen SuppressExtendedProtection.

10. Klicken Sie mit der rechten Maustaste auf SuppressExtendedProtection und klicken Sie dann auf Andern..

11. Geben Sie in das Feld Wert die Zahl 1 ein und klicken Sie auf OK.

12. Schlief3en Sie das Fenster Registry Editor. Sie kdnnen sich jetzt unter Verwendung der SSO am iDRAC anmelden.

Wenn Sie SSO fiir iDRAC aktiviert haben und Internet Explorer zur Anmeldung beim iDRAC verwenden, schlagt SSO fehl und
Sie werden aufgefordert, lhren Nutzernamen und lhr Kennwort einzugeben. Wie kann dieses Problem behoben werden?

Stellen Sie sicher, dass die IDRAC-IP-Adresse unter Extras > Internetoptionen > Sicherheit > Vertrauenswiirdige Websites
aufgefuhrt ist. Wenn sie nicht aufgefihrt ist, schlagt SSO fehl und Sie werden aufgefordert, Ihren Nutzernamen und Ihr Kennwort
einzugeben. Klicken Sie auf Abbrechen und fahren Sie fort.

Smartcard-Anmeldung

Bei Verwendung der Active Directory Smart-Card-Anmeldung dauert es bis zu vier Minuten, um sich am iDRAC anzumelden.

Die normale Active Directory-Smartcard-Anmeldung dauert weniger als zehn Sekunden, es kann jedoch bis zu vier Minuten dauern, wenn
Sie den bevorzugten DNS-Server und den alternativen DNS-Server auf der Seite Netzwerk angegeben haben und der bevorzugte
DNS-Server ausgefallen ist. DNS-Zeittberschreitungen sind zu erwarten, wenn ein DNS-Server ausgeschaltet ist. iDRAC meldet Sie unter
Verwendung des alternativen DNS-Servers an.

Falsche Smartcard-PIN

Uberpriifen Sie, ob die Smartcard aufgrund zu vieler Versuche mit einer falschen PIN gesperrt ist. Wenden Sie sich in solchen Fallen an
den Kartenaussteller im Unternehmen, um eine neue Smartcard zu erhalten.

Virtuelle Konsole

Kann eine neue Remote-Konsolenvideositzung gestartet werden, wenn das lokale Video auf dem Server ausgeschaltet ist?
Ja.

Warum dauert es 15 Sekunden, um das lokale Video auf dem Server auszuschalten, nachdem eine Aufforderung zum
Ausschalten des lokalen Videos eingereicht wurde?

Hierdurch wird einem lokalen Nutzer die Gelegenheit gegeben, Maf3nahmen durchzufiihren, bevor das Video ausgeschaltet wird.
Tritt beim Einschalten des lokalen Videos eine Zeitverzégerung auf?

Nein. Sobald der iDRAC eine Anforderung zum Einschalten des lokalen Videos erhélt, wird das Video sofort eingeschaltet.

Kann der lokale Nutzer das Video aus- oder einschalten?

Wenn die lokale Konsole deaktiviert ist, kann der lokale Nutzer das Video nicht aus- oder einschalten.

Werden beim Ausschalten des lokalen Videos auch die lokale Tastatur und Maus ausgeschaltet?
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Anzahl

Wird durch das Ausschalten der lokalen Konsole auch das Video der Remote-Konsolensitzung ausgeschaltet?

Nein, das Ein- oder Ausschalten des lokalen Videos ist von der Remote-Konsolensitzung unabhéngig.

Welche Berechtigungen sind fiir einen iDRAC-Nutzer erforderlich, um das lokale Server-Video ein- oder auszuschalten?
Samtliche Nutzer mit iDRAC-Konfigurationsberechtigungen kénnen die lokale Konsole ein- oder ausschalten.

Wie kann ich den aktuellen Status des lokalen Servervideos abrufen?

Der Status wird auf der Seite ,Virtuelle Konsole* angezeigt.

Verwenden Sie zur Anzeige des Status des Objekts iDRAC.VirtualConsole.AttachState den folgenden Befehl:
racadm get idrac.virtualconsole.attachstate

Verwenden Sie alternativ den folgenden Befehl Uber eine SSH- oder eine Remote-Sitzung:

racadm -r (iDrac IP) -u (username) -p (password) get iDRAC.VirtualConsole.AttachState
Der Status wird auch auf der OSCAR-Anzeige der virtuellen Konsole angezeigt. Wenn die lokale Konsole aktiviert ist, wird neben dem
Servernamen ein griiner Status angezeigt. Wenn sie deaktiviert ist, zeigt ein gelber Punkt an, dass iDRAC die lokale Konsole gesperrt hat.
Warum wird der untere Bereich des Systembildschirms nicht im Fenster fiir die virtuelle Konsole angezeigt?
Stellen Sie sicher, dass die Bildschirmauflésung der Management Station auf 1280x1024 eingestellt ist.
Warum wird das Fenster fiir den Viewer der virtuellen Konsole auf Linux-Betriebssystemen unkenntlich dargestelit?

Fir den Konsolen-Viewer ist unter Linux ein UTF-8-Zeichensatz erforderlich. Uberpriifen Sie Ihre Spracheinstellungen und setzen Sie den
Zeichensatz bei Bedarf zurtick.

Warum wird die Maus unter der Linux-Textkonsole in Lifecycle Controller nicht synchronisiert?

Die virtuelle Konsole benotigt den USB-Maustreiber, der USB-Maustreiber ist jedoch nur im X-Window-Betriebssystem verfugbar. Fihren
Sie im Viewer fUr die virtuelle Konsole die folgenden Schritte aus:

e Navigieren Sie zur Registerkarte ExtrasSitzungsoptionen > Maus. Wahlen Sie unter Mausbeschleunigung Linux aus.
e \Wahlen Sie im MenU Extras die Option Einzel-Cursor aus.

Wie kann der Mauszeiger im Fenster fiir den Viewer fiir die virtuelle Konsole synchronisiert werden?

Bevor Sie eine Sitzung fur eine virtuelle Konsole starten, stellen Sie sicher, dass Sie die richtige Maus flr Ihr Betriebssystem ausgewahlt
haben.

Stellen Sie auf3erdem sicher, dass die Option Einzel-Cursor unter Extras im MenU fir die virtuelle iDRAC-Konsole auf dem Client fir die
Konsole ausgewahlt ist. Standardmafig ist der Zwei-Cursor-Modus eingestellt.

Kann eine Tastatur oder eine Maus verwendet werden, wahrend ein Microsoft-Betriebssystem remote iiber die virtuelle
Konsole installiert wird?

Anzahl Wenn Sie remote ein unterstitztes Microsoft-Betriebssystem auf einem System installieren, auf dem die virtuelle Konsole im BIOS
aktiviert ist, wird eine EMS-Verbindungsnachricht gesendet, bei der Sie remote OK auswahlen missen. Sie missen entweder OK auf dem
lokalen System auswahlen oder den remote verwalteten Server neu starten, eine Neuinstallation vornehmen und die virtuelle Konsole im
BIOS deaktivieren.

Diese Nachricht wird durch Microsoft erstellt, um den Nutzer darauf hinzuweisen, dass die virtuelle Konsole aktiviert ist. Um
sicherzustellen, dass diese Meldung nicht angezeigt wird, miUssen Sie die virtuelle Konsole im Dienstprogramm fir die iDRAC-Einstellungen
ausschalten, bevor Sie ein Betriebssystem remote installieren.

Warum zeigt die Nummernblockanzeige auf der Management Station nicht den Status des Nummernblocks auf dem
Remote-Server an?

Wenn Sie Uber iDRAC auf den Nummernblock auf der Management Station zugreifen, stimmt dieser nicht unbedingt mit dem Status
des Nummernblocks auf dem Remote-Server Uberein. Der Status des Nummernblocks hangt von der Einstellung zum Zeitpunkt der
Verbindungsherstellung der Remote-Sitzung ab. Dabei ist der Status des Nummernblocks auf der Management Station nicht von Belang.

Warum werden mehrere Session Viewer-Fenster eingeblendet, wenn vom lokalen Host aus eine Sitzung der virtuellen
Konsole aufgebaut wird?

Sie konfigurieren eine virtuelle Konsole Uber das lokale System. Dieser Vorgang wird nicht unterstitzt.

Wenn eine Sitzung fiir eine virtuelle Konsole aktiv ist und ein lokaler Nutzer auf den Managed Server zugreift, wird dem
ersten Nutzer eine Warnmeldung angezeigt?
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Anzahl Wenn ein lokaler Nutzer auf das System zugreift, haben beide Kontrolle Uber das System.
Wie viel Bandbreite ist fiir die Ausfiihrung einer Sitzung fiir eine virtuelle Konsole erforderlich?

Fur eine gute Leistung wird eine Verbindung mit einer Bandbreite von 5 Mbit/s empfohlen. Eine Verbindung mit einer Bandbreite von
1 Mbit/s stellt die Mindestanforderung dar.

Was sind die Mindestsystemanforderungen der Management Station zum Ausfiihren der virtuellen Konsole?
Die Management Station bendtigt einen Intel Pentium Il 500-MHz-Prozessor mit mindestens 256 MB RAM.
Warum zeigt das Fenster mit dem Viewer fiir die virtuelle Konsole manchmal die Meldung ,,Kein Signal“ an?

Diese Meldung wird angezeigt, da das iDRAC-Plug-in fir die virtuelle Konsole das Remote-Server-Desktop-Video nicht empfangt. Im
Allgemeinen kann dieses Verhalten auftreten, wenn der Remote-Server ausgeschaltet ist. Manchmal wird diese Meldung aufgrund einer
Empfangsfehlfunktion des Remote-Server-Desktop-Videos angezeigt.

Warum zeigt das Fenster fiir den Viewer der virtuellen Konsole gelegentlich die Meldung ,,Auf3erhalb des Bereichs“ an?

Diese Meldung wird méglicherweise angezeigt, weil ein Parameter, der fiir die Videoerfassung erforderlich ist, sich auf3erhalb des Bereichs
befindet, fir den iDRAC das Video erfassen kann. Wenn bestimmte Parameter, z. B. die Anzeigeauflésung oder die Bildwiederholfrequenz,
zu hoch eingestellt sind, ist es moglich, dass die Meldung ,,Out of range” (Auf3erhalb des Bereichs) angezeigt wird. In der Regel wird der
maximale Bereich der Parameter durch physische Begrenzungen definiert, wie z. B. die Gréf3e des Videospeichers oder der Bandbreite.

Warum ist das Fenster fiir den Viewer der virtuellen Konsole leer?

Wenn Sie Uber Berechtigungen fiir virtuelle Datentréger verfligen, nicht aber fiir die virtuelle Konsole, kdnnen Sie den Viewer fur den
Zugriff auf die Funktion fir virtuelle Datentréger starten, die Konsole des verwalteten Servers wird jedoch nicht angezeigt.

Warum wird die Maus nicht unter DOS synchronisiert, wenn die virtuelle Konsole ausgefiihrt wird?

Das Dell BIOS emuliert den Maustreiber als PS/2-Maus. Die PS/2-Maus ist so konzipiert, dass sie die relative Position fir den Mauszeiger
verwendet, was die Verzégerung in der Synchronisation verursacht. iDRAC verfugt Uber einen USB-Maustreiber, mit dem eine absolute
Position und damit eine engere Verfolgung des Mauszeigers moglich ist. Selbst wenn iDRAC die absolute Position der USB-Maus an das
Dell BIOS weiterleitet, konvertiert die BIOS-Emulation sie zurick in die relative Position und das Verhalten bleibt unveréndert. Um dieses
Problem zu beheben, stellen Sie auf dem Bildschirm ,,Configuration” (Konfiguration) den Mausmodus auf ,USC/Diags” ein.

Nach dem Start der virtuellen Konsole ist der Mauszeiger auf der virtuellen Konsole aktiv, jedoch nicht auf dem lokalen
System. Warum tritt dieses Verhalten auf und wie kann es behoben werden?

Dieser Fehler tritt auf, wenn fir Mausmodus USC/Diags cingestellt ist. Driicken Sie die Tastenkombination Alt+M, um die Maus auf
dem lokalen System zu verwenden. Driicken Sie Alt+M erneut, um die Maus auf der virtuellen Konsole zu verwenden.

Warum kommt es bei der GUI-Sitzung zu einem Timeout, nachdem die virtuelle Konsole iiber die iDRAC-Schnittstelle
gestartet wurde, die wiederum liber CMC gestartet wurde?

Wenn die virtuelle Konsole tber die CMC-Weboberflache fur iDRAC gestartet wird, wird ein Pop-up-Fenster zum Starten der virtuellen
Konsole gedffnet. Dieses Pop-up-Fenster wird kurz nach dem Offnen der virtuellen Konsole geschlossen.

Wenn sowohl die GUI als auch die virtuelle Konsole auf das gleiche iDRAC-System auf einer Management Station gestartet werden, tritt
ein Sitzungs-Timeouts fur die IDRAC-GUI auf, wenn die GUI vor dem Schlief3en des Pop-up-Fensters gestartet wird. Wenn die iDRAC-GUI
Uber die CMC-Weboberflache nach dem Schlief3en des Pop-up-Fensters der virtuellen Konsole gestartet wird, tritt dieses Problem nicht
auf.

®|ANMERKUNG: Gilt nicht far MX-Plattformen.

Warum kann der Linux S-Abf-Schliissel nicht mit Internet Explorer verwendet werden?

Das Verhalten der Linux S-Abf-Taste andert sich, wenn die virtuelle Konsole Uber Internet Explorer verwendet wird. Um die S-Abf-Taste
zu nutzen, dricken Sie die Taste Druck und lassen Sie sie los, wahrend Sie die Tasten Strg und Alt gedriickt halten. So nutzen Sie die
S-Abf-Taste fUr einen Remote-Linux-Server Uber iDRAC bei Verwendung des Internet Explorers:

1. Aktivieren Sie die Funktion fUr die magische Taste auf dem Remote-Linux-Server. Sie kdnnen den folgenden Befehl verwenden, sie auf
dem Linux-Terminal zu aktivieren:

echo 1 > /proc/sys/kernel/sysrq

Aktivieren Sie den Tastaturdurchgangsmodus von Active X Viewer.
Dricken Sie Strg+Alt+Druck.

Lassen Sie nur die Taste Druck wieder los.

Dricken Sie die Tastenkombination Druck+Strg+Alt.

®| ANMERKUNG: Die S-Abf-Funktion wird derzeit nicht fur Internet Explorer und Java unterstitzt.

oA NN

Warum wird die Meldung ,,Verkniipfung unterbrochen‘ unten auf der virtuellen Konsole angezeigt?
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Wenn Sie wahrend des Neustarts eines Servers den freigegebenen Netzwerkport verwenden, wird iDRAC getrennt, wéhrend das BIOS
die Netzwerkkarte zurlcksetzt. Dieser Vorgang dauert auf Karten mit 10 Gbit 1&nger und dauert auf3erdem auf3ergewdhnlich lange, wenn
auf dem angeschlossenen Netzwerkswitch das Spanning Tree Protocol (STP) aktiviert ist. In diesem Fall wird empfohlen, die Option
Lportfast® fir den Switch-Port zu verwenden, der mit dem Server verbunden ist. In den meisten Fallen stellt sich die virtuelle Konsole
selbst wieder her.

So aktivieren Sie die Konsolenumleitung iiber den Webserver-Port (443)
racadm>>set iDRAC.VirtualConsole.WebRedirect Enabled

Um den externen virtuellen Konsolen-Port (5900) zu schlief3en, legen Sie die folgende iDRAC-Eigenschaft fest.
Um den externen virtuellen Konsolen-Port (5900) zu schlief3en, muss sowohl iDRAC.VirtualConsole.WebRedirect als auch
iDRAC.VirtualConsole.CloseUnusedPort aktiviert sein.

racadm>>set iDRAC.VirtualConsole.CloseUnusedPort Enabled

@ ANMERKUNG:

e \Wenn der virtuelle Datentrager-Port deaktiviert ist, sind eigenstandige virtuelle Datentréger nicht zuganglich und Sie kénnen die
virtuellen Datentréager Uber die virtuelle Konsole verwenden.

Virtueller Datentrager

Warum wird die Verbindung mit dem Client fiir den virtuellen Datentrager manchmal getrennt?

Wenn ein Netzwerk-Timeout eintritt, trennt die iDRAC-Firmware die Verbindung und unterbricht die Verbindung zwischen dem Server
und dem virtuellen Datentréger.

Wenn Sie die CD im Client-System andern, weist die neue CD eventuell eine Autostart-Funktion auf. In diesem Fall kann es zu einem
Timeout der Firmware kommen und die Verbindung verloren gehen, wenn das Client-System zu lange braucht, um die CD zu lesen. Wenn
eine Verbindung verloren geht, stellen Sie die Verbindung Uber die GUI wieder her und fahren Sie mit dem vorherigen Vorgang fort.

Wenn die Konfigurationseinstellungen des virtuellen Datentréagers in der iDRAC-Weboberflache oder durch Befehle des lokalen RACADM
geandert werden, wird die Verbindung aller verbundener Datentrager bei Ubernahme der Konfigurationsédnderung unterbrochen.

Verwenden Sie zum erneuten Verbinden des virtuellen Datentragers das Fenster , Virtueller Datentréger — Client-Ansicht”.
Warum dauert eine Windows-Betriebssysteminstallation iiber einen virtuellen Datentrédger langer?

Wenn Sie das Windows-Betriebssystem mithilfe der DVD Dell Systems Management Tools and Documentation und Uber eine
langsame Netzwerkverbindung installieren, kann es sein, dass das Installationsverfahren aufgrund von Netzwerklatenz fir den Zugriff auf
die iDRAC-Weboberflache mehr Zeit erfordert. Das Installationsfenster zeigt den Installationsfortschritt nicht an.

Wie kann das virtuelle Gerat als Startlaufwerk konfiguriert werden?

Offnen Sie auf dem verwalteten System das BIOS-Setup und navigieren Sie zum Startmenti. Suchen Sie die virtuelle CD, virtuelle Diskette
oder vFlash und &ndern Sie die Startreihenfolge des Geréts nach Bedarf. Driicken Sie auf3erdem die Leertaste in der Startreihenfolge im
CMOS-Setup, um das virtuelle Geréat startbar zu machen. Um beispielsweise von einem CD-Laufwerk zu starten, konfigurieren Sie das
CD-Laufwerk als erstes Gerét in der Startreihenfolge.

Welche Datentragertypen konnen als Startlaufwerk festgelegt werden?
Mit dem iDRAC konnen Sie von den folgenden startféhigen Datentrégern aus starten:

CD-ROM/DVD-Datentrager

ISO 9660-Image

1,44 Zoll-Diskette oder Disketten-Image

USB-SchlUssel, der vom Betriebssystem als Wechsellaufwerk erkannt wird
Ein USB-Schlussel-Image

Wie kann der USB-Schliissel in ein Startlaufwerk umkonfiguriert werden?

Sie kdnnen auch Uber eine Windows 98-Startdiskette starten und Systemdateien von der Startdiskette auf den USB-SchlUssel kopieren.
Geben Sie z. B. an der DOS-Eingabeaufforderung den folgenden Befehl ein:

sys a: x: /s

wobei ,x:* fir den USB-SchlUssel steht, der als Startlaufwerk konfiguriert werden soll.
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Der virtuelle Datentréger ist verbunden und mit der Remote-Diskette verbunden. Das virtuelle Diskettenlaufwerk/virtuelle
CD-Gerat kann auf einem System, auf dem Red Hat Enterprise Linux oder SuSE Linux Betriebssystem ausgefiihrt wird, aber
nicht gefunden werden. Wie kann dieses Problem behoben werden?

Einige Linux-Versionen laden das virtuelle Diskettenlaufwerk und das virtuelle CD-Laufwerk nicht automatisch auf dieselbe Weise. Um
das virtuelle Diskettenlaufwerk zu laden, machen Sie den Gerateknoten ausfindig, den Linux dem virtuellen Diskettenlaufwerk zuweist. So
laden Sie das virtuelle Diskettenlaufwerk:

1. Offnen Sie eine Linux-Eingabeaufforderung, und fiihren Sie den folgenden Befehl aus:

grep "Virtual Floppy" /var/log/messages

2. Machen Sie den letzten Eintrag zu dieser Meldung ausfindig, und notieren Sie die Zeit.
3. Fuhren Sie an der Linux-Eingabeaufforderung den folgenden Befehl aus:

grep "hh:mm:ss" /var/log/messages

wobei, hh:mm:ss der Zeitstempel der Meldung ist, die von grep in Schritt 1 zurtickgegeben wurde.
4. Lesen Sie in Schritt 3 das Ergebnis des grep-Befehls und finden Sie den Gerdtenamen, der dem virtuellen Diskettenlaufwerk
zugeordnet wurde.

B. Stellen Sie sicher, dass das virtuelle Diskettenlaufwerk angeschlossen ist und eine Verbindung dazu besteht.
6. Fuhren Sie an der Linux-Eingabeaufforderung den folgenden Befehl aus:

mount /dev/sdx /mnt/floppy

wobei /dev/sdx fUr den in Schritt 4 ermittelten Gerdtenamen steht und /mnt/f£1loppy der Einhdngepunkt ist.

Um das virtuelle CD-Laufwerk zu laden, machen Sie den Gerateknoten ausfindig, den Linux dem virtuellen CD-Laufwerk zuweist. Um das
virtuelle CD-Laufwerk zu laden:

1. Offnen Sie eine Linux-Eingabeaufforderung, und fiihren Sie den folgenden Befehl aus:

grep "Virtual CD" /var/log/messages

2. Machen Sie den letzten Eintrag zu dieser Meldung ausfindig, und notieren Sie die Zeit.
3. Fuhren Sie an der Linux-Eingabeaufforderung den folgenden Befehl aus:

grep "hh:mm:ss" /var/log/messages

wobei, hh:mm:ss der Zeitstempel der Meldung ist, die von grep in Schritt 1 zurtickgegeben wurde.

4. Lesen Sie in Schritt 3 das Ergebnis des grep-Befehls und machen Sie den Gerdtenamen ausfindig, der der virtuellen Dell CD
zugeordnet wurde.

5. Stellen Sie sicher, dass das virtuelle CD-Laufwerk vorhanden und verbunden ist.

6. Fuhren Sie an der Linux-Eingabeaufforderung den folgenden Befehl aus:

mount /dev/sdx /mnt/CD

wobei /dev/sdx fUr den in Schritt 4 ermittelten Gerdtenamen steht und /mnt/floppy der Einhdngepunkt ist.

Warum werden die mit dem Server verbundenen virtuellen Laufwerke nach einem Remote-Firmwareupdate iiber die iDRAC-
Weboberflache entfernt?

Firmwareupdates bewirken, dass der iDRAC eine Ricksetzung durchfihrt, die Remote-Verbindung verwirft und die virtuellen Laufwerke
aufhebt. Die Laufwerke werden wieder angezeigt, wenn der iDRAC-Reset abgeschlossen ist.

Warum werden nach dem Anschlie3en eines USB-Gerits alle USB-Geréate abgetrennt?

Virtuelle Datentrégergerate und vFlash-Gerate werden als Composite-USB-Gerat mit dem Host-USB-Bus verbunden und nutzen einen
gemeinsamen USB-Port. Immer, wenn ein virtueller Datentrager oder ein vFlash-USB-Gerat mit dem Host-USB-Bus verbunden oder
vom Host getrennt wird, werden alle virtuellen Datentrager und vFlash-Geréate kurzzeitig vom Host-USB-Bus getrennt und dann
erneut verbunden. Verbinden oder trennen Sie keine virtuellen Medien oder vFlash-Gerate, wenn das Hostbetriebssystem ein virtuelles
Datentragergeréat verwendet. Es wird empfohlen, dass Sie alle erforderlichen USB Geréate anschlief3en, bevor Sie sie verwenden.

Welche Funktion hat das USB-Reset?
Sie setzt die Remote- und lokalen USB-Gerate zurlick, die an den Server angeschlossen sind.

Wie ldsst sich die Leistung des virtuellen Datentragers maximieren?
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Starten Sie zum Maximieren der Leistung des virtuellen Datentragers den virtuellen Datentréger bei deaktivierter virtueller Konsole, oder
fihren Sie eine der folgenden Schritte aus:

Stellen Sie den Schieberegler fur die Leistung auf die maximale Geschwindigkeit.

Deaktivieren Sie die Verschlisselung sowohl fur den virtuellen Datentréger als auch fir die virtuelle Konsole.

@ ANMERKUNG: In diesem Fall wird die DatenUbertragung zwischen dem verwalteten Server und iDRAC fur den virtuellen
Datentrager und fur die virtuelle Konsole nicht gesichert.

e Wenn Sie ein Windows Server-Betriebssystem verwenden, beenden Sie den Windows-Dienst mit dem Namen Windows Event
Collector. Navigieren Sie dazu zu Start > Verwaltung > Dienste. Klicken Sie mit der rechten Maustaste auf Windows Event
Collector und anschlief3end auf Beenden.

Wahrend der Betrachtung der Inhalte eines Diskettenlaufwerks oder eines USB-Schliissels wird ein Verbindungsfehler
angezeigt, wenn das gleiche Laufwerk iiber den virtuellen Datentrager angeschlossen ist. Warum?

Der gleichzeitige Zugriff auf virtuelle Diskettenlaufwerke ist nicht erlaubt. Schlief3en Sie die Anwendung, die zum Anzeigen der
Laufwerksinhalte verwendet wird, bevor Sie versuchen, das Laufwerk zu virtualisieren.

Welche Dateisystemtypen werden auf dem virtuellen Diskettenlaufwerk unterstiitzt?
Ihr virtuelles Diskettenlaufwerk unterstitzt FAT16- oder FAT32-Dateisysteme.

Warum wird eine Fehlermeldung angezeigt, wenn man versucht, ein DVD-Laufwerk/einen USB-Schliissel iiber einen
virtuellen Datentrdger zu verbinden, auch wenn der virtuelle Datentrager derzeit nicht verwendet wird?

Die Fehlermeldung wird angezeigt, wenn auch die Remote-Dateifreigabe (RFS) verwendet wird. Sie kénnen RFS und virtuelle Datentréger
nicht gleichzeitig verwenden.

vFlash-SD-Karte

Wann ist die vFlash SD-Karte gesperrt?

Die vFlash-SD-Karte ist gesperrt, wenn ein Vorgang ausgefihrt wird. Zum Beispiel wahrend eines Initialisierungsvorgangs.

SNMP-Authentifizierung

Warum wird die Meldung ,,Remote-Zugriff: SNMP-Authentifizierungsfehler” angezeigt?

Im Rahmen der Ermittlung versucht der IT Assistant, die Community-Namen ,get” und ,set” des Geréats zu Uberprifen. Im IT Assistant
ist der ,get“-Community-Name = ,6ffentlich” und der ,set“-Community-Name = ,privat”. Standardméfig ist der Community-Name des
SNMP-Agent fur den iDRAC-Agent ,6ffentlich”. Wenn der IT Assistant eine ,,set“-Anfrage sendet, erzeugt der iDRAC-Agent diesen
SNMP-Authentifizierungsfehler, da Anfragen nur von Community = ,,6ffentlich” akzeptiert werden.

Um zu verhindern, dass SNMP-Authentifizierungsfehler erzeugt werden, missen Sie Community-Namen eingeben, die vom Agent
akzeptiert werden. Da der iDRAC nur einen Community-Namen zuldsst, mussen Sie denselben ,get”- und ,,set”“-Community-Namen fur die
Einrichtung der IT Assistant-Ermittlung verwenden.

Speichergerate

OpenManage Storage Management zeigt mehr Storage-Gerate als der iDRAC an. Warum?
iDRAC zeigt Informationen nur fir die von CEM (Comprehensive Embedded Management) unterstitzten Gerate an.

Fiir externe JBODs/Einblicke hinter dem HBA wird eine EEMI-Meldung fiir die Entfernung des SAS-Anschlusses/IOM
mit der EEMI-Meldungs-ID ENCA42 erzeugt. Die EEMI-Meldungen ENC41 und ENC1 fiir die Wiederherstellung des SAS-
Anschlusses/IOM werden jedoch nicht erzeugt.

So Uberprufen Sie die Wiederherstellung des IOM auf der iDRAC-Weboberflache:

1. Gehen Sie zu Storage > Ubersicht > Gehiuse.
2. Wéhlen Sie das Gehause aus.
3. Stellen Sie unter Erweiterte Eigenschaften sicher, dass der Wert fir Redundanter Pfad auf Vorhanden eingestellt ist.

Warum unterscheidet sich die Seriennummer, die auf dem PCle-Gerét aufgedruckt ist, von der in der iDRAC-GUI?
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Geréate, die auf der PCle-Basisklasse basieren, kdnnen unterschiedliche Typen und Formfaktoren aufweisen. In diesen Szenarien
unterscheiden sich die Seriennummern der Gerateform moglicherweise von denen eines PCle-Basisgerats. Zum Beispiel konnen NVMe-
Laufwerke, NIC-Karten usw. abgeleitete Formen von PCle-Geréaten sein.

GPU (Beschleuniger)

Der Abschnitt ,,Beschleuniger” unter CPU/Beschleuniger in der iDRAC GUI ist grau unterlegt.

Auf einigen Seiten in der GUI wird mdglicherweise keine erwartete Reaktion angezeigt, wenn das entsprechende Attribut in Redfish
deaktiviert ist.

iDRAC Service Module

iSM-Details fehlen/werden auf der iDRAC-GUI-Seite einiger PowerEdge-Server nicht korrekt aktualisiert

Wenn ein Nutzer SUB NIC unter Teaming hinzufligt, ist die Konfiguration ungultig. Dies fiihrt dazu, dass iSM nicht richtig mit iDRAC
kommuniziert.

Sollte vor der Installation und dem Ausfiihren des iDRAC Service Module der OpenManage Server Administrator deinstalliert
werden?

Nein, Sie mUssen den Server Administrator nicht deinstallieren. Stellen Sie vor der Installation oder Ausfihrung des iDRAC Service Module
sicher, dass Sie die Funktionen des Server Administrator, die das IDRAC Service Module bereitstellt, gestoppt haben.

Wie wird lberpriift, ob das iDRAC Service Module auf dem System installiert ist?

Um herauszufinden, ob das iDRAC Service Module auf lhrem System installiert ist, gehen Sie folgendermaf3en vor:

e Auf Windows-Systemen: Offnen Sie die Systemsteuerung und (berpriifen Sie, ob das iDRAC Service Module in der Liste der
installierten Programme angezeigt wird.

e Auf Linux-Systemen: Fihren Sie den Befehl rom —gi dcismaus. Wenn das iDRAC Service Module installiert ist, ist der Status
Installiert.

e Auf Systemen, die ESXi ausflhren: Flhren Sie den Befehl esxcli software vib list|grep -i open auf dem Host aus. Das
iDRAC-Servicemodul wird angezeigt.

ANMERKUNG: Um zu Uberprtfen, ob das iDRAC Service Module unter Red Hat Enterprise Linux 7 installiert ist, verwenden Sie den
Befehl systemctl status dcismeng.service anstelle des Befehls init.d.

Wie wird die Versionsnummer des iDRAC Service Module liberpriift, die im System installiert ist?

Zum Uberprtfen der Version des iDRAC Service Module im System filhren Sie eine der folgenden Aktionen aus:

e Klicken Sie auf Start > Systemsteuerung > Programme und Funktionen. Die Version des installierten iDRAC Service Module wird
auf der Registerkarte Version aufgelistet.

e Gehen Sie zu Arbeitsplatz > Programm deinstallieren oder @ndern.
Welche Berechtigungsebene muss ein Nutzer mindestens haben, um das iDRAC Service Module installieren zu konnen?
Zum Installieren des iDRAC Service Module missen Sie Gber Administratorrechte verflgen.

In iDRAC Service Module Version 2.0 und friiher wird bei der Installation des iDRAC Service Module eine Fehlermeldung
angezeigt, dass es sich um einen nicht unterstiitzten Server handelt. Weitere Informationen iiber unterstiitzte Server finden
Sie in der Benutzerdokumentation. Wie kann ich diesen Fehler beheben?

Stellen Sie vor der Installation des iDRAC Service Module sicher, dass der Server ein PowerEdge-Server der 12. Generation oder hoher ist.
Stellen Sie auf3erdem sicher, dass Sie ein 64-Bit-System verwenden.

Die folgende Meldung wird in der BS-Protokolldatei angezeigt, selbst wenn Pass-through vom BS zum iDRAC iiber USBNIC
ordnungsgemaf3 konfiguriert ist. Warum?

Das iDRAC-Servicemodul kann nicht mit iDRAC liber den BS-zu-iDRAC-Passthrough-Kanal kommunizieren

Das iDRAC Service Module verwendet den Pass-through vom BS zum iDRAC Uber die USB-NIC-Funktion, um die Kommunikation mit
dem iDRAC einzurichten. Manchmal wird die Kommunikation nicht eingerichtet, obwohl die USB-NIC-Schnittstelle mit den korrekten
IP-Endpunkten konfiguriert ist. Dies kann eintreten, wenn die Routing-Tabelle des Host-Betriebssystems mehrere Eintrage fur dieselbe
Zielmaske aufweist und das USB-NIC-Ziel nicht als erstes Ziel in der Routing-Reihenfolge aufgelistet ist.
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Tabelle 70. Beispiel fiir eine Routing-Reihenfolge

Ziel Gateway Genmask Flags Kennzahl Ref. !;::vsenden
Standardeinstellu | 10.94.148.1 0.0.0.0 UG 1024 0 O em!?

ng

10.94.148.0 0.0.0.0 255.255.255.0 B 0 0 O em!1

Link-lokal 0.0.0.0 255.255.255.0 B 0 0 Oem?

Link-lokal 0.0.0.0 255.255.255.0 B 0 0 0 enp0s20u12u3

In diesem Beispiel ist enp0s20u12u3 die USB-NIC-Schnittstelle. Die Zielmaske , link-local (Link-lokal)“ wird wiederholt und die USB NIC
ist nicht das erste Ziel in der Reihenfolge. Dies fuhrt zu dem Konnektivitatsproblem zwischen dem iDRAC-Servicemodul und iDRAC tber
das Betriebssystem zu iDRAC-Passthrough. Um das Konnektivitdtsproblem zu beheben, stellen Sie sicher, dass die iIDRAC-USBNIC-IPv4-
Adresse (die Standardeinstellung lautet 169.254.1.1) Uber das Hostbetriebssystem erreichbar ist.

Wenn nicht:

e Andern Sie die IDRAC-USBNIC-Adresse auf einer eindeutigen Ziel-Maske.
e | 8schen Sie die Eintrage, die Sie nicht bendtigen, aus der Routingtabelle, um sicherzustellen, dass die USB-NIC durch die Route
ausgewahlt wird, wenn der Host die iDRAC-USB-NIC-IPv4-Adresse erreichen méchte.

Auf iDRAC Service Module Version 2.0 wird beim Deinstallieren eines iDRAC Service Module von einem VMware ESXi-Server
der virtuelle Switch auf dem vSphere-Client als vSwitchiDRACvusb und die Port-Gruppe als iDRAC-Netzwerk benannt. Wie
konnen sie geléscht werden?

Bei der Installation des iDRAC Service Module-VIB auf einem VMware ESXi-Server erstellt das iDRAC Service Module den vSwitch und die
Port-Gruppe, um mit dem iDRAC Uber den Pass-through vom OS zum iDRAC im USB-NIC-Modus zu kommunizieren. Nach Abschluss der
Deinstallation werden der virtuelle Switch vSwitchiDRACvusb und die Port-Gruppe iDRAC-Netzwerk nicht geldscht. Um sie manuell zu
I6schen, flhren Sie einen der folgenden Schritte aus:

e Gehen Sie zum Assistenten flr die Konfiguration des vSphere-Clients, und Iéschen Sie die Eintrage.
e Wechseln Sie zur Esxcli, und geben Sie die folgenden Befehle ein:

o Zum Entfernen der Port-Gruppe: esxcfg-vmknic -d -p "iDRAC Network"

o Zum Entfernen des vSwitch: esxcfg-vswitch -d vSwitchiDRACvusb

@ ANMERKUNG: Sie kénnen das iDRAC-Service-Modul auf dem VMware ESXi-Server neu installieren, da es sich dabei flr den
Server nicht um ein funktionsbezogenes Problem handelt.

Wo befindet sich das replizierte Lifecycle-Protokoll im Betriebssystem?

So zeigen Sie die replizierten Lifecycle-Protokolle an:

Tabelle 71. Speicherort fiir Lifecycle-Protokolle

Betriebssystem Speicherort

Ereignisanzeige > Windows-Protokolle > System. Alle
Lifecycle-Protokolle fur das iDRAC Service Module werden unter
dem Quellnamen iDRAC Service Module repliziert.

@ ANMERKUNG: In iSM Version 2.1 und héher werden
Lifecycle-Protokolle unter dem Quellnamen des Lifecycle
Controller-Protokolls repliziert. In iSM Version 2.0 und niedriger
werden Protokolle unter dem Quellnamen des iDRAC Service

Microsoft Windows Module repliziert.

@ ANMERKUNG: Der Speicherort der Lifecycle-Protokolle
kann unter Verwendung des Installationsprogramms fUr das
iDRAC Service Module konfiguriert werden. Sie kénnen beim
Installieren des iDRAC Service Module oder beim Bearbeiten
des Installationsprogramms den Speicherort konfigurieren.

Red Hat Enterprise Linux, SUSE Linux, CentOS und Citrix
XenServer

/var/log/messages

VMware ESXi /var/log/syslog.log
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Was sind die abhdngigen Linux-Pakete oder ausfiihrbaren Dateien, die wahrend der Vollendung der Linux-Installation
verfiigbar sind?

Die Liste der abhangigen Linux-Pakete finden Sie im Abschnitt Linux-Abhangigkeiten unter Das iDRAC-Servicemodul-
Benutzerhandbuch ist verflgbar auf der Seite IDRAC-Handbticher..

Wie kann die GPU-Leistung fiir bestimmte Konfigurationen erhht werden?
BIOS-System-Performance Profil auf Performance eingestellt

Legen Sie unter Prozessoreinstellungen NPS auf 4 und CCX auf Auto fest.
Mindestens 1 DIMM pro Kanal

IOmmu = Passthrough auf Linux OS

RACADM

Wenn nach dem Zuriicksetzen eines iDRAC (iliber den Befehl ,,racadm racreset*) ein Befehl eingegeben wird, wird die
folgende Meldung angezeigt. Worauf weist dies hin?

ERROR: Unable to connect to RAC at specified IP address

Die Meldung gibt an, dass Sie warten mussen, bis der iIDRAC-Reset abgeschlossen ist, bevor Sie einen anderen Befehl ausgeben.
Wenn Sie RACADM-Befehle und -Unterbefehle verwenden, werden einige Fehler nicht behoben.
Bei der Verwendung von RACADM-Befehlen kénnen ein oder mehrere der folgenden Fehler auftreten:

o | okale RACADM-Fehlermeldungen — Probleme wie Syntax, typografische Fehler und falsche Namen.
e Remote RACADM-Fehlermeldungen — Probleme wie falsche IP-Adresse, falscher Benutzername oder falsches Kennwort.

Wenn wiahrend eines PING-Tests auf dem iDRAC der Netzwerkmodus von ,,Dediziert“ in ,,Freigegeben* gedandert wird, wird
keine PING-Antwort generiert.

Léschen Sie die ARP-Tabelle auf dem System.

Remote-RACADM ist nicht in der Lage, eine Verbindung zu iDRAC iiber SUSE Linux Enterprise Server (SLES) 11 SP1
herzustellen.

Stellen Sie sicher, dass die offiziellen openssl- und libopenssl-Versionen installiert sind. Flhren Sie fur die Installation der RPM-Pakete den
folgenden Befehl aus:

rpm -ivh --force <filename>

wobei filename die openssl- oder libopenssl-rpm-Paketdatei ist.

Zum Beispiel:

rpm -ivh --force openssl-0.9.8h-30.22.21.1.x86 64.rpm
rpm -ivh --force libopenssl0 9 8-0.9.8h-30.22.21.1.x86 64.rpm

Warum sind die Remote-RACADM- und webbasierten Dienste nach einer Eigenschaftsdnderung nicht verfiigbar?

Es kann eine Weile dauern, bis die Remote-RACADM-Dienste und die webbasierte Schnittstelle nach einem Reset des iDRAC-Web
Servers verfugbar sind.

Der iDRAC Webserver wird zurtickgesetzt, wenn:

e Die Netzwerkkonfiguration oder Netzwerk-Sicherheitseigenschaften werden mittels der webbasierten iDRAC-Benutzeroberflache
geandert.

e cines der folgenden Attribute in der iDRAC.Webserver-Gruppe gedndert wird:
BlockHTTPPort

CustomCipherString

HostHeaderCheck

Http2Enable

HttpPort

HttpsPort

HttpsRedirection

SSLEncryptionBitLength

O O 0O O O O O ©°
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o TLSProtocol

e Der Befehl racresetcfg wird verwendet.
iDRAC wurde zurtickgesetzt.
Ein neues SSL-Serverzertifikat wird hochgeladen.

Warum wird eine Fehlermeldung angezeigt, wenn Sie versuchen, eine Partition zu I6schen, nachdem Sie sie liber den lokalen
RACADM erstellt haben?

Dies tritt auf, weil der Vorgang zum Erstellen einer Partition ausgefuhrt wird. Die Partition wird jedoch nach einiger Zeit geléscht und
es wird eine Meldung angezeigt, dass die Partition geléscht wurde. Wenn nicht, warten Sie, bis der VVorgang zum Erstellen der Partition
abgeschlossen ist, und I6schen Sie dann die Partition.

Standardkennwort dauerhaft auf ,,calvin‘ setzen

Wenn |hr System mit einem eindeutigen Standard-iDRAC-Kennwort geliefert wurde, Sie jedoch calvin als Standardkennwort festlegen
mochten, mussen Sie die auf der Systemplatine verflgbaren Jumper verwenden.

VORSICHT: Durch die dauerhafte Anderung der Jumper-Einstellungen wird das Standardkennwort auf calvin geédndert.
Sie konnen das eindeutige Kennwort nicht wiederherstellen, auch wenn Sie den iDRAC auf die Werkseinstellungen
zuriicksetzen.

Weitere Informationen Uber die Position des Jumpers und das Verfahren finden Sie in der Dokumentation zum Server unter Dell
Supportseite.

Verschiedenes

In PowerEdge XR-Systemen zeigt der Sensorbericht den Blendenfilter nach
Auswahl des Sensormodus ,, Aktiv® als ,Nicht vorhanden™ an.

In XR-Systemen unterstUtzen alle Schlitten mit Ausnahme von Schlitten 1 nur den Countdown-Modus fur Blendenfilter. Daher zeigt die
Auswahl des aktiven Modus, wenn der Luftfilter an andere als Schlitten 1 angeschlossen ist, keine Blendenfilteroptionen an. Obwohl
RACADM die Attribute anzeigt und &ndern kann, hat das keine Auswirkungen.

Diese Einschrankung gilt fur PowerEdge XR4000r/XR4000z. PowerEdge-Server XR4510C und PowerEdge XR4520c.

Fur HBM-CPUs (High Bandwidth Memory) im HBM-Modus wird der
MemoryRollupStatus als ,,Unbekannt” angezeigt.

Fur den reinen HBM-Modus sind arbeitsspeicherbezogene Daten, die im HW-Bestand, Sensoren, Telemetrie usw. gemeldet werden, nicht
verflgbar. Sie sollten dies nicht als fehlerhafte Konfiguration betrachten. Fir Schnittstellen, die alle einzelnen DIMM-Steckplatzsensoren
melden, werden sie mit dem Status ,Unbekannt” gemeldet. Auf 8hnliche Weise kann der max. DIMM-Temperatursensor auch weiterhin
mit unbekanntem Status gemeldet werden.

iIDRAC kann nicht von Version 3.00.00.00 auf Version 5.10.00.00 aktualisiert
werden

ANMERKUNG: 3.30.30.30 ist die iDRAC-Mindestversion, die fur ein Upgrade auf 5.00.00.00/5.10.00.00 oder einen spéateren Build
erforderlich ist.

Das direkte Aktualisieren von iDRAC von Version 3.xx oder 4.xx auf die neueste Version wird nicht unterstitzt. Wenn die aktuelle
iDRAC-Version aus der Serie 3xx oder 4.xx stammt, empfiehlt Dell Technologies, den iIDRAC auf die ndchste verfligbare Version zu
aktualisieren und mit dem Upgrade auf die ndchsten Versionen fortzufahren, bis Sie die aktuelle Version erreichen.

Hier ist ein Beispiel fur ein PowerEdge R740xd-System mit installierter iDRAC-Version 3.15.15.15. Im Folgenden finden Sie eine Liste der
Versionen, die nach Version 3.15.15.15 verfugbar sind:

e 3.18.18.18
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3.21.21.21

3.30.30.30

3.32.32.32

3.34.34.34

3.36.36.36

4.00.00.00

4.10.10.10

4.20.20.20

4.22.00.00

4.40.00.00

4.40.10.00

4.40.40.00

5.00.00.00

5.00.10.20

@ ANMERKUNG: Um auf die Liste der verfligbaren Versionen zuzugreifen, navigieren Sie zur neuesten verfligbaren Version auf der
Seite , Treiber und Downloads® und wéahlen Sie die Option ,Altere Versionen® aus.

Wenn die iDRAC-Version 5.10.00.00 die neueste verfligbare Firmware ist, missen Sie zunachst die folgenden Firmware-Versionen
installieren, um ein Upgrade auf die Firmware 5.10.00.00 durchfiihren zu kénnen:

3.18.18.18

3.30.30.30
3.34.34.34
4.00.00.00
4.20.20.20
4.40.00.00
4.40.40.00
5.00.10.20

Installieren Sie dann die neuere Version 5.10.00.00.

Beim Versuch, den iDRAC mit einem anderen Netzwerk zu verbinden, erhalt
der iDRAC keine andere IP-Adresse aus dem neuen Subnetz.

Stellen Sie sicher, dass das Netzwerkkabel mindestens finf Sekunden lang vom iDRAC getrennt ist.

Nach dem Zurticksetzen von iDRAC werden in der iDRAC Ul moglicherweise
nicht alle Werte angezeigt.

@ ANMERKUNG: Wenn Sie iDRAC aus irgendeinem Grund zuricksetzen, stellen Sie sicher, dass Sie mindestens zwei Minuten warten,
nachdem Sie iDRAC zurlckgesetzt haben, um Einstellungen in iDRAC aufzurufen oder zu dndern.

Wenn ein Betriebssystem installiert ist, wird der Hostname maoglicherweise
nicht automatisch angezeigt oder geandert.

Es gibt zwei Szenarien:

e Szenario 1: IDRAC zeigt nach der Installation eines Betriebssystems nicht den aktuellen Hostnamen an. Sie missen OMSA oder iSM
zusammen mit iDRAC installieren, damit der aktuelle Hostname abgerufen wird.

e Szenario 2: iDRAC hatte einen Hostnamen flir ein bestimmtes Betriebssystem, dann wurde ein anderes Betriebssystem installiert und
es erscheint weiterhin der alte Hostname. Der Grund hierfUr ist, dass der Hostname vom Betriebssystem kommt, der iDRAC speichert
diese Informationen nur. Nach der Installation eines neuen Betriebssystems setzt der iDRAC den Wert des Hostnamens nicht zurtick.
Neuere Betriebssystemversionen kdnnen jedoch den Hostnamen in iDRAC beim ersten Betriebssystemstart aktualisieren.
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Wie kann man eine iDRAC-IP-Adresse fur einen Blade-Server ausfindig
machen?

®|ANMERKUNG: Die CMC-Option (Chassis Management Controller) ist nur fir Blade-Server anwendbar.

Uber die CMC-Weboberfliache: Gehen Sie zu Gehiuse > Server > Setup > Bereitstellen. In der angezeigten Tabelle wird die
IP-Adresse flr den Server angezeigt.

Uber die virtuelle Konsole: Starten Sie den Server neu, um die iDRAC-IP-Adresse im Rahmen eines POST zu betrachten. Wahlen
Sie in der OSCAR-Schnittstelle die ,,Dell CMC*-Konsole aus, um sich Uber eine lokale serielle Verbindung am CMC anzumelden.
CMC-RACADM-Befehle kdnnen Uber diese Verbindung gesendet werden.

ANMERKUNG: Weitere Informationen zu CMC-RACADM-Befehlen finden Sie unter Das Chassis Management Controller
RACADM CLI — Handbuch ist verfigbar auf der Seite CMC-Handbucher..

ANMERKUNG: Weitere Informationen zu iDRAC-RACADM-Befehlen finden Sie unter RACADM-CLI-Handbuch fur Integrated
Dell Remote Access Controller.

Uber lokales RACADM: Verwenden Sie den Befehl: racadm getsysinfo Zum Beispiel:

$ racadm getniccfg -m server-1

DHCP Enabled = 1

IP Address = 192.168.0.1
Subnet Mask = 255.255.255.0
Gateway = 192.168.0.1

Uber die LC-Anzeige: Markieren Sie im Hauptmenu den Server, klicken Sie auf die Schaltflache zum Markieren, wahlen Sie den
gewUlnschten Server aus, und klicken Sie auf die Schaltflache zum Markieren.

Wie kann man eine iDRAC-IP-Adresse fur einen Blade-Server ausfindig
machen?

®| ANMERKUNG: Die OME-Modular-Webschnittstellenoption gilt nur fir MX-Plattformen.

Uber die OME-Modular-Weboberfliche: Gehen Sie zu Gerate > Compute. Wahlen Sie den Systemschlitten aus. Die iDRAC-IP-
Adresse wird als Verwaltungs-IP angezeigt.

OMM-Anwendung verwenden: siehe Das Benutzerhandbuch fir Dell OpenManage Mobile ist verflgbar auf der Seite
OpenManage-Handbucher.

Verwendung der seriellen Verbindung

Uber die LC-Anzeige: Markieren Sie im Hauptmenu den Server, klicken Sie auf die Schaltflache zum Markieren, wahlen Sie den
gewUlnschten Server aus, und klicken Sie auf die Schaltflache zum Markieren.

Wie kann man die CMC-IP-Adresse ausfindig machen, die sich auf den Blade-
Server bezieht?

®|ANMERKUNG: Gilt nicht fiir MX-Plattformen.

Uber die iDRAC-Weboberfliche: Gehen Sie zu iDRAC-Einstellungen > CMC. Auf der Seite CMC-Zusammenfassung wird die
CMC-IP-Adresse angezeigt.

Uber die virtuelle Konsole. W3hlen Sie im OSCAR-Bedienelement die ,Dell CMC*-Konsole aus, um sich tber eine lokale serielle
Verbindung beim CMC anzumelden. CMC-RACADM-Befehle kdnnen Uber diese Verbindung ausgegeben werden.

$ racadm getniccfg -m chassis

NIC Enabled =1

DHCP Enabled 1

Static IP Address 192.168.0.120
Static Subnet Mask 255.255.255.0
Static Gateway 192.168.0.1
Current IP Address 10.35.155.151
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Current Subnet Mask 255.255.255.0

Current Gateway = 10.35.155.1
Speed = Autonegotiate
Duplex = Autonegotiate

@ ANMERKUNG:
o Sie kdnnen diesen Vorgang auf3erdem Uber den Remote-RACADM ausfihren.

o Weitere Informationen zu CMC-RACADM-Befehlen finden Sie unter Das Chassis Management Controller RACADM CLI —
Handbuch ist verflgbar auf der Seite CMC-Handbtcher..

o Weitere Informationen zu iDRAC-RACADM-Befehlen finden Sie unter RACADM-CLI-Handbuch fir Integrated Dell Remote
Access Controller.

So finden Sie die OME Modular-1P-Adresse

®|ANMERKUNG: Gilt nur fur MX-Plattformen.

e Uber die iDRAC-Weboberfliche: Gehen Sie zu iDRAC-Einstellungen > Verwaltungsmodul. Auf der Seite Managementmodul
wird die OME Modular-IP-Adresse angezeigt.

Wie kann man die iDRAC-IP-Adresse fur Rack- und Tower-Server ausfindig
machen?

o Uber lokales RACADM: Verwenden Sie den Befehl racadm getsysinfo.

e Uber LCD: Verwenden Sie auf dem physischen Server die LCD-Navigationstasten zum Anzeigen der iDRAC-IP-Adresse. Gehen Sie zu
Setupansicht > Anzeigen > iDRAC-IP > IPv4 oder IPv6 > IP.

e Uber OpenManage Server Administrator: Gehen Sie auf der Server Administrator-Weboberflache zu Modulares Gehause >
System/Server-Modul > Hauptsystemgehduse/Hauptsystem > Remotezugriff.

Die iDRAC-Netzwerkverbindung funktioniert nicht.

Far Blade-Server:

e Stellen Sie sicher, dass das LAN-Kabel am CMC angeschlossen ist. (Nicht fur MX-Plattformen)

e Stellen Sie sicher, dass NIC-Einstellungen, IPv4- oder IPv6-Einstellungen und entweder Statisch oder DHCP fiir das Netzwerk aktiviert
sind.

Fur Rack- und Tower-Server:

e Stellen Sie im freigegebenen Modus sicher, dass das LAN-Kabel mit der NIC-Schnittstelle verbunden ist, die mit einem
Schraubenschlisselsymbol gekennzeichnet ist.

Stellen Sie im dedizierten Modus sicher, dass das LAN-Kabel mit der iDRAC-LAN-Schnittstelle verbunden ist.

Stellen Sie sicher, dass NIC-Einstellungen, IPv4- und IPv6-Einstellungen und entweder ,Statisch” oder ,,DHCP* fur das Netzwerk
aktiviert sind.

IDRAC nicht zuganglich im freigegebenen LOM

Auf den iDRAC kann mdglicherweise nicht zugegriffen werden, wenn es kritische Fehler im Host-BS gibt, z. B. einen BSOD-Fehler in
Windows. Um auf iDRAC zuzugreifen, starten Sie den Host neu, um die Verbindung wiederherzustellen.
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Shared LOM nicht funktionsfahig, nachdem Link Aggregation Control
Protocol (LACP) aktiviert wurde.

Der Host-Betriebssystemtreiber fur den Netzwerkadapter muss geladen werden, bevor LACP aktiviert wird. Wenn jedoch eine passive
LACP-Konfiguration verwendet wird, ist das gemeinsame LOM maéglicherweise funktionsfahig, bevor der Host-Betriebssystemtreiber
geladen wird. Informationen zur LACP-Konfiguration finden Sie in der Switch-Dokumentation.

@lANMERKUNG: Shared LOM IP von iDRAC ist im Pre-Boot-Zustand nicht zugénglich, wenn der Switch mit LACP konfiguriert ist.

Der Blade-Server wurde in das Gehause eingesetzt, der EIN-/AUS-Schalter
wurde gedrUckt, der Server konnte jedoch nicht eingeschaltet werden.

e DRAC benétigt bis zu 2 Minuten zum Initialisieren, bevor der Server hochgefahren werden kann.

e Uberprifen Sie das Strombudget von CMC undOME-Modul (nur fiir MX-Plattformen). Das Gehausestrombudget wurde
moglicherweise Uberschritten.

Wie kdnnen ein iDRAC-Administrator-Nutzername und das zugehdrige
Kennwort abgerufen werden?

Sie mussen die Standardeinstellungen des iDRAC wiederherstellen. Weitere Informationen finden Sie unter Zurlicksetzen des iDRAC auf
die Standardeinstellungen.

Wie kann man den Namen des Steckplatzes fur das System in einem Gehause
andern?

(D| ANMERKUNG: Git icht fir MX-Plattformen.

1. Melden Sie sich bei der CMC-Webschnittstelle an und gehen Sie zu Gehaduse > Server > Setup .
2. Geben Sie den neuen Namen fir den Steckplatz in die Zeile fir den Server ein und klicken Sie auf Anwenden.

Der iDRAC auf Blade-Server reagiert wahrend des Startvorgangs nicht.

Entfernen Sie den Server und setzen Sie ihn erneut ein.

Uberpriifen Sie die CMC (nicht firr MX-Plattformen)OME Modular (gilltig fiir MX-Plattformen)-Webschnittstelle, um zu sehen, ob
iDRAC als aktualisierbare Komponente angezeigt wird. Ist dies der Fall, folgen Sie den Anweisungen unter Firmware Uber die CMC-Web-
Schnittstelle aktualisieren Aktualisieren der Firmware.

@lANMERKUNG: Diese Updatefunktion gilt nicht fir MX-Plattformen.

Wenn das Problem weiterhin besteht, setzen Sie sich mit dem technischen Support in Verbindung.

Beim Versuch, den verwalteten Server zu starten, ist die Betriebsanzeige
grun, aber es ist kein POST bzw. kein Video vorhanden.

Dies kann eintreten, wenn einer oder mehrere der folgenden Zusténde zutreffen:

e Storage ist nicht installiert oder ist unzuganglich.
e Die CPU ist nicht installiert oder unzugéanglich.
e Die Video-Riser-Karte fehlt oder ist falsch eingesteckt.

Weitere Informationen finden Sie, wenn Sie Uber die IDRAC-Webschnittstelle oder die Server-LC-Anzeige die Fehlermeldungen im iDRAC-
Protokoll aufrufen.
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Fehler beim Anmelden an der iDRAC-Webschnittstelle Gber Firefox Browser
unter Linux oder Ubuntu. Kennwort kann nicht eingegeben werden.

Um dieses Problem zu beheben, installieren oder aktualisieren Sie den Firefox-Browser.

Kein Zugriff auf iDRAC Uber USB-NIC in SLES und Ubuntu

@|ANMERKUNG: Stellen Sie in SLES die iDRAC-Schnittstelle auf DHCP ein.

Verwenden Sie in Ubuntu das Netplan-Dienstprogramm zum Konfigurieren der iDRAC-Schnittstelle in den DHCP-Modus. So konfigurieren
Sie DHCP:

1. Verwenden Sie /etc/netplan/0l-netcfg.yaml.

2. Legen Sie ,Ja“ fur iDRAC-DHCP fest.

3. Wenden Sie die Konfiguration an.

S Avallanle on ygour syysice

# For more information, see netplan(S)

network
1on
rpderer . networkd
cthernets
|"||||1
dhepl: yes
idrar

"setesnetplancdl-netefg . .yam]l™ 10L, 22

Abbildung 5. Konfigurieren von iDRAC-Schnittstelle zum DHCP-Modus in Ubuntu
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Modell, Hersteller und andere Eigenschaften werden fUr eingebettete
Netzwerkadapter nicht in Redfish aufgefuhrt

FRU-Details fir eingebettete Gerate werden nicht angezeigt. Flr Geréte, die auf der Hauptplatine eingebettet sind, gibt es kein FRU-
Objekt. Daher wird die abhangige Eigenschaft nicht vorhanden sein.

Das Attribut TotalCacheSizeMiB zeigt einen falschen Wert fur PERC H/55-
Adapter an

In Redfish wird die Terminologie durch den ,,Unified Code for Units of Measure® definiert. Beispiel: Im Speichermodell wird die Eigenschaft
CapacityMiB mit ,Measures.Unit" angegeben, das auf ,MiB* festgelegt ist. Dies ist die UCUM-Bezeichnung fur ,Mebi-Bytes” (Byte x
1048576). Mdoglicherweise ist ein Unterschied bei der Cachegréfie zu erkennen, da diese in MiB angezeigt wird.

®|ANMERKUNG: Ein Mebibyte entspricht 1,048576 MB.

Proxyservereinstellungen

Konfigurieren von Proxyservereinstellungen in der RACADM-CLI und der Redfish API
In RACADM miissen die folgenden LC-Attribute festgelegt werden, um den Proxyserver zu konfigurieren:

LifeCycleController.LCAttributes.UserProxyPassword
LifeCycleController.LCAttributes.UserProxyPort
LifeCycleController.LCAttributes.UserProxyServer
LifeCycleController.LCAttributes.UserProxyType
LifeCycleController.LCAttributes.UserProxyUserName

Weitere Informationen zum Ausfihren dieser Befehle finden Sie im CLI-Handbuch zum Integrated Dell Remote Access Controller.

Bei Verwendung von HTTP mit einem Proxy ist die Verbindung zwischen dem iDRAC und dem Proxy nicht so sicher wie die Verbindung
zwischen dem iDRAC und dem HTTPS-Server. Der UserProxyServer ist ein wichtiges Attribut. Wenn es nicht festgelegt ist, kdnnen
die anderen Attribute nicht verwendet werden. Der Vorteil der Verwendung von RACADM und der Redfish API besteht darin, dass Sie
nicht jedes Mal das Kennwort eingeben missen, wenn Sie den Proxyserver verwenden.

FUhren Sie in der Redfish API einen Patch-Vorgang mit dem URI /redfish/v1l/Managers/<Manager-1D>/Oem/Dell/
DellAttributes/<Dell-attributes-ID> durch, um den Proxyserver zu konfigurieren.

Konfigurieren von Proxyservereinstellungen in der iDRAC-Benutzeroberflache

In der iIDRAC-Benutzeroberflache kénnen Sie die Proxy-Einstellungen auf allen Seiten aktualisieren, auf denen der Proxy-Server
erforderlich ist. Selbst wenn Sie die Proxy-Einstellungen tber RACADM und die Redfish API eingerichtet haben, kdnnen Sie die Proxy-
Einstellungen in der iDRAC-Benutzeroberflache aktualisieren. So konfigurieren Sie die Proxy-Einstellungen auf der Seite Systemupdate:

Klicken Sie auf Wartung > Systemupdate > Manuelles Update.

Wahlen Sie unter Manuelles UpdateHTTPS unter Speicherorttyp aus.

Wahlen Sie unter Proxyserver aktivieren die Option Aktiviert aus.

Geben Sie Server, Port, Nutzername und Kennwort ein.

Wahlen Sie Typ aus und klicken Sie auf Proxyeinstellungen als Standard speichern.

@ ANMERKUNG: Sie kdnnen Proxy-Einstellungen auf jeder beliebigen Seite konfigurieren, z. B. Lifecycle-Protokoll
exportieren, Automatisches Update, SupportAssist-Erfassungseinstellungen, Serverkonfigurationsprofil-Import und
Serverkonfigurationsprofil-Export.

S FNEINIES

@ ANMERKUNG: Standardméaf3ig ist Proxy-Einstellungen aktivieren in der iDRAC-Benutzeroberflache deaktiviert. Dies wird nach
jeder Verwendung auf ,deaktiviert” zuriickgesetzt. Weitere Informationen finden Sie in der Onlinehilfe zum Integrated Dell
Remote Access Controller (iDRAC).
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Anwendungsfallszenarien

In diesem Abschnitt erhalten Sie Erlduterungen zum Navigieren zu bestimmten Abschnitten innerhalb des Handbuchs, um typische
Anwendungsszenarien auszufuhren.

Themen:

*  Fehler auf einem Managed System beheben, auf das nicht zugegriffen werden kann

. Systeminformationen abrufen und Systemzustand bewerten

e Einrichten von Warnungen und Konfigurieren von E-Mail-Warnungen

*  Anzeigen und Exportieren des Systemereignisprotokolls und Lifecycle-Protokolls

e Schnittstellen zum Aktualisieren der iDRAC-Firmware

¢  Ordnungsgemafles Herunterfahren

*  Neues Administratorbenutzerkonto erstellen

»  Starten der Server-Remote-Konsole und Mounten eines USB-Laufwerks

*  Bare Metal-Betriebssystem Uber verbundenen virtuellen Datentrager und Remote-Dateifreigabe installieren
. Rack-Dichte managen

*  Neue elektronische Lizenz installieren

*  Anwenden der E/A-Identitatskonfigurationseinstellungen fir mehrere Netzwerkkarten tUber Einzel-Host-Systemneustart

Fehler auf einem Managed System beheben, auf das
nicht zugegriffen werden kann

Nach dem Empfang von Warnmeldungen von OpenManage Essentials, der Dell Management Console oder einem lokalen Trap-Collector
sind fUnf Server in einem Rechenzentrum aufgrund von Problemen wie einem nicht mehr reagierenden Betriebssystem oder Server
nicht mehr zugénglich. Daher ist es erforderlich, die Ursache zu ermitteln, um den Fehler zu beheben und den Server Uber iDRAC zu
reaktivieren.

Bevor der Fehler in Bezug auf ein nicht zugreifbares System behoben werden kann, mussen Sie sicherstellen, dass die folgenden
Voraussetzungen erflllt sind:

e Bildschirm ,Letzter Absturz” ist aktiviert

e Warnungen auf iDRAC sind aktiviert

Um den Grund fiir den Fehler zu identifizieren, mussen Sie Folgendes auf der iDRAC-Web-Schnittstelle Gberpriifen und die Verbindung
zum System wiederherstellen:

ANMERKUNG: Wenn Sie nicht auf die iDRAC-Webschnittstelle zugreifen kdnnen, gehen Sie zum Server, rufen Sie das LCD-
Bedienfeld auf, notieren Sie sich die IP-Adresse oder den Host-Namen, und fiihren Sie von lhrer Management-Station aus die
folgenden Vorgange Uber die iDRAC-Webschnittstelle aus:

Server-LED-Status — Blinkt gelb oder leuchtet dauerhaft gelb.

LCD-Bedienfeld auf der Frontblende oder Fehlermeldung — Gelbe LC-Anzeige oder Fehlermeldung.

Das Betriebssystem-Image wird in der virtuellen Konsole angezeigt. Wenn das Image angezeigt wird, setzen Sie das System zurlck
(Warmstart) und melden Sie sich erneut an. Wenn Sie sich anmelden kénnen, ist das Problem behoben.

Bildschirm , Letzter Absturz”

Capture-Video beim Startvorgang

Absturzvideo-Capture

Serverzustand — Rote x-Symbole fur die Systemkomponenten, bei denen Fehler vorliegen.

Storage-Array-Status — Array moglicherweise offline oder ausgefallen

Lifecycle-Protokoll fur kritische Ereignisse in Bezug auf die Hardware und die Firmware auf dem System und die Protokolleintrage, die
beim Systemabsturz erfasst wurden.

Tech Support-Report erstellen und die erfassten Daten anzeigen.
Verwenden Sie die vom iDRAC Service Module bereitgestellten Uberwachungsfunktionen.
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Systeminformationen abrufen und Systemzustand
bewerten

So rufen Sie Systeminformationen ab und bewerten den Systemzustand:

e Gehen Sie auf der iDRAC-Weboberflache zu Ubersicht > Zusammenfassung, um die Systeminformationen anzuzeigen, und
verwenden Sie die Links auf dieser Seite, um den Systemzustand zu Uberprifen. Sie kdnnen beispielsweise den Funktionszustand
des Gehausellfters Uberprifen.

Sie kénnen auf3erdem die Gehauseortungs-LED konfigurieren und auf der Basis der Farbe den Systemzustand bewerten.
Wenn das iDRAC Service Module installiert ist, werden die Host-Informationen zum Betriebssystem angezeigt.

Einrichten von Warnungen und Konfigurieren von E-
Mail-Warnungen

So richten Sie Warnungen ein und konfigurieren E-Mail-Warnungen:
1. Aktivieren Sie Warnungen.
2. Konfigurieren Sie die E-Mail-Warnung und markieren Sie die Schnittstellen.

3. Fuhren Sie einen Neustart aus, schalten Sie das Gerat aus, oder flihren Sie einen Aus- und Einschaltvorgang auf dem Managed System
durch.

4. Senden Sie die Testwarnung.

Anzeigen und Exportieren des Systemereignisprotokolls
und Lifecycle-Protokolls

So zeigen Sie das Lifecycle-Protokoll und das Systemereignisprotokoll (SEL) an und exportieren diese:
1. Gehen Sie auf der iIDRAC-Weboberflache zu Wartung > Systemereignisprotokoll, um das SEL anzuzeigen, und zu Lifecycle-
Protokoll, um das Lifecycle-Protokoll anzuzeigen.
@ ANMERKUNG: Das SEL wird auch im Lifecycle-Protokoll aufgezeichnet. Verwenden Sie die Filteroptionen, um das SEL
anzuzeigen.

2. Exportieren Sie das SEL oder das Lifecycle-Protokoll im XML-Format an einen externen Speicherort (Managementstation, USB,
Netzwerkfreigabe usw.). Alternativ konnen Sie die Remote-Systemprotokollierung aktivieren, sodass alle Protokolle, die in das
Lifecycle-Protokoll geschrieben werden, gleichzeitig auch auf die konfigurierten Remoteserver geschrieben werden.

3. Wenn Sie das iIDRAC Service Module verwenden, exportieren Sie das Lifecycle-Protokoll in das Betriebssystemprotokoll.

Schnittstellen zum Aktualisieren der iDRAC-Firmware

Verwenden Sie zum Aktualisieren der iDRAC-Firmware die folgenden Schnittstellen:

iDRAC-Web-Schnittstelle

Redfish API

RACADM-CLI (iDRAC_) und CMC (gilt nicht fur MX-Plattformen))

Dell Update Package (DUP)

CMC (gilt nicht fur MX-Plattformen)OME-Modul (gilt nur fur MX-Plattformen)-Webschnittstelle
Lifecycle-Controller—Remote-Dienste

Lifecycle Controller

Dell Remote Access Configuration Tool (DRACT)
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Ordnungsgemafles Herunterfahren

Die Software leitet ein ordnungsgemaf3es Herunterfahren ein, indem der Server ausgeschaltet wird, sodass das Betriebssystem Prozesse
sicher stoppen kann. Auf3erdem werden die PCle-Steckplatze ausgeschaltet. Daher reagieren die Adapter in PCle-Steckplatzen nicht auf
NC-SI-Steuerbefehle.

Wenn auf die Befehle nicht reagiert wird, behandelt das NIC-CEM-Modul die Adapter als nicht reagierend und protokolliert HWC8607 in
den LCLOGs (Lifecycle Controller Logs), um anzuzeigen, dass die Kommunikation mit den Adaptern verloren ging.

Um ein ordnungsgemafles Herunterfahren durchzufiihren, gehen Sie in der iDRAC-Weboberflache zu einem der folgenden Standorte:

e Wahlen Sie im Dashboard Ordnungsgemaf3 herunterfahren aus und klicken Sie auf Anwenden.
@ ANMERKUNG: Sobald die Anforderung an den Host gesendet wurde, muss der Host diese Anforderung berticksichtigen und
ausflhren. Der Erfolg des ordnungsgemaf3en Herunterfahrens hangt vom Status des Hosts ab.

Weitere Informationen finden Sie in der iDRAC-Online-Hilfe.

Neues Administratorbenutzerkonto erstellen

Sie konnen das standardmafige lokale Administratornutzerkonto &ndern oder ein neues Administratornutzerkonto erstellen. Informationen
zum Andern des lokalen Administratornutzerkontos finden Sie in Andern der Einstellungen des lokalen Administratorkontos.

Weitere Informationen zum Erstellen eines neuen Administratorkontos finden Sie in den folgenden Abschnitten:

e | okale Nutzer konfigurieren
e Konfigurieren von Active Directory-Benutzern
e Generische LDAP-Nutzer konfigurieren

Starten der Server-Remote-Konsole und Mounten eines
USB-Laufwerks

So starten Sie die Remote-Konsole und mounten ein USB-Laufwerk:
1. Schlief3en Sie ein USB-Flash-Laufwerk (mit dem erforderlichen Image) an die Management Station an.
2. Starten Sie die virtuelle Konsole mit einer der folgenden Methoden Uber die iIDRAC-Weboberflache:

e Gehen Sie zu Dashboard > Virtuelle Konsole und klicken Sie auf Virtuelle Konsole starten.

Daraufhin wird der Viewer fiir die virtuelle Konsole angezeigt.
3. Kiicken Sie Uber das Menu Datei auf Virtueller Datentrdger > Virtuellen Datentréger starten.

4. Klicken Sie auf Image hinzufiigen, und wahlen Sie das Image aus, das sich auf dem USB-Flash-Laufwerk befindet.
Das Image wird zur Liste der verflgbaren Laufwerke hinzugeflgt.

B. Wahlen Sie das Laufwerk aus, dem das Image zugeordnet werden soll. Das Image auf dem USB-Flash-Laufwerk wird dem verwalteten
System zugeordnet.

Bare Metal-Betriebssystem uber verbundenen virtuellen
Datentrager und Remote-Dateifreigabe installieren

Weitere Informationen finden Sie im Abschnitt Betriebssystem tUber Remote-Dateifreigabe bereitstellen.

Rack-Dichte managen

Bevor Sie zusatzliche Server in einem Rack installieren, missen Sie die verbleibende Kapazitat im Rack bestimmen.
So bewerten Sie die Kapazitat eines Rack in Bezug auf das Hinzuflgen weiterer Server:

1. Zeigen Sie die aktuellen und historischen Stromverbrauchsdaten fir die Server an.
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2. Aktivieren Sie auf der Basis dieser Daten, der Stromversorgungsinfrastruktur und der Kuhlungsbeschrénkungen fur das System die
Strombegrenzungsrichtlinie, und legen Sie die Strombegrenzungswerte fest.

@ ANMERKUNG: Es wird empfohlen, die Begrenzung nahe des zuldssigen Hochstwertes festzulegen und Uber diese begrenzte
Stufe dann die verbliebene Kapazitat auf dem Rack fur das Hinzufligen weiterer Server zu bestimmen.

Neue elektronische Lizenz installieren

Weitere Informationen finden Sie unter Lizenzvorgéange.

Anwenden der E/A-
Identitatskonfigurationseinstellungen fur mehrere
Netzwerkkarten uber Einzel-Host-Systemneustart

Wenn Sie Uber mehrere Netzwerkkarten in einem Server verflgen, der Teil einer SAN-Umgebung (Storage Area Network) ist, und Sie
verschiedene virtuelle Adressen sowie Initiator- und Zielkonfigurationseinstellungen auf diese Karten anwenden mdchten, verwenden Sie
die Funktion zur E/A-Identitdtsoptimierung, um den Zeitaufwand fir die Konfiguration dieser Einstellungen zu reduzieren. Fiihren Sie dazu
folgende Schritte durch:

1. Stellen Sie sicher, dass BIOS, iDRAC und Netzwerk-Karten auf die neueste Firmware aktualisiert sind.
Aktivieren Sie die E/A-Identitdtsoptimierung.

Exportieren Sie die Serverkonfigurationsprofil-Datei (SCP) aus dem iDRAC.

Bearbeiten Sie die E/A-ldentitatsoptimierungseinstellungen in der SCP-Datei.

Importieren Sie die SCP-Datei in den iDRAC.

o A oN
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