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Remarques, précautions et
avertissements

% REMARQUE : Une REMARQUE indique des informations importantes qui peuvent vous aider a mieux
utiliser votre ordinateur.

A PRECAUTION : Une PRECAUTION indique un risque d'endommagement du matériel ou de perte
de données et vous indique comment éviter le probléme.

A AVERTISSEMENT : Un AVERTISSEMENT indique un risque d'endommagement du matériel, de
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Préface

Le Dell Storage vSphere Web Client Plugin Administrator’s Guide (Guide de l'administrateur de Dell
Storage vSphere Web Client Plugin) fournit des instructions d'installation, de configuration et d'utilisation
de Plug-in Dell Storage vSphere Web Client, qui permet de gérer le stockage Dell avec VMware vSphere
Web Client.

Historique de révision

Numeéro de document : 680-054-005

Révision Date Description
A Mars 2016 Plug-in Dell Storage vSphere Web Client version 3.1 (grand
public)

Public

Le public visé par ce guide sont les professionnels des technologies de l'information dotés d'un niveau de
connaissance intermédiaire a avance de Dell Storage Centers et Enterprise Manager. Préalablement a
l'utilisation de ce guide, les utilisateurs devraient avoir une connaissance pratique de l'administration de
VMware vSphere Web Client, VMware vCenter, VMware ESXi et FluidFS.

Publications connexes

En plus de ce guide, la documentation suivante est disponible pour les applications client utilisées avec
des produits de stockage Dell :

o Dell Storage vSphere Web Client Plugin Release Notes (Notes de mise a jour de Dell Storage vSphere
Web Client Plugin)

Décrit les nouvelles améliorations et les problémes connus de la version 3.x de Plug-in Dell Storage
vSphere Web Client

e Compellent Integration Tools for VMware Administrator's Guide (Guide de l'administrateur de
Compellent Integration Tools for VMware)

Fournit des instructions pour le déploiement de CITV et la configuration de Plug-in Dell Storage
vSphere Web Client.

* Compellent Integration Tools for VMware Release Notes (Notes de mise a jour de Compellent
Integration Tools for VMware)

Décrit les nouvelles fonctionnalités et améliorations de la derniére version de CITV.

* Dell Compellent Best Practices with VMware vSphere 5.x (Meilleures pratiques de Dell Compellent
avec VMware vSphere 5.x) ou Compellent Best Practices with VMware ESX 4.x (Meilleures pratiques de
Dell Compellent avec VMware ESX 4.x)

Fournit des exemples de configuration, des conseils, les paramétres recommandés et d'autres
instructions de stockage qu'un utilisateur peut suivre lors de l'intégration de VMware vSphere avec
Dell Storage Center. Ce document répond a de nombreuses questions fréquentes concernant la
fagcon dont VMware interagit avec les fonctions de Dell Storage Center, telles que Dynamic Capacity,
Data Progression et Remote Instant Relecture.

o Storage Center System Manager Administrator's Guide (Guide de l'administrateur du System Manager
Storage Center)
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Décrit le logiciel Storage Center System Manager qui permet de gérer un Storage Center spécifique.
e Enterprise Manager Administrator's Guide (Guide de l'administrateur d'Enterprise Manager)

Fournit des instructions relatives a la configuration et a la gestion pour Enterprise Manager.
» Dell FluidFS Administrator's Guide (Guide de l'administrateur de Dell FluidFS)

Décrit Dell Fluid File System (FluidFS) et comment gérer le stockage NAS (Network Attached Storage).

Contacter Dell
Dell propose diverses options d'assistance et de maintenance en ligne et téléphonique. Ces options
varient en fonction du pays et du produit et certains services peuvent ne pas étre disponibles dans votre

région. Pour contacter le service commercial, technique ou client de Dell, rendez-vous sur :

dell.com/support

Préface


http://www.dell.com/support

1

Mise en route

Le Plug-in Dell Storage vSphere Web Client fournit aux administrateurs de stockage la capacité de gérer
les Dell Storage Centers et les clusters Dell Fluid File System (FluidFS) avec VMware vSphere Web Client.

Introduction a vSphere Web Client Plugin

Plug-in Dell Storage vSphere Web Client permet de gérer le stockage Dell.

% REMARQUE : Sauf indication contraire, toutes les procédures de ce guide sont exécutées dans
VMware vSphere Web Client.

Principales fonctions

Plug-in Dell Storage vSphere Web Client fournit les fonctions suivantes :

e Ajout et suppression de stockage VMFS (magasins de données et adressages de périphériques bruts
(RDM)) sur des Storage Centers

¢ Ajout et suppression de magasins de données NFS sur les clusters FluidFS

¢ Provisionnement de machines virtuelles sur le stockage Dell

« Configuration d'hdtes VMware ESXi sur un stockage Dell

« Création et gestion de Replays (Relectures) Storage Center pour les magasins de données VMFS

* Création et gestion d'instantanés de cluster FluidFS pour les magasins de données NFS

* Réplication de magasins de données VMFS entre des Storage Centers

* Création et gestion de Live Volumes

* Récupération de magasins de données VMFS et de machines virtuelles a partir de Replays (Relectures)
de magasins de données VMFS

En outre, vSphere Web Client Plugin présente de nombreux écrans d'information sur les onglets au sein
des vues d'inventaire de VMware vSphere Web Client.

Etat des taches de vSphere Web Client Plugin

Si 'état d'une tache exécutée avec Plug-in Dell Storage vSphere Web Client ne figure pas dans le volet
Taches récentes, cliquez sur Refresh (Actualiser) pour mettre a jour le volet, ou cliquez sur More
Tasks (Autres taches) pour afficher la page Task Console (Console de taches).

Exigences relatives a vSphere Web Client Plugin

Plug-in Dell Storage vSphere Web Client a des exigences relatives aux logiciels et a Storage Center pour
la réplication.

8 Mise en route



Configuration matérielle et logicielle requise

Les Dell Storage vSphere Web Client Plugin Release Notes (Notes de mise a jour de Dell Storage vSphere
Web Client Plugin) indiquent la configuration matérielle et logicielle minimale requise pour linstallation
de Plug-in Dell Storage vSphere Web Client.

Exigences de réplication relatives aux magasins de données VMFS

Pour répliquer les données d'un Storage Center a un autre, assurez-vous que les conditions suivantes
sont remplies :

» Storage Center : les Storage Centers source et cible doivent étre configurés dans Enterprise Manager.
Ils doivent étre configurés pour les informations d'identification d'utilisateur Enterprise Manager
fournies a vSphere Web Client Plugin dans Configuration de Plug-in Dell Storage vSphere Web Client.

« Définition de QoS : une définition de qualité de service (QoS) doit étre configurée sur le Storage
Center source pour la réplication. Voir 'Enterprise Manager Administrator’s Guide (Guide de
l'administrateur d'Enterprise Manager) pour obtenir des instructions sur la création de définitions de

QoS.

Si vous utilisez des connexions iSCSI pour les réplications :

* Le Storage Center cible doit étre défini en tant que systeme a distance iSCSI sur le Storage Center
source.

* Le Storage Center source doit étre défini en tant que systeme a distance iSCSI sur le Storage Center
cible.

Voir UEnterprise Manager Administrator’s Guide (Guide de l'administrateur d’Enterprise Manager) pour
obtenir des instructions sur la configuration de connexions iSCSI entre Storage Centers.

Configuration de Plug-in Dell Storage vSphere Web
Client

Configurez Plug-in Dell Storage vSphere Web Client pour communiquer avec un serveur Enterprise
Manager.

Prérequis
Installez Compellent Integration Tools for VMware (CITV) et enregistrez le Plug-in Dell Storage vSphere

Web Client aupres d'un serveur vCenter comme décrit dans le Compellent Integration Tools for VMware
Administrator's Guide) (Guide de l'administrateur de Compellent Integration Tools for VMware).

Etapes
1. Connectez-vous a vSphere Web Client.

2. Cliquez surl'-‘l Go Home (Aller a Accueil). La page Home (Accueil) s'ouvre.

3. Cliquez sur l'onglet Home (Accueil). Une icdne Dell Storage (Stockage Dell) apparait sous l'en-téte
Administration, dans 'onglet Home (Accueil).

4. Cliquez sur Dell Storage (Stockage Dell). La page Stockage Dell (Stockage Dell) s'ouvre et l'onglet
Getting Started (Démarrage) est affiché par défaut.
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(= Dell Storage
i Getting Started | Summan,  Monitor  Manage
| Dl Storaga vSphera Web Clent Plugin

The Dell Storage vEphare Web nt Plugin prowdes
storage adm [t apk add and manage
storage on Dell Storage Centars and Dell FS8800 NAS
Appliances

The Dell Storage vSphare Wy
viphare adminisirators
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and Vit from Reéplays

nt Plugin provides
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and Storage Ce
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Datacerter
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ap VOenter Web Chont Sever

Clustar
Dell
Storage Cenler
«

vSphere W
Client

Explore Further
Dell Storage Website

@ Piease enter Enterprise Manager and vSphere credentials.

Figure 1. Page Getting Started (Mise en route) Dell Storage

Sous l'en-téte Basic Tasks (Taches de base), cliguez sur Manage Credentials (Gérer les informations

d'identification).

Connection Manager

vCenter User rootglocalos

vCenter Password

Enterprise Manager Server

Enterprise Manager Port

Enterprise Manager User

Enterprise Manager Password

| Deste || Submit |

Figure 2. Boite de dialogue Informations d'identification du gestionnaire de connexions

Saisissez le mot de passe de l'utilisateur vCenter dans le champ vCenter Password (Mot de passe

vCenter).

Le champ vCenter User (Utilisateur vCenter) affiche l'utilisateur qui a été utilisé pour se connecter a
vSphere Web Client. Pour configurer vSphere Web Client Plugin pour un autre utilisateur vCenter,

déconnectez-vous de vSphere Web Client et reconnectez-vous avec cet utilisateur.

REMARQUE : vSphere Web Client Plugin utilise les informations d'identification d'utilisateur
vCenter pour poursuivre l'exécution des taches apres la fermeture de vSphere Web Client

Plugin.

Entrez le nom d'héte ou l'adresse IP du serveur Enterprise Manager dans le champ Enterprise
Manager Server (Serveur Enterprise Manager).

Entrez le numéro de port d'Enterprise Manager dans le champ Enterprise Manager Port (Port

Enterprise Manager).
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9. Entrez le nom d'utilisateur et le mot de passe d'un utilisateur Enterprise Manager doté de privileges
d'administrateur dans les champs Enterprise Manager User (Utilisateur Enterprise Manager) et
Enterprise Manager Password (Mot de passe Enterprise Manager).

Les informations d'identification d'utilisateur Enterprise Manager déterminent les Storage Centers et
les clusters FluidFS qui peuvent étre gérés dans vSphere Web Client Plugin.

Pour ajouter un Storage Center ou un cluster FluidFS a vSphere Web Client Plugin, connectez-vous
au client Enterprise Manager en utilisant les mémes informations d'identification d'utilisateur. Ajoutez
le Storage Center ou le cluster FluidFS a gérer. Voir 'Enterprise Manager Administrator's Guide (Guide
de l'administrateur d'Enterprise Manager) pour obtenir des instructions sur l'ajout d'un Storage Center
a Enterprise Manager. Voir le Dell FluidFS Administrator's Guide (Guide de l'administrateur de Dell
FluidFS) pour obtenir des instructions sur l'ajout d'un cluster FluidFS a Enterprise Manager.

10. Cliguez sur Submit (Envoyer). Le plug-in valide les informations d'identification de vCenter et

d'Enterprise Manager. Si les informations sont correctes, vSphere Web Client Plugin récupere les
informations de Storage Center a partir du serveur Enterprise Manager.

ﬁ REMARQUE :

Le temps d'affichage de la page Dell Storage (Stockage Dell) est proportionnel au nombre de
Storage Centers et de volumes gérés par l'utilisateur Enterprise Manager.

Si les informations d'identification sont incorrectes, une boite de dialogue d'erreur du Connection
Manager (Gestionnaire de connexion) s'ouvre.

Gestion de vSphere Web Client Plugin

Les sections suivantes décrivent la gestion des informations d'identification de vCenter et d'Enterprise
Manager, l'affichage des informations de Storage Center et de cluster FluidFS, et l'activation ou la
désactivation de vSphere Web Client Plugin.

Modification des informations d'identification de vCenter et d'Enterprise
Manager

Si les informations d'identification de l'utilisateur Enterprise Manager défini dans vSphere Web Client
Plugin changent, elles doivent étre mises a jour dans l'onglet Manage (Gérer) de la page Dell Storage
(Stockage Dell).

Prérequis

Data Collector doit étre installé et exécuté pour que vous puissiez configurer le vSphere Web Client
Plugin. Voir le Dell Enterprise Manager Installation Guide (Guide d'installation de Dell Enterprise Manager)
pour plus d'informations sur l'installation de Data Collector.

Etapes
1. Connectez-vous a vSphere Web Client.

2. Cliquez surl'-‘l Go Home (Aller a Accueil). La page Home (Accueil) s'ouvre.

3. Cliquez sur l'onglet Home (Accueil). Une icdne Dell Storage (Stockage Dell) apparait sous l'en-téte
Administration sur l'onglet Home (Accueil).

4. Cliquez sur Dell Storage (Stockage Dell). La page Stockage Dell (Stockage Dell) s'ouvre et l'onglet
Getting Started (Démarrage) est affiché par défaut.

Mise en route 11
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Getting Started = Summary  Monitor  Manage
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The Dall Storage vSphare Wab Client Plugin prowdes
storage administrators the ability to add and manage
storage on Dell Storage Centers and Dell FSE600 NAS
Appliancas

The Dell Storage vSphere Wab Client Flugin enablas
vSphere administrators to perform actions, such as adding
and removing VWS and NFS datastores and Raw Dewice
Mappings, prowisioning virtual machines, configuring
Widware ESXNESX hosts, creating and managing Replays
replicating VMFS datastores. and recovenng datastores
and W from Replays, etc.

In addition, the vSphere Web Client Plugin provides several

views that display information about Dell Storage wolumes
and Storage Ceniers

Basic Tasks
Manage Credentials

g Connected to Enterprise Manager

Figure 3. Page Démarrage présentant la connexion a Enterprise Manager

<

iy
Cluster
Deil
Stwrage Center
Server

Dedl Enterprise
Manager
1 Dell Storage vSphars
> Web Clent Phugin,

- vCenler Server, and

<

vSphere Web vCenter Web Chent Server
Chent

Explore Further

Dell Storage Website

Datacentor

REMARQUE : Le temps d'affichage de la page Stockage Dell est proportionnel au nombre de

Storage Centers et de volumes gérés par l'utilisateur Enterprise Manager.

Sous l'en-téte Basic Tasks (Taches de base), cliguez sur Manage Credentials (Gérer les informations
d'identification). L'onglet Manage (Gérer) est affiché.

(= Dell Storage

Gefting Started  Summary  Monitor | Manage |

vCenter User

Enterprise Manager Server
Enterprise Manager Port
Enterprise Manager User
Status

Enterprise Manager Version

Edit |

03 XX XX XXX

Administrator@vYSPHERE.LOCAL
172 XX XX XXX

3033

Admin

Connected to Enterprise Manager
16.3.1.242

Dell Storage vSphere Web Client Plugin Version:

Figure 4. Boite de dialogue Informations d'identification du gestionnaire de connexions

Cliquez sur Edit (Modifier). La boite de dialogue Connection Manager (Gestionnaire de connexions)

s‘ouvre.
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Connection Manager x

vCenter User root@localos

vCenter Password

Enterprise Manager Server 172. KK .8 . K8

Enterprise Manager Port 3033

Enterprise Manager User Administrator

Enterprise Manager Password

Delete Submit

Figure 5. Boite de dialogue Connection Manager (Gestionnaire de connexions)

Maodifiez les informations d'identification de vCenter et d'Enterprise Manager selon les besoins et
cliqguez sur Submit (Envoyer).

Pour supprimer les informations d'identification de vCenter et d'Enterprise Manager, cliquez sur
Delete (Supprimer).

Affichage des informations de Storage Center et de
FluidFS

L'onglet Summary (Synthese) situé sur la page Stockage Dell affiche des informations récapitulatives sur
Storage Center et les clusters FluidFS. L'onglet Monitor (Surveiller) affiche les diagrammes de
performances et d'utilisation de Storage Center et des clusters FluidFS.

Afficher les informations récapitulatives sur le stockage Dell

Afficher les informations sur le contrdleur Storage Center et FluidFS et les informations relatives au type
de stockage dans l'onglet Summary (Synthése).

1

2.
3.

4.
5.

Connectez-vous a vSphere Web Client.

Cliquez sur I'-‘l Go Home (Aller a Accueil). La page Home (Accueil) s'ouvre.

Dans le volet Administration, cliquez sur Dell Storage (Stockage Dell). La page Dell Storage
(Stockage Dell) s'ouvre.

Cliquez sur l'onglet Summary (Synthése).
Sélectionnez le Storage Center ou cluster FluidFS a afficher.

Informations récapitulatives de Storage Center

Figure 6. Informations récapitulatives de Storage Center affiche les informations récapitulatives d'un

Storage Center.
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Figure 6. Informations récapitulatives de Storage Center

Etiquette

Description

le controleur)

Controller Information (Informations sur

Affiche les informations de réseau et d'état relatives aux

contréleurs Storage Center

sur le type de stockage)

Storage Type Information (Informations

Affiche les types de stockage définis sur le Storage Center

Informations récapitulatives de FluidFS

Figure 7. Page d'informations récapitulatives de FluidFS affiche des informations récapitulatives sur un

cluster FluidFS.
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Figure 7. Page d'informations récapitulatives de FluidFS

Etiquette

Description

FluidFS Cluster Information
(Informations du cluster FluidFS)

Affiche les détails des appliances FluidFS et des contréleurs
associeés

NAS Pool Capacity Statistics (Statistiques
de capacité du pool NAS)

Affiche des informations sur la capacité et 'espace du pool
NAS

Afficher les informations de surveillance du stockage Dell

Afficher les informations sur les performances et l'utilisation de Storage Center et des clusters FluidFS sur

'onglet Monitor (Surveiller).

1. Connectez-vous a vSphere Web Client.

2. Cliquez suris1 Go Home (Aller a Accueil). La page Home (Accueil) s'ouvre.

3. Dans le volet Administration, cliquez sur Dell Storage (Stockage Dell). La page Dell Storage

(Stockage Dell) s'ouvre.

4. Cliquez sur l'onglet Monitor (Surveiller).

5. Sélectionnez le Storage Center ou le cluster FluidFS a afficher.

Diagrammes

L'onglet Charts (Diagrammes) affiche des informations sur les performances des Storage Centers et des

clusters FluidFS.
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Informations des diagrammes de Storage Center

Figure 8. Informations des diagrammes de Storage Center affiche un diagramme d'un Storage Center.

(= Dell Storage

Gefling Started  Summary | Monitor | Manage

{
| Storage Cantar Nama

Storage Center 65231

Storage Center VM Apps 172294171

| FluidFS-GxHAF22
| FludFS-ToxEFO2

j Charts | _Usage |

| KBisec Chart o

| 500

W Resd KBizec

I0/sec Chart e
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172:28.81.1% B:7.1.130 Up Storage Centar
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B TotsiwBiec [ Wite HBizec

Figure 8. Informations des diagrammes de Storage Center

Légende | Etiquette Description
1 KB/sec Chart Read KB/sec (Ko/s en lecture) : taux de transfert des opérations de lecture
(Diagramme en kilooctets par seconde
Ko/s) Total KB/sec (Ko/s total) : taux de transfert combiné des opérations de
lecture et d'écriture en kilooctets par seconde
Write KB/sec (Ko/s en écriture) : taux de transfert des opérations d'écriture
en kilooctets par seconde
2 I0/sec Chart Read 10/sec (E/S/s en lecture) : taux de transfert des opérations de lecture
(Diagramme en nombre d'opérations E/S par seconde
E/S/s)

Total 10/sec (Total d'E/S/s) : taux de transfert combiné des opérations de
lecture et d'écriture en nombre d'opérations E/S par seconde

Write 10/sec (E/S/s en écriture) : taux de transfert des opérations d'écriture
en nombre d'opérations E/S par seconde

Informations de diagramme FluidFS

Figure 9. Informations du diagramme d'un cluster FluidFS affiche un diagramme d'un cluster FluidFS.
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Figure 9. Informations du diagramme d'un cluster FluidFS

Etiquette

Description

Total Capacity (Capacité totale)

Capacité totale du pool NAS

Unused (Reserved) Space (Espace
inutilisé (réservé))

La taille de stockage alloué de maniere statique au volume NAS

Unused (Unreserved) Space (Espace
inutilisé (non réserveé))

Espace alloué du pool NAS qui n'a pas été utilisé

Total Used (Total utilisé)

Quantité d'espace qui a été utilisée

Utilisation

L'onglet Utilisation affiche des informations sur 'espace disque des Storage Centers et des clusters

FluidFS.

Informations d'utilisation de Storage Center

Figure 10. Informations d'utilisation de Storage Center présente les informations d'utilisation d'un Storage

Center.
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~ Dell Storage
Gefting Started  Summary | Monitor | Manage

Sterage Center Name Hostriame of [P Address Werzion

| Storage Center 65231 172 00 B7.1130
Storage Cenler VM Apps 172000000 66519
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| Charts Usage
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Figure 10. Informations d'utilisation de Storage Center

Etiquette

Description

Total Disk Space (Espace disque total)

Quantité totale d'espace disque disponible sur les disques du
Storage Center

Total space allocated for volume use
(Espace total alloué pour les volumes)

Quantité d'espace disque alloué sur les disques du Storage
Center

Allocated space used by volumes
(Espace alloué pour les volumes)

Quantité d'espace disque utilisé par les volumes sur le
Storage Center

Total free space (Espace libre total)

Quantité d'espace disque disponible pour le Storage Center

Space reserved by system (Espace
réservé par le systéme)

Espace consommé par la surcharge de Replays (Relectures)
et de RAID

Savings vs. RAID 10 (Economie par
rapport a RAID 10)

Quantité d'espace disque économisé grace a l'architecture
de bloc dynamique Dell par rapport au stockage RAID 10

Informations d'utilisation de FluidFS

Figure 11. Informations d'utilisation d'un cluster FluidFS affiche les informations d'utilisation d'un cluster

FluidFS.
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Figure 11. Informations d'utilisation d'un cluster FluidFS

Etiquette

Description

Total Capacity
(Capaciteé totale)

La capacité totale du pool NAS

Free Space (Espace
libre)

La quantité d'espace libre du pool NAS

Used Space (Espace
utilisé)

L'espace de stockage occupé par les écritures sur le volume NAS (les données
utilisateur et les instantanés)

Unused (Unreserved)
Space (Espace inutilisé
(non réservé))

Espace alloué du pool NAS qui n'a pas été utilisé

Unused (Reserved)
Space (Espace inutilisé
(réservé))

Portion d'un volume NAS a provisionnement dynamique qui est dédiée au
volume NAS (aucun autre volume ne peut l'utiliser). La quantité d'espace
réservé est spécifiée par l'administrateur de stockage. L'espace réservé est
utilisé avant l'espace non réservé.

Activation et désactivation de vSphere Web Client Plugin

Aprés avoir installé vSphere Web Client Plugin, activez-le en enregistrant le plug-in dans VMware vCenter.

Tous les plug-ins peuvent également étre activés ou désactivés a l'aide de vSphere. Les procédures pour
l'activation et la désactivation des plug-ins varient en fonction de la version de vSphere Web Client. Pour
obtenir des instructions sur la gestion des plug-ins, voir la documentation de vSphere.

Mise en route
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Travailler avec le stockage Dell

Plug-in Dell Storage vSphere Web Client communique avec Enterprise Manager et permet la gestion du

stockage Dell.

Présentation du stockage Dell

Un administrateur peut utiliser Plug-in Dell Storage vSphere Web Client pour gérer le stockage Dell sur un

Storage Center ou un cluster FluidFS.

Un Storage Center configure et utilise le stockage en fonction des parametres suivants.

Durée de stockage

Description

Niveau de stockage
classes de supports physiques

Les niveaux de stockage représentent la classification de tous les
supports de stockage physiques du Storage Center. Le Storage
Center renseigne automatiquement les niveaux de stockage avec
les supports disponibles dans le dossier de disques affectés :

* Niveau 1: contient les supports les plus rapides pour les
données essentielles frequemment utilisées. Les supports de
niveau 1 sont généralement les plus onéreux.

» Niveau 2 : contient les supports de qualité moyenne pour les
données de priorité moyenne.

* Niveau 3 : contient les supports les plus lents et les moins
chers pour les copies de sauvegarde, les Replays (Relectures) et
les données de faible priorité rarement utilisées.

Type de stockage
Niveau RAID et taille de page

Au sein de chaque niveau, les données peuvent étre stockeées de la
maniere suivante :
» Non redondant : RAID O avec taille de page de 2 Mo

» Redondant : RAID 10, RAID 5-5, RAID 5-9 avec taille de page de
512 Ko, 2 Mo ou 4 Mo.

¢ Double redondance : RAID 10 avec taille de page de 2 Mo

e Lavaleur par défaut (et recommandée) du type de stockage est
redondant, en utilisant RAID 10 et RAID 5-9 avec une taille de
page de 2 Mo.

Volume
une unité logique de stockage

Sur le Storage Center, un volume est une unité logique de
stockage. Lorsque vous ajoutez un magasin de données dans
vSphere Client, vous créez et adressez un nouveau volume Dell en
tant que magasin de données ou adressez un volume Dell existant
en tant que magasin de données. Lors de l'adressage d'un volume
Dell existant en tant que magasin de données, le volume doit avoir
été un volume VMFS préalablement formaté qui a été utilisé en
tant que magasin de données et non adressé.

Live Volume Un volume Live Volume est un volume de réplication qu'il est
possible d'adresser et d'activer simultanément sur un Storage
Center source et un Storage Center cible.
20 Travailler avec le stockage Dell



Durée de stockage

Description

maintient les applications en ligne
et les données accessibles pendant
les arréts planifiés ou non planifiés

Type de donnée
inscriptible ou Relecture

Les données de volume peuvent étre de l'un des types suivants :

* Inscriptible : données écrites de maniére dynamique sur le
stockage

* Relecture : données de copie enregistrées a un moment précis

Profils de stockage

appliqués a un volume afin de
déterminer la facon dont les
données sont migrées sur le
Storage Center

Les profils de stockage déterminent la fagon dont les données de
volume sont stockées et migrées sur le Storage Center. Les profils
de stockage définis par le systeme comprennent :

« Recommandé : disponible uniquement sur les Storage Centers
avec le logiciel Data Progression sous licence. Utilisez le profil
recommandé pour la plupart des volumes pour optimiser Data
Progression et les performances sur le Storage Center. Le profil
recommandé permet au systéme de migrer automatiquement
les données entre les types de stockage et a travers tous les
niveaux de stockage en fonction du type de données et de
l'utilisation.

» Haute priorité : utilisez le profil haute priorité uniqguement pour
les volumes qui contiennent des données que vous souhaitez
conserver dans le stockage de niveau 1. Autrement dit,
l'application du profil haute priorité a un volume empéche la
migration des données du volume vers un autre niveau.

» Priorité moyenne : utilisez le profil priorité moyenne
uniguement pour les volumes qui contiennent des données
que vous souhaitez conserver dans le stockage de niveau 2.
Autrement dit, l'application du profil priorité moyenne a un
volume empéche la migration des données du volume vers un
autre niveau.

« Faible priorité : utilisez le profil faible priorité uniquement pour
les volumes qui contiennent des données que vous souhaitez
conserver dans le stockage de niveau 3. Autrement dit,
l'application du profil faible priorité a un volume empéche la
migration des données du volume vers un autre niveau.

Vous pouvez créer et modifier des profils de stockage au sein d'un
Storage Center, si vous avez aussi le logiciel Data Progression sous
licence.

Replays (Relectures) et Profils
Relecture
appliqués a un volume afin de

déterminer la fréquence des
Replays (Relectures)

Une Relecture dans Storage Center est une copie de données
enregistrée a un moment précis. Une Relecture peut étre exposée
et adressée pour permettre la récupération d'un magasin de
données ou d'une machine virtuelle. Les profils Relecture
déterminent une planification des Replays (Relectures) de volume.
Les profils Relecture définis par le systeme comprennent les
planifications couramment utilisées de Replays (Relectures)
quotidiennes et hebdomadaires. Des profils Relecture
personnalisés peuvent étre créés pour planifier les Replays
(Relectures) en fonction des données a sauvegarder.

View Volume (Volume de vue)
une Relecture exposée (adressée)

Une Relecture exposée (adressée) utilisée pour récupérer des
données a partir d'une copie de données enregistrée a un moment
précis (Relecture)

Travailler avec le stockage Dell
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Durée de stockage Description

Data Progression (Progression des | En fonction du profil de stockage appliqué au volume et de

données) l'acquisition de la licence du logiciel Data Progression, les données
migration automatique des de volume migrent automatiquement sur le Storage Center :
données de volume en fonction |+ Sur les Storage Centers dotés de la licence de Data

des parameétres de profil de Progression, les données peuvent migrer automatiquement
stockage vers des types de stockage différents au sein d'un niveau de

stockage, et également a travers les niveaux de stockage.

Les concepts suivants s'appliquent a FluidFS.

Durée de stockage Description

Fluid File System (FluidFS) Logiciel de systeme de fichiers hautes performances évolutif Dell
installé sur les controleurs NAS

Cluster FluidFS Une a quatre appliances NAS évolutif FS8600 configurées en tant
que cluster FluidFS

Pool NAS Somme de tout l'espace de stockage fourni par un maximum de
deux Storage Centers, moins l'espace réservé a l'usage systéeme
interne

NAS volume (Volume NAS) Volume virtualisé qui consomme de l'espace de stockage dans le

pool NAS. Les administrateurs peuvent créer des partages SMB et
des exportations NFS sur un volume NAS, puis les partager avec les
utilisateurs autorisés.

Instantané de volume NAS Copie de données d'un volume NAS enregistrée a un moment
précis, montée en tant que magasin de données NFS (semblable
aux Replays).

VIP client Adresses IP virtuelles utilisées par les clients pour accéder aux
partages SMB et aux exportations NFS hébergées par le cluster
FluidFS

NFS export (Exportation NFS) Répertoire d'un volume NAS partagé sur le réseau a l'aide du

protocole Network File System (NFS, systeme de fichiers réseau)

Voir le Dell FluidFS Administrator's Guide (Guide de l'administrateur Dell FluidFS) pour en savoir plus sur
les concepts de FluidFS et de NAS.

Création et gestion de magasins de données VMFS et
d'adressages de périphériques bruts (RDM) sur des
Storage Centers

vSphere Web Client Plugin vous permet de créer et de gérer des volumes Dell qui sont adressés en tant

que magasins de données VMFS a des clusters ou des hdtes ESX/ESXi sur un Storage Center, et des
volumes qui sont adressés en tant qu'adressages de périphériques bruts (RDM) a des machines virtuelles.

% REMARQUE : Les options qui apparaissent lors de la création et de la gestion de magasins de
données et de RDM varient en fonction des préférences d'utilisateur Storage Center de l'utilisateur
Enterprise Manager défini dans vSphere Web Client Plugin.
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Les sections suivantes décrivent la création et la gestion de magasins de données :

e Ajout d'un magasin de données

* Ajout de plusieurs magasins de données

e Ajout d'un RDM a une machine virtuelle

Redimensionnement d'un magasin de données ou RDM

Suppression d'un magasin de données ou RDM

Ajout d'un magasin de données VMFS

Utilisez l'Assistant Add Datastore (Ajout d'un magasin de données) pour ajouter un stockage Dell en tant
que magasin de données VMFS.

Lorsque vous ajoutez un magasin de données VMFS, vous créez et/ou adressez un volume Dell sur le
Storage Center. Voir Présentation du stockage Dell pour plus de détails sur les volumes Dell.

Pour ajouter un magasin de données VMFS, utilisez ces options :

Create New Dell Volume (Créer un nouveau volume Dell) : créez et adressez un nouveau volume Dell
en tant que magasin de données VMFS.

Map Existing Dell Volume (Adresser un volume Dell existant) : sélectionnez un volume Dell existant a
adresser en tant que magasin de données.

% REMARQUE : Le volume existant doit étre un magasin de données VMFS formaté.

Ajout d'un magasin de données en utilisant un nouveau volume Dell

Un magasin de données peut étre créé a partir d'un nouveau volume Dell l'aide de vSphere Web Client
Plugin.

1

Travailler avec le stockage Dell

Dans linventaire, sélectionnez un objet qui peut étre parent d'un magasin de données :
¢ Datacenter

« Hoéte

e Cluster

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Add
Datastore (Ajouter un magasin de données).

L'Assistant Ajout d'un magasin de données démarre.
Sélectionnez le type de magasin de données VMFS et cliquez sur Next (Suivant).

vSphere Web Client Plugin charge les informations de Storage Center. Si nécessaire, sélectionnez un
ou plusieurs hotes sur lesquels adresser le nouveau volume, puis cliquez sur Next (Suivant).

Sélectionnez le Storage Center et/ou le contréleur actif pour la création de volume, et cliquez sur
Next (Suivant).
REMARQUE : L'option de contréleur actif n'est pas disponible si lutilisateur de Storage Center
dans Enterprise Manager ne dispose que de privileges de gestionnaire de volume.
Sélectionnez Create New Dell Volume (Créer un nouveau volume Dell), puis cliquez sur Next
(Suivant).

REMARQUE : Les étapes suivantes peuvent varier en fonction des parametres de préférences de
l'utilisateur de Storage Center dans Enterprise Manager.

a. Saisissez le nom et la taille du nouveau volume, sélectionnez le dossier de volume, puis cliquez
sur Next (Suivant).
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10.

b. Au besoin, sélectionnez le pagepool a utiliser pour créer le volume, et cliquez sur Next (Suivant).
Au besoin, sélectionnez le profil de stockage du volume, puis cliquez sur Next (Suivant).

REMARQUE : Dell recommande d'utiliser le profil recommandé (tous les niveaux) pour la
plupart des volumes.
d. Au besoin, sélectionnez le profil de Relecture du volume, puis cliquez sur Next (Suivant).
e. Spécifiez le LUN pour l'adressage du volume, puis cliquez sur Next (Suivant).
f. Au besoin, sélectionnez la version de systeme de fichiers, puis cliquez sur Next (Suivant).
Au besoin, sélectionnez le protocole pour l'adressage, et cliquez sur Next (Suivant).
Entrez un nom pour le magasin de données et sélectionnez un emplacement d'inventaire.
Si la version de systeme de fichiers est VMFS-3, sélectionnez la taille maximale de fichier et la taille de
bloc pour le magasin de données.
(Facultatif) Sélectionnez Create Replication/Live Volume (Créer une réplication/Live Volume) si vous
souhaitez répliquer les données de volume sur un deuxieme Storage Center et autorisez les deux

Storage Centers a traiter les requétes d'E/S pour le volume. Pour plus d'informations, voir Opérations
de Live Volume.

Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
Cliquez sur Finish (Terminer).

Liens connexes

Ajouter un stockage

Propriétés de magasin de données
Version de systeme de fichiers
Hotes et clusters

LUN d'adressage

Sélection de pagepool

Sélection de protocole

Profil Replay

Storage Center
Storage Profile (Profil de stockage)

Volume

Adresser un volume Dell existant en tant que magasin de données

Un volume Dell existant peut étre adressé en tant que magasin de données en utilisant le vSphere Web
Client Plugin.

1
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Dans linventaire, sélectionnez un objet qui peut étre parent d'un magasin de données :
+ Datacenter

« Hoéte

e Cluster

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Add
Datastore (Ajouter un magasin de données).

L'Assistant Add Datastore (Ajout d'un magasin de données) démarre.

Au besoin, sélectionnez un ou plusieurs hotes auxquels adresser le nouveau volume, puis cliquez sur
Next (Suivant).

Sélectionnez le Storage Center et/ou le contréleur actif qui contient le volume a adresser, et cliquez
sur Next (Suivant).

Travailler avec le stockage Dell



REMARQUE : L'option de contréleur actif n'est pas disponible si lutilisateur de Storage Center
dans Enterprise Manager ne dispose que de privileges de gestionnaire de volume.

5. Sélectionnez Map Existing Dell Volume (Adresser un volume Dell existant), puis cliquez sur Next
(Suivant).

a. Recherchez et sélectionnez un volume Dell existant a adresser en tant que magasin de données,
et cliquez sur Next (Suivant).

% REMARQUE : Le volume Dell doit étre un volume VMFS.

b. Spécifiez le LUN pour l'adressage du volume, puis cliquez sur Next (Suivant).
6. Au besoin, sélectionnez le protocole pour l'adressage, et cliquez sur Next (Suivant).
7. Indiguez le nom du magasin de données. Le nom du volume Dell est utilisé par défaut.

¢ Pour modifier le nom du magasin de données, décochez la case Keep existing datastore name
(Conserver le nom de magasin de données existant) et tapez un nouveau nom dans le champ
Datastore name (Nom du magasin de données).

e Pour renommer le volume Dell afin que ce nom corresponde au nouveau nom de magasin de
données, cochez la case Rename volume to match datastore name (Renommer le volume pour
correspondre au magasin de données).

8. (Facultatif) Sélectionnez Create Replication/Live Volume (Créer une réplication/Live Volume) si vous
souhaitez répliquer les données de volume sur un deuxieme Storage Center et autorisez les deux
Storage Centers a traiter les requétes d'E/S pour le volume. Pour plus d'informations, voir Opérations
de Live Volume.

9. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
10. Cliquez sur Finish (Terminer).

Liens connexes
Ajouter un stockage

Propriétés de magasin de données
Hotes et clusters

LUN d'adressage
Sélection de protocole

Sélectionner un volume
Storage Center

Ajout de plusieurs magasins de données

Utilisez l'Assistant Add Multiple Datastore (Ajouter plusieurs magasins de données) pour ajouter des
stockages Dell en tant que magasins de données.

A propos de cette tache

Lorsque vous ajoutez plusieurs magasins de données, vous créez plusieurs volumes Dell sur le Storage
Center. Voir Présentation du stockage Dell pour en savoir plus sur les volumes Dell.

Etapes

1. Dans linventaire, sélectionnez un objet qui peut étre parent de magasins de données :
+ Centre de données
« Hobte
o Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Add
Multiple Datastores (Ajouter plusieurs magasins de données).

L'Assistant Add Datastores (Ajout de magasins de données) démarre.
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a. Au besoin, sélectionnez un ou plusieurs hétes auxquels adresser le nouveau volume, puis cliquez
sur Next (Suivant).

b. Sélectionnez le Storage Center et/ou le contréleur actif pour la création de volume, et cliquez sur
Next (Suivant).

REMARQUE : L'option de contréleur actif n'est pas disponible si l'utilisateur de Storage
Center dans Enterprise Manager ne dispose que de privileges de gestionnaire de volume.

c. Saisissez le nom et la taille du nouveau volume, sélectionnez le dossier de volume, puis cliquez
sur Next (Suivant).

REMARQUE : Les étapes suivantes peuvent varier en fonction des parametres de
préférences de l'utilisateur de Storage Center dans Enterprise Manager.

d. Au besoin, sélectionnez le pagepool a utiliser pour créer le volume, puis cliquez sur Next
(Suivant).
e. Au besoin, sélectionnez le profil de stockage du volume, puis cliquez sur Next (Suivant).

REMARQUE : Dell recommande d'utiliser le profil recommandé (tous les niveaux) pour la
plupart des volumes.

f. Au besoin, sélectionnez le profil de Relecture du volume, puis cliquez sur Next (Suivant).

g. Spécifiez le LUN pour l'adressage du volume, puis cliquez sur Next (Suivant).

REMARQUE : L'attribution de LUN pour plusieurs magasins de données commence au LUN
spécifié et s'incrémente en utilisant les LUN disponibles.

h. Au besoin, sélectionnez la version de systéme de fichiers, puis cliquez sur Next (Suivant).

i. Au besoin, sélectionnez le protocole pour l'adressage, et cliquez sur Next (Suivant).

3. Entrez un nom pour le magasin de données et sélectionnez un emplacement de stockage.

Si la version de systéme de fichiers est VMFS-3, sélectionnez la taille maximale de fichier et la taille de
bloc pour le magasin de données.

4. Cliquez sur Next (Suivant).

La page Create Multiple Datastores (Créer plusieurs magasins de données) s'ouvre.

5. Saisissez le nombre de magasins de données a créer et le nombre a partir duquel commencer la
numeérotation des noms de volume et des noms de magasin de données.

6. (Facultatif) Sélectionnez un magasin de données et cliquez sur Edit (Modifier) pour ouvrir la boite de
dialogue Datastore Properties (Propriétés du magasin de données), a partir de laquelle vous pouvez
modifier le nom du volume, le nom du magasin de données et la taille du magasin de données.

7. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.

8. Cliquez sur Finish (Terminer).

Liens connexes
Propriétés de magasin de données
Version de systeme de fichiers
Hoétes et clusters
LUN d'adressage
Création de plusieurs magasins de données
Sélection de pagepool
Sélection de protocole
Profil Replay

Storage Center
Storage Profile (Profil de stockage)

Volume
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Ajout d'un RDM a une machine virtuelle

Utilisez l'Assistant Add Dell Storage (Ajout d'un stockage Dell) pour ajouter un adressage de périphérique
brut (RDM) a une machine virtuelle.

Ajouter un RDM en utilisant un nouveau volume Dell

Un RDM peut étre créé et adressé a une machine virtuelle a l'aide de vSphere Web Client Plugin.

1. Sélectionnez la machine virtuelle dans linventaire a laquelle ajouter un RDM.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Add Raw
Device (Ajouter un périphérique brut).
L'Assistant Add Storage (Ajout d'un stockage) démarre.

3. Sélectionnez Add New Raw Device Mapping to Virtual Machine (Ajouter un nouvel adressage de
périphérique brut a une machine virtuelle) et sélectionnez un nceud de périphérique virtuel.

4. Cliquez sur Next (Suivant).
La page Storage Center s'ouvre.

5. Sélectionnez le Storage Center et/ou le contrdleur actif pour la création de volume, et cliquez sur
Next (Suivant).

REMARQUE : L'option de contréleur actif n'est pas disponible si lutilisateur de Storage Center
dans Enterprise Manager ne dispose que de privileges de gestionnaire de volume.
6. Au besoin, sélectionnez un ou plusieurs hdtes auxquels adresser le nouveau volume Dell, et cliquez
sur Next (Suivant).

7. Sélectionnez Create New Dell Volume (Créer un nouveau volume Dell), puis cliquez sur Next
(Suivant).

REMARQUE : Les étapes suivantes peuvent varier en fonction des parametres de préférences de
l'utilisateur de Storage Center dans Enterprise Manager.

a. Saisissez le nom et la taille du nouveau volume, sélectionnez le dossier de volume, puis cliquez
sur Next (Suivant).

b. Au besoin, sélectionnez le pagepool a utiliser pour créer le volume, et cliquez sur Next (Suivant).

c. Sélectionnez le profil de stockage du volume, puis cliquez sur Next (Suivant).

REMARQUE : Dell recommande d'utiliser le profil recommandé (tous les niveaux) pour la
plupart des volumes.
d. Au besoin, sélectionnez le profil de Relecture du volume, puis cliquez sur Next (Suivant).
e. Sélectionnez le LUN pour l'adressage du volume, puis cliquez sur Next (Suivant).
8. Au besoin, sélectionnez le protocole pour l'adressage, et cliquez sur Next (Suivant).
9. Sélectionnez le mode de compatibilité pour le périphérique brut, et cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.

10. Cliquez sur Finish (Terminer).

Liens connexes
Ajouter un stockage
Mode de compatibilite
Configuration de périphérique
Propriétés de magasin de données
Sélection de I'héte

LUN d'adressage
Sélection de pagepool
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Sélection de protocole

Profil Replay
Storage Center
Storage Profile (Profil de stockage)

Volume

Ajouter un RDM en utilisant un volume Dell existant

Un RDM peut étre créé a partir d'un volume Dell existant et adressé a une machine virtuelle a l'aide de
vSphere Web Client Plugin.

1. Dans linventaire, sélectionnez la machine virtuelle a laquelle ajouter un RDM.

Sélectionnez Actions — All Dell Storage Actions(Toutes les actions de stockage Dell) —» Add Raw
Device (Ajouter un périphérique brut).

L'Assistant Add Storage (Ajout d'un stockage) démarre.

3. Sélectionnez Add New Raw Device Mapping to Virtual Machine (Ajouter un nouvel adressage de
périphérique brut a une machine virtuelle) et sélectionnez un nceud de périphérique virtuel.

4. Cliquez sur Next (Suivant).
La page Storage Center s'ouvre.

5. Sélectionnez le Storage Center et/ou le controleur actif pour la création de volume, et cliquez sur
Next (Suivant).

REMARQUE : L'option de contréleur actif n'est pas disponible si l'utilisateur de Storage Center
dans Enterprise Manager ne dispose que de privileges de gestionnaire de volume.
6. Au besoin, sélectionnez un ou plusieurs hdtes auxquels adresser le nouveau volume Dell, et cliquez
sur Next (Suivant).

7. Sélectionnez Map Existing Dell Volume (Adresser un volume Dell existant), puis cliquez sur Next
(Suivant).

8. Recherchez et sélectionnez un volume Dell existant a adresser en tant que périphérique brut, et
cliquez sur Next (Suivant).

9. Sélectionnez le LUN pour l'adressage du volume, puis cliquez sur Next (Suivant).

10. Au besoin, sélectionnez le protocole pour l'adressage, et cliquez sur Next (Suivant).

11. Sélectionnez le mode de compatibilité pour le périphérique brut, et cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.

12. Cliquez sur Finish (Terminer).

Liens connexes
Ajouter un stockage
Mode de compatibilité
Configuration de périphérique
Sélection de I'héte
LUN d'adressage
Sélection de protocole
Storage Center
Sélectionner un volume
Volume
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Adresser un RDM existant a des hotes ou clusters supplémentaires

Un RDM peut étre adressé a des hotes ou clusters supplémentaires a l'aide du vSphere Web Client Plugin.

1. Sélectionnez la machine virtuelle dans linventaire qui a un périphérique brut que vous souhaitez
adresser a des hotes et/ou des clusters supplémentaires.

2. Sélectionnez Actions — All Dell Storage Actions(Toutes les actions de stockage Dell) — Add Raw
Device (Ajouter un périphérique brut).

L'Assistant Ajout d'un stockage Dell démarre.

3. Sélectionnez Map Existing Raw Device Mapping to Hosts and Clusters (Adresser un adressage de
périphérique brut existant a des hotes et clusters), et cliquez sur Next (Suivant).

La page RDM Selection (Sélection de RDM) s'ouvre.

4. Sélectionnez le périphérique brut a adresser a d'autres hdtes et/ou clusters, et cliquez sur Next
(Suivant).

La page Host Selection (Sélection de 'hote) s'ouvre.

5. Sélectionnez un ou plusieurs hétes auxquels adresser le volume Dell existant, puis cliquez sur Next
(Suivant).

La page Protocol Selection (Sélection de protocole) s'ouvre.

6. Sélectionnez le protocole pour l'adressage, et cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.

7. Cliquez sur Finish (Terminer).

Liens connexes
Configuration de périphérique
Sélection de I'héte
Sélection de protocole
Sélectionner un périphérigue brut

Redimensionnement d'un magasin de données ou RDM

Utilisez l'Assistant Resize Datastore (Redimensionnement d'un magasin de données) ou Extend Raw
Device Mapping (Extension d'un adressage de périphérique brut) pour augmenter la capacité d'un
magasin de données ou d'un RDM.

Redimensionner un magasin de données

Vous pouvez modifier la taille d'un magasin de données a l'aide de vSphere Web Client Plugin.

1. Sélectionnez un magasin de données dans l'inventaire.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Resize
Datastore(Redimensionner un magasin de données).

L'Assistant Resize Datastore Storage (Redimensionner le stockage d'un magasin de données)
démarre.

3. Saisissez une nouvelle taille pour le magasin de données dans le champ Resize to (Redimensionner
a) et sélectionnez l'unité de mesure dans le menu déroulant Storage Size Type (Type de taille de
stockage).

4. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
5. Cliquez sur Finish (Terminer).
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Liens connexes
Redimensionner un magasin de données

Etendre un RDM

Un RDM peut étre redimensionné (étendu) a l'aide de vSphere Web Client Plugin.

1. Dans linventaire, sélectionnez une machine virtuelle ayant un RDM a étendre.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Extend
Raw Device (Etendre un périphérique brut).

L'Assistant Extend Datastore RDM (Extension d'un RDM de magasin de données) démarre.
3. Sélectionnez le RDM a étendre.
4. Cliquez sur Next (Suivant).

La page Expansion Size (Taille d'extension) s'ouvre.

5. Saisissez la nouvelle taille pour le RDM dans le champ Extend to (Etendre &) et sélectionnez 'unité de
mesure dans le menu déroulant Storage Size Type (Type de taille de stockage).

6. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
7. Cliquez sur Finish (Terminer).

Liens connexes
Sélectionner un RDM
Etendre la taille de RDM

Suppression d'un magasin de données ou RDM

Utilisez l'Assistant Remove Storage (Suppression d'un stockage) pour supprimer un magasin de données
ou RDM.

Supprimer un magasin de données VMFS

Un magasin de données peut étre supprimeé a l'aide de vSphere Web Client Plugin.

1. Sélectionnez, dans linventaire, un objet qui peut étre parent d'un magasin de données :
+ Datacenter
« Hoéte
o Cluster

2. Sélectionnez un magasin de données dans linventaire.

3. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —» Remove
Datastore(Supprimer un magasin de données).

La page Remove Datastores (Supprimer des magasins de données) s'ouvre. Par défaut, l'onglet VMFS
est sélectionné.

4. Cliquez pour sélectionner les magasins de données a supprimer. Pour sélectionner tous les magasins
de données, cliquez sur Choose All (Sélectionner tout).

5. Sélectionnez une option de conservation pour le magasin de données.
6. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
7. Cliguez sur Finish (Terminer).

Liens connexes
Conservation de volume
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Supprimer un RDM
Un RDM peut étre supprimé a l'aide de vSphere Web Client Plugin.

1. Dans linventaire, sélectionnez une machine virtuelle ayant un RDM a supprimer.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Remove
Raw Device (Supprimer un périphérique brut).

L'Assistant Remove Storage (Suppression d'un stockage) démarre.
3. Sélectionnez un ou plusieurs RDM a supprimer.
4. Cliquez sur Next (Suivant).
La page Volume Retention (Conservation du volume) s'affiche.
5. Sélectionnez une option de conservation pour les périphériques bruts.
6. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét pour l'exécution) s'affiche.

7. Cliquez sur Finish (Terminer).

Liens connexes
Sélectionnez un périphérique brut
Conservation de volume

Création et gestion de magasins de données NFS

vSphere Web Client Plugin vous permet de créer et gérer les exportations NFS sur les volumes NAS qui
sont adressées en tant que magasins de données NFS aux clusters ou hétes ESX/ESXi.

Pour créer des magasins de données NFS, procédez comme suit :

o Utilisez un volume NAS nouveau ou existant et créez une nouvelle exportation NFS dans le cluster
FluidFS.

o Utilisez une exportation NFS existante dans le cluster FluidFS.
Les sections suivantes décrivent la création et la gestion des magasins de données NFS :

e Créer un nouveau magasin de données NFS

e Ajouter un magasin de données NFES en utilisant une exportation NFS existante

e Supprimer des magasins de données NFS

Créer un nouveau magasin de données NFS

Vous pouvez créer un magasin de données NFS a l'aide de vSphere Web Client Plugin.

1. Dans linventaire, sélectionnez un objet qui peut étre parent d'un magasin de données :
¢ Centre de données
e Hobte
e Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Add
Datastore (Ajouter un magasin de données).

L'Assistant Add Datastore (Ajout d'un magasin de données) démarre et la page Select Type
(Sélectionner le type) s'ouvre.

3. Sélectionnez NFS et cliquez sur Next (Suivant).

Travailler avec le stockage Dell 31



4. Sélectionnez un ou plusieurs hotes auxquels adresser l'exportation NFS, et cliquez sur Next (Suivant).

w

Sélectionnez le cluster FluidFS pour la création de volume, et cliquez sur (Next) Suivant.

6. Sélectionnez Create a New NFS Datastore (Créer un nouveau magasin de données NFS), puis cliquez
sur Next (Suivant).

7. Saisissez le nom du nouveau volume, sélectionnez le dossier de volume dans Inventory Location
(Emplacement de stockage), puis cliquez sur Next (Suivant).

La page Datastore Properties (Propriétés du magasin de données) apparait.
8. Saisissez une valeur pour la taille. Sélectionnez le type d'unité a partir du menu déroulant.
9. Choisissez une option de dossier :

* Create a New NAS Volume Folder (Créer un nouveau dossier de volume NAS) : par défaut, le
nom du dossier dépend du nom du magasin de donneées saisi.

e Use Existing NAS Volume Folder (Utiliser un dossier de volume NAS existant) : recherchez un
dossier a utiliser.

10. Tapez la VIP du cluster FluidFS dans le champ FluidFS Cluster VIP or DNS Name (VIP ou nom DNS du
cluster FluidFS).

11. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
12. Cliquez sur Finish (Terminer).

Liens connexes
Ajouter un stockage — NFS
Hotes et clusters

Exportations NFS

Ajouter un magasin de données NFS en utilisant une exportation NFS
existante

Vous pouvez créer un nouveau magasin de données NFS en utilisant une exportation NFS existante dans
le cluster FluidFS.

1. Dans linventaire, sélectionnez un objet qui peut étre parent d'un magasin de données :
+ Centre de données
« Hoéte
o Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Add
Datastore (Ajouter un magasin de données).

L'Assistant Add Datastore (Ajout d'un magasin de données) démarre et la page Select Type
(Sélectionner le type) s'ouvre.

Sélectionnez NFS et cliquez sur Next (Suivant).
Sélectionnez un ou plusieurs hotes auxquels adresser l'exportation NFS, et cliquez sur Next (Suivant).
Sélectionnez le cluster FluidFS pour la création de volume, et cliquez sur Next (Suivant).

o v oA w

Sélectionnez Map an Existing NFS Export (Adresser une exportation NFS existante), et cliquez sur
Next (Suivant).

N

Sélectionnez une exportation NFS dans la liste des exportations NFS disponibles.

8. Tapez une valeur dans le champ FluidFS Cluster VIP or DNS Name (VIP ou nom DNS du cluster
FluidFS).

9. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
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10.

Cliguez sur Finish (Terminer).

Liens connexes

Ajouter un stockage — NFS
Hotes et clusters

Exportations NFS

Supprimer des magasins de données NFS

un

1

magasin de données NFS peut étre supprimeé a l'aide de vSphere Web Client Plugin.

Dans linventaire, sélectionnez un objet qui peut étre parent d'un magasin de données :

+ Datacenter

« Hobte

o Cluster

Dans linventaire, sélectionnez un magasin de données NFS et faites un clic droit sur son nom.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —» Remove
Datastore (Supprimer un magasin de données).

La page Remove Datastores (Supprimer des magasins de données) s'ouvre. Par défaut, l'onglet VMFS
est sélectionné.

Si nécessaire, sélectionnez NFS pour afficher les magasins de données NFS.

Cliquez pour sélectionner les magasins de données a supprimer. Pour sélectionner tous les magasins
de données, cliquez sur Choose All (Sélectionner tout).

(Facultatif) Sélectionnez Delete NFS Exports for selected datastores (Supprimer les exportations NFS
pour les magasins de données sélectionnés).

(Facultatif) Sélectionnez Delete volumes for selected datastores if possible (Supprimer les volumes
pour les magasins de données sélectionnés si possible).

Cliquez sur OK.

Configuration, création et récupération de Replays
(Relectures)

Plug-in Dell Storage vSphere Web Client vous permet de configurer Data Instant Relecture, de créer des
Replays (Relectures), d'expirer des Replays (Relectures), et de récupérer des données a partir de Replays
(Relectures).

REMARQUE : Les options qui apparaissent lors de la configuration, de la création, et de la
récupération de Replays (Relectures) varient en fonction des préférences de volume de lutilisateur
Enterprise Manager défini dans vSphere Web Client Plugin.

REMARQUE : Les Replays (Relectures) s'appliquent uniguement aux volumes qui sont montés en
tant que magasins de données VMFS et non aux magasins de données NFS.

Les sections suivantes décrivent comment configurer et gérer des Replays (Relectures) :
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Configuration de Data Instant Relecture

Création d'une Relecture

Expiration d'une Relecture

Récupération de données a partir d'une Relecture
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Configuration de Data Instant Relecture

La configuration de Data Instant Relecture consiste a attribuer un profil Relecture a un magasin de
données (volume Dell) ou a tous les volumes associés a une machine virtuelle afin d'établir un calendrier
pour effectuer automatiquement des Replays (Relectures).

Seuls les profils Relecture déja définis sur le Storage Center peuvent étre sélectionnés. Pour obtenir des
instructions sur la création ou la modification de profils Relecture, voir le Storage Center System Manager
Administrator's Guide (Guide de l'administrateur de Storage Center System Manager) ou Enterprise
Manager Administrator's Guide (Guide de l'administrateur d'Enterprise Manager).

Configurer Data Instant Relecture pour un magasin de données

Data Instant Relecture peut étre configuré pour un magasin de données a l'aide du vSphere Web Client
Plugin :

1. Sélectionnez un magasin de données dans linventaire.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Configure Data Instant Replay (Configurer Data Instant Replay).

L'Assistant Configuration de Data Instant Replay démarre.
3. Sélectionnez un ou plusieurs profils Relecture a appliquer au magasin de données.
4. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
5. Cliquez sur Finish (Terminer).

Liens connexes
Profil Replay

Configurer Data Instant Relecture pour des RDM sur une machine virtuelle

Data Instant Relecture peut étre configuré pour un RDM a l'aide de vSphere Web Client Plugin.

1. Sélectionnez une machine virtuelle dans l'inventaire.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Configure Data Instant Replay (Configurer Data Instant Replay).

L'Assistant Configure Data Instant Replay (Configurer Data Instant Replay) démarre. Si la machine
virtuelle dispose de plusieurs RDM, 'Assistant affiche une page pour chaque RDM.

3. Sélectionnez un ou plusieurs profils Replay a appliquer au RDM, puis cliquez sur Next (Suivant).

Si la machine virtuelle dispose de plusieurs RDM, répétez l'étape 2. Lorsque tous les RDM ont été
configurés, la page Ready to Complete (Prét pour l'exécution) s'ouvre.

4. Cliquez sur Finish (Terminer).

Liens connexes
Profil Replay

Création d'une Relecture

En plus des Replays planifiées effectuées automatiquement en fonction du profil Relecture, vous pouvez
aussi effectuer une Relecture immeédiate (non planifiée). Lors de la création d'une Relecture, vous pouvez
spécifier un délai d'expiration pour la Relecture. Notez que si vous créez une Relecture avec l'option
Never Expire (N'expire jamais), la Relecture reste sur le Storage Center jusqu'a ce qu'elle soit expirée
manuellement.
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Effectuer une Relecture d'un magasin de données

Vous pouvez effectuer une Relecture d'un magasin de données a l'aide de vSphere Client Web Plugin.

1. Sélectionnez le magasin de données pour lequel vous souhaitez effectuer une Relecture.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Create Replay (Création de Replay).

L'Assistant Create Replay (Création d'une Replay) démarre.

3. Indigquez un délai d'expiration pour la Relecture. Pour que la Relecture n'expire jamais, cochez la case
Never Expire (N'expire jamais).

4. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
5. Cliquez sur Finish (Terminer).

Liens connexes
Profil Replay

Effectuer une Relecture des volumes de RDM associés a une machine virtuelle

Une Relecture d'un RDM associé a une machine virtuelle peut étre effectuée a l'aide de vSphere Web
Client Plugin

1. Sélectionnez la machine virtuelle pour laguelle vous souhaitez effectuer une Relecture.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Create Replay (Création de Replay).

L'Assistant Create Replay (Création de Replay) démarre.

3. Indiquez un délai d'expiration pour la Relecture. Pour que la Relecture n'expire jamais, cochez la case
Never Expire (N'expire jamais).

4. Cliquez sur Next (Suivant).
La page Snapshot Options (Options d'instantané) s'ouvre.

5. Pour créer un instantané VMware temporaire de la machine virtuelle avant la création de la
Relecture, cochez la case Create Temporary VMware Snapshot (Créer un instantané VMware
temporaire).

6. Sila case Temporary VMware Snapshot (Instantané VMware temporaire) est cochée, spécifiez si
vous souhaitez inclure la mémoire de la machine et/ou mettre en veille les systemes de fichiers.

7. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
8. Cliquez sur Finish (Terminer).

Liens connexes
Propriétés de Replay
Options d'instantané

Expiration d'une Relecture

Quand une Relecture est créée, un délai d'expiration est affecté a la Relecture. Cependant, vous pouvez
remplacer le délai d'expiration en faisant expirer explicitement une Relecture. L'expiration d'une Relecture
supprime la Relecture du Storage Center.
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Expiration de Replays (Relectures) pour un magasin de données

L'expiration d'une Replay d'un magasin de données peut étre réalisée a l'aide de vSphere Client Web
Plugin.

1. Sélectionnez le magasin de données pour lequel vous souhaitez faire expirer des Replays
(Relectures).

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Expire Replays (Faire expirer des Replays).

L'Assistant Expire Storage Center Replay (Faire expirer une Replay de Storage Center) démarre.
3. Sélectionnez les Replays (Relectures) a faire expirer.
4. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
5. Cliquez sur Finish (Terminer).

Liens connexes
Sélection de Replay

Faire expirer les Replays (Relectures) de volumes de RDM associés a une machine virtuelle

Vous pouvez faire expirer une Relecture d'un RDM a l'aide de vSphere Web Client Plugin.

1. Sélectionnez la machine virtuelle pour laquelle vous souhaitez faire expirer des Replays (Relectures)
de magasin de données.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Expire Replays (Faire expirer des Replays).

L'Assistant Expire Storage Center Replay (Faire expirer une Replay de Storage Center) démarre.
3. Sélectionnez les Replays a faire expirer.
4. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
5. Cliquez sur Finish (Terminer).

Liens connexes
Sélection de Replay

Récupération de données a partir d'une Relecture

Utilisez l'Assistant Récupération de Relecture Storage Center pour récupérer des données a partir d'une
Relecture Storage Center. L'Assistant vous permet de sélectionner la Relecture a partir de laquelle vous
voulez récupérer les données, puis expose et adresse la Relecture pour vous permettre de copier des
données pour la récupération.

Récupérer un magasin de données a partir d'une Relecture Storage Center

Un magasin de données peut étre récupéré a l'aide de vSphere Web Client Plugin.

Prérequis

Une Relecture du magasin de données doit exister.

Etapes

1. Sélectionnez le magasin de données pour lequel vous souhaitez récupérer des données.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Recover VM Data from Replay (Récupérer des données de machine virtuelle a partir de Replay).

L'Assistant Storage Center Replay Recovery (Récupération de Replay Storage Center) démarre.
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o.

10.

11.

Sélectionnez une ou plusieurs Replays (Relectures) a partir desquelles récupérer les données.
% REMARQUE : Une seule Relecture par volume peut étre sélectionnée.

Cliquez sur Next (Suivant).

La page Host Selection (Sélection de ['hote) s'ouvre.

Sélectionnez 'h6te pour accéder au magasin de données récupére.
Cliquez sur Next (Suivant).

La page Datastore Name (Nom du magasin de données) s'ouvre.
Indiquez un nom et un emplacement pour le magasin de données récupéreé.
Cliquez sur Next (Suivant).

La page Mapping LUN (LUN d'adressage) s'ouvre.

Sélectionnez le LUN pour adresser le magasin de données récupéré.
Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.

Cliquez sur Finish (Terminer).

Liens connexes

Nom du magasin de données
Sélection de I'héte

LUN d'adressage
Sélection de Replay

Récupérer un RDM a partir d'une Relecture Storage Center

Un RDM peut étre récupeéré a l'aide de vSphere Web Client Plugin.

Prérequis

Une Relecture du RDM doit exister.

Etapes

1. Sélectionnez la machine virtuelle pour laquelle vous souhaitez récupérer le RDM.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replays —
Recover VM Data from Replay (Récupérer des données de machine virtuelle a partir de Replay).
L'Assistant Storage Center Replay Recovery (Récupération de Replay Storage Center) démarre.

3. Sélectionnez une ou plusieurs Replays (Relectures) a partir desquelles vous souhaitez récupérer des
données.

4. Cliquez sur Next (Suivant).

La page VM Selection (Sélection de VM) s'ouvre.
5. Sélectionnez la machine virtuelle a utiliser pour accéder aux données récupérées.
6. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
7. Cliquez sur Finish (Terminer).

Liens connexes

Sélection de Replay
Sélection de machine virtuelle
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Création et gestion d'instantanés de volume NAS FluidFS
et de planifications d'instantanés

Les Storage Centers communiquent une certaine capacité (un pool NAS, composé de volumes NAS) au
cluster Dell Fluid File System (FluidFS). Lorsque vous créez un magasin de données NFS (voir Création et
gestion de magasins de données NFS), un volume NAS associé est créé dans le cluster FluidFS. Le chemin
d'acces du dossier Exportation NFS correspond a celui du volume NAS monté sur 'hdte ESXi.

vSphere Web Client Plugin vous permet de créer et de gérer des instantanés (semblables a des Replays)
de volumes NAS associés a un magasin de données NFS et de planifier l'enregistrement, la conservation
et la suppression des instantanés.

A propos des instantanés de volume NAS FluidFS

Les instantanés de volume NAS sont des copies d'un volume NAS enregistrées a un moment précis, qui
permettent de restaurer les données. Les instantanés de volume NAS s'apparentent aux Replays VMFS, a
la différence que les Replays sont montées en tant que magasins de données VMFS et que les instantanés
sont montés en tant que magasins de données NFS. Le premier instantané enregistré contient la totalité
du volume NAS. Tous les instantanés créés a partir de cette référence n'enregistrent que les modifications
apportées depuis l'instantané précédent.

Plug-in Dell Storage vSphere Web Client vous permet :

¢ de créer un instantané pour le volume NAS associé au magasin de données NFS correspondant ;
« d'afficher tous les instantanés disponibles du volume NAS associé ;
* de modifier le nom et la date d'expiration de linstantané ;

* de sélectionner et de supprimer un ou plusieurs instantanés.

A propos des planifications d'instantanés de volume NAS FluidFS

Les planifications d'instantanés de volume NAS vous permettent d'enregistrer des instantanés a intervalle
régulier (par exemple, toutes les heures ou tous les jours) afin de suivre 'évolution globale de votre
systéme de fichiers au fil du temps.

Plug-in Dell Storage vSphere Web Client vous permet :

* de créer une planification indiquant le nom, la fréquence d'enregistrement et la durée de conservation
de la planification d'instantanés. La fréquence et la durée de conservation peuvent étre fixées en
minutes, en heures, en jours ou en semaines ;

* de sélectionner et de modifier le nom, la fréquence d'enregistrement et la durée de conservation de la
planification d'instantanés ;

» de sélectionner et de supprimer une planification d'instantanés.

Instantanés de volume NAS et planifications d'instantanés

Cette section décrit la procédure de creation d'instantanés de volume NAS a la demande et de
planification d'instantanés a intervalle régulier.
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Réalisation d'instantanés de volume NAS

Vous pouvez réaliser un instantané a la demande d'un volume NAS pour un magasin de données associe
et définir la date d'expiration de linstantané.

Etapes

1
2.

Sélectionnez un magasin de données NFS dans linventaire.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Snapshots
— Create Snapshot (Créer un Snapshot).

L'Assistant Create Snapshot (Créer un instantané) démarre.

Entrez un nom pour linstantané. Les noms peuvent comporter un maximum de 230 caracteres
comprenant des caractéres spéciaux (crochet angulaire a droite ou a gauche, barre oblique inverse,
trait d'union, trait de soulignement, esperluette, tilde, signe plus). La meilleure pratique consiste a
entrer un nom d'instantané concis et descriptif.

% REMARQUE : Si un nom d'instantané que vous avez entré est déja présent, l'instantané ne sera
pas créé et le message Snapshot name already exists (Le nom d'instantané existe déja)
sera affiché.

(Facultatif) Si vous souhaitez définir une date d'expiration pour linstantané, sélectionnez Enable

Expiration (Activer l'expiration) et une date dans le calendrier. Vous pouvez également indiquer des
heures et des minutes.

Etapes suivantes
Vous pouvez également configurer une planification d'instantané pour réaliser des instantanés d'un
volume NAS a intervalles réguliers. Voir Création de planifications d'instantanés de volume NAS.

Création de planifications d'instantanés de volume NAS

Configurez une planification d'instantanés pour réaliser des instantanés d'un volume NAS a intervalles
réguliers pendant une période désignée.

1
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Sélectionnez un magasin de données NFS dans linventaire.
Sélectionnez le volume NAS pour lequel vous souhaitez réaliser un instantané.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Snapshots
— Create Snapshot Schedule (Créer une planification d'instantané).

L'assistant Create Snapshot Schedule (Créer une planification d'instantané) démarre.

Entrez un nom pour la planification d'instantanés. Les noms peuvent comporter un maximum de
230 caracteres comprenant des caractéres spéciaux (crochet angulaire a droite ou a gauche, barre
oblique inverse, trait d'union, trait de soulignement, esperluette, tilde, signe plus).

Sélectionnez Take Snapshot Every (Prendre un instantané chaque), entrez une valeur numérique

pour les minutes, heures, jours ou semaines, puis sélectionnez la fréquence des instantanés dans le

menu déroulant.

Sinon, sélectionnez Take Snapshot On (Prendre un instantané le) pour définir la date et I'heure de

réalisation d'un instantané :

a. Sélectionnez le jour de la semaine.

b. Sélectionnez l'heure et appuyez sur AM ou PM.

c. Spécifiez le nombre de minutes de décalage entre chaque instantané d'un volume NAS. Vous
pouvez également saisir une valeur de décalage pour commencer a réaliser un instantané un
certain nombre de minutes aprés 'heure donnée. La valeur par défaut est zéro (0) minutes.

Sélectionnez Retain Snapshot for (Conserver l'instantané pendant) pour indiquer la durée pendant

laguelle les instantanés sont enregistrés avant leur suppression automatique. Entrez une valeur

numérique pour les minutes, heures, jours ou semaines, puis sélectionnez l'intervalle de conservation
dans le menu déroulant.
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8. Cliquez sur Next (Suivant).
Les informations récapitulatives sur la planification d'instantanés s'affichent.

9. Cliquez sur Finish (Terminer) pour définir la planification.

Les instantanés du volume NAS seront réalisés et conservés en fonction des valeurs définies par la
planification. Vous pouvez réviser les valeurs de planification selon vos besoins. Pour plus d'informations,
voir Modification de planifications d'instantanés de volume NAS. Si vous souhaitez réaliser un instantané
immeédiat (a la demande), reportez-vous a la section Réalisation d'instantanés de volume NAS.

Affichage d'instantanés de volume NAS et de planifications

Aprés avoir créé des instantanés ou des planifications d'instantanés, vous pouvez afficher des
informations récapitulatives dans l'onglet Monitor (Surveiller) du menu Dell Storage (Stockage Dell).

Affichage d'instantanés dans l'onglet Monitor (Surveiller)
Procédez comme suit pour afficher le récapitulatif des instantanés enregistrés pour le volume NAS
sélectionné.
Etapes
1. Sélectionnez un magasin de données NFS dans linventaire.
vSphere Web Client Plugin charge les informations du magasin de données sélectionné.

REMARQUE : Si le récapitulatif ne s'affiche pas pour le magasin de données NFS sélectionng,
vérifiez que vous utilisez les bonnes informations d'identification sur le serveur vCenter et
contrélez la configuration d'Enterprise Manager.

2. Cliquez sur l'onglet Monitor (Surveiller).
3. Sélectionnez Dell Storage (Stockage Dell) dans la barre de menu.

Le magasin de données NFS et le volume associé sont affichés dans le tableau et l'onglet General
(Général) est sélectionné par défaut.

4. Cliquez sur l'onglet Snapshot (Instantané).

vSphere Web Client Plugin affiche tous les instantanés du volume NAS ainsi que ['heure de création,
la date d'expiration, le nombre de clones (le cas échéant) et la taille de chaque instantané.

Figure 12. Onglet Monitor (Surveiller) affichant tous les instantanés du volume NAS sélectionné illustre un

volume NAS avec trois instantanés réalisés.
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Figure 12. Onglet Monitor (Surveiller) affichant tous les instantanés du volume NAS sélectionné
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Etapes suivantes
Vous pouvez également afficher toutes les planifications d'instantanés dans l'onglet Monitor (Surveiller).
Voir Affichage de planifications dans 'onglet Monitor (Surveiller)

Affichage de planifications dans l'onglet Monitor (Surveiller)
Procédez comme suit pour afficher le récapitulatif des planifications d'instantanés programmeées pour le
volume NAS sélectionné.
Etapes
1. Sélectionnez un magasin de données NFS dans linventaire.
vSphere Web Client Plugin charge les informations du magasin de données sélectionné.
REMARQUE : Si le récapitulatif ne s'affiche pas pour le magasin de données NFS sélectionng,

vérifiez que vous utilisez les bonnes informations d'identification sur le serveur vCenter et
contrélez la configuration d'Enterprise Manager.

2. Cliquez sur l'onglet Monitor (Surveiller).
3. Sélectionnez Dell Storage (Stockage Dell) dans la barre de menu.

Le magasin de données NFS et le volume associé sont affichés dans le tableau et 'onglet General
(Général) est sélectionné par défaut.

4. Cliquez sur l'onglet Schedules (Planifications).

vSphere Web Client Plugin répertorie toutes les planifications du volume NAS, indique la fréquence
de création d'instantanés et précise leur intervalle d'expiration.

Figure 13. Onglet Monitor (Surveiller) affichant toutes les planifications du volume NAS sélectionné illustre

un volume NAS doté de deux planifications d'instantanés.
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Figure 13. Onglet Monitor (Surveiller) affichant toutes les planifications du volume NAS sélectionné

Etapes suivantes
Vous pouvez également afficher tous les instantanés dans 'onglet Monitor (Surveiller). Voir Affichage
d'instantanés dans l'onglet Monitor (Surveiller).

Gestion d'instantanés de volume NAS et de planifications d'instantanés

Cette section décrit comment réviser et supprimer des instantanés et des planifications d'instantanés.
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Modification d'instantanés de volume NAS

Vous pouvez afficher tous les instantanés disponibles d'un volume NAS, puis en sélectionner un a
modifier. La modification vous permet de modifier le nom et la date d'expiration de l'instantané.

Etapes
1. Sélectionnez un magasin de données NFS dans linventaire.
2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Snapshot
— Edit Snapshot/Snapshot Schedule (Modifier SnapshotPlanification Snapshot).
L'Assistant Edit Snapshot/Snapshot Schedule (Modifier un instantané/Planification d'instantanés)
démarre.
3. Sur la page Edit Snapshot/Snapshot Schedule (Modifier un instantané/Planification d'instantanés),
sélectionnez Snapshot (Instantané) et cliquez sur Next (Suivant).
4. Sélectionnez linstantané dans la liste des planifications du tableau.
5. Modifiez l'une des informations enregistrées :
a. Dans le champ Name (Nom), sélectionnez le nom a modifier et saisissez un nouveau nom.
b. Pour empécher la suppression automatique de linstantané, décochez la case Enable Expiration
(Activer l'expiration).
c. Pour modifier les informations d'expiration, sélectionnez une nouvelle date dans le calendrier et
changez la valeur numérique des heures et des minutes. La valeur par défaut est de 30 minutes.
6. Cliquez sur Next (Suivant).
Un écran récapitulatif affiche le détail des modifications effectuées.
7. Siles modifications vous conviennent, cliquez sur Finish (Terminer). Sinon, cliquez sur Back (Retour)

pour apporter de nouvelles modifications.

Etapes suivantes
Vous pouvez également modifier un instantané que vous avez créé. Voir Modification de planifications
d'instantanés de volume NAS.

Modification de planifications d'instantanés de volume NAS

Vous pouvez afficher 'ensemble des planifications d'instantanés de volume NAS disponibles, puis
sélectionner une planification d'instantanés a modifier. La modification vous permet de modifier le nom
de la planification, la date d'enregistrement ou la date d'expiration d'un instantané.

Etapes
1. Sélectionnez un magasin de données NFS dans linventaire.
2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Snapshot
— Edit Snapshot/Snapshot Schedule (Modifier un snapshot/Planification de snapshots).
L'Assistant Edit Snapshot/Snapshot Schedule (Modifier un instantané/Planification d'instantanés)
démarre.
3. Sur la page Edit Snapshot/Snapshot Schedule (Modifier un instantané/Planification d'instantanés),
sélectionnez Snapshot Schedule (Planification d'instantanés) et cliquez sur Next (Suivant).
4. Sélectionnez la planification d'instantanés dans la liste des planifications du tableau.
5. Modifiez 'une des informations enregistrées :
a. Sélectionnez Take Snapshot Every (Prendre un instantané tous/toutes les) et modifiez la valeur
numérique ainsi que lintervalle (minutes, heures, jours ou semaines).
b. Sinon, sélectionnez Take Snapshot On (Prendre un instantané le) et modifiez le jour de la
semaine, I'heure et les minutes pour définir la date d'enregistrement exacte de chaque instantané.
c. Pour empécher la suppression automatique de l'instantané, décochez la case Enable Expiration
(Activer l'expiration).
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d. Pour modifier les informations d'expiration, corrigez la valeur numérique ainsi que l'intervalle
(minutes, heures, jours ou semaines).

6. Cliquez sur Next (Suivant).
Un écran récapitulatif affiche le détail des modifications effectuées.

7. Siles modifications vous conviennent, cliquez sur Finish (Terminer). Sinon, cliquez sur Back (Retour)
pour apporter de nouvelles modifications.

Etapes suivantes
Vous pouvez également modifier un instantané que vous avez créé. Voir Modification d'instantanés de
volume NAS.

Suppression d'instantanés de volumes NAS

Vous pouvez afficher tous les instantanés disponibles d'un volume NAS, puis sélectionner et supprimer un
ou plusieurs instantanes.

Etapes

1. Sélectionnez un magasin de données NFS dans linventaire.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Snapshot
— Delete Snapshot/Snapshot Schedule (Supprimer un snapshot/une planification de snapshots).

L'assistant Delete Snapshot/Snapshot Schedule (Supprimer un instantané/une planification
d'instantané) démarre.

3. Surla page Delete Snapshot/Snapshot Schedule (Supprimer un instantané/une planification
d'instantané), sélectionnez Snapshot (Instantané) et cliquez sur Next (Suivant).

4. Sélectionnez un ou plusieurs instantanés dans la liste des planifications du tableau. Pour sélectionner
tous les instantanés de la liste, cochez la case en regard de l'en-téte de colonne Snapshot Name
(Nom d'instantané).

5. Cliquez sur Next (Suivant).
Un écran récapitulatif indique le ou les instantanés que vous avez sélectionnés pour suppression.
6. Cliquez sur Finish (Terminer) pour supprimer les instantanés.

Etapes suivantes
Vous pouvez également sélectionner et supprimer les planifications d'instantanés. Voir Suppression de
planifications d'instantanés de volume NAS.

Suppression de planifications d'instantanés de volume NAS

Vous pouvez afficher toutes les planifications d'instantané disponibles, puis sélectionner et supprimer une
ou plusieurs planifications.

Etapes

1. Sélectionnez un magasin de données NFS dans linventaire.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Snapshot
— Delete Snapshot/Snapshot Schedule (Supprimer un snapshot/une planification de snapshots).
L'assistant Delete Snapshot/Snapshot Schedule (Supprimer un instantané/une planification
d'instantané) démarre.

3. Sur la page Delete Snapshot/Snapshot Schedule (Supprimer un instantané/une planification

d'instantané), sélectionnez Snapshot Schedule (Planification d'instantané) et cliquez sur Next
(Suivant).

4. Sélectionnez une ou plusieurs planifications d'instantané dans la liste des planifications du tableau.
Pour sélectionner toutes les planifications d'instantané de la liste, cochez la case a coté de l'en-téte
de colonne Snapshot Schedule Name (Nom de la planification d'instantané).

5. Cliquez sur Next (Suivant).
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Un écran récapitulatif indique la ou les planifications que vous avez sélectionnées pour suppression.
6. Cliquez sur Finish (Terminer) pour supprimer les planifications.

Etapes suivantes
Vous pouvez également sélectionner et supprimer un ou plusieurs instantanés. Voir Suppression
d'instantanés de volumes NAS.

Créer et gérer des réplications et des Live Volumes

Plug-in Dell Storage vSphere Web Client prend en charge deux modeles de base pour la migration des
données entre les Storage Centers :

* Réplications
¢ Live Volumes

Une réplication copie les données de volume d'un Storage Center vers un autre Storage Center afin de
sauvegarder les données. Un Live Volume est un volume de réplication qu'il est possible d'adresser et
d'activer simultanément sur un Storage Center source et un Storage Center cible.

Pour en savoir plus sur ces concepts, voir Enterprise Manager Administrator's Guide (Guide de
l'administrateur d'Enterprise Manager).

Vous pouvez utiliser Plug-in Dell Storage vSphere Web Client pour ajouter et gérer les réplications et les
Live Volumes sur des magasins de données VMFS et des RDM sur le stockage Dell. Vous pouvez
également convertir une réplication en un Live Volume et vice versa.

Les sections suivantes décrivent les opérations de réplication et de Live Volume :

* Opérations de réplication
*« Opérations de Live Volume

Opérations de réplication

vSphere Web Client Plugin vous permet d'ajouter, de modifier et de supprimer des réplications pour des
magasins de données et des RDM.

Les sections suivantes décrivent comment créer et gérer des réplications :

o Création d'une réplication de RDM ou de magasin de données

« Modification d'une réplication de RDM ou de magasin de données
e Suppression d'une réplication de RDM ou de magasin de données

Créer une réplication de RDM ou de magasin de données
Plug-in Dell Storage vSphere Web Client vous permet de créer des réplications de RDM et de magasin de
données.

Réplication d'un magasin de données

Une réplication de magasin de données peut étre créée a l'aide de vSphere Web Client Plugin.
Prérequis

Si vous utilisez des connexions iSCSI pour les réplications :

» Le Storage Center cible doit étre défini en tant que systéme a distance iSCSI sur le Storage Center
source.
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e Le Storage Center source doit étre défini en tant que systeme a distance iSCSI sur le Storage Center
cible.

Voir l'Enterprise Manager Administrator's Guide (Guide de l'administrateur d'Enterprise Manager) pour
obtenir des instructions sur la configuration de connexions iSCSI entre Storage Centers.

e Assurez-vous qu'au moins une définition de qualité de service (QoS) est configurée sur le Storage
Center source pour la réplication. Voir 'Enterprise Manager Administrator's Guide (Guide de
l'administrateur d'Enterprise Manager) pour obtenir des instructions sur la création de définitions de

QoS.

Etapes
1. Sélectionnez un magasin de données a répliquer.

2. Sélectionnez Actions Dell Storage Actions (Actions de stockage Dell)Replications/Live Volume
(Réplications/Live Volume)/4>Add (Ajouter).

L'Assistant Add Replication/Live Volume (Ajout de réplication/Live Volume) démarre.
3. Sélectionnez le Storage Center cible (destination).
4. Cliquez sur Next (Suivant).

La page Replication Options (Options de réplication) s'ouvre.
5. Spécifiez l'un des types de réplication suivants :

e Réplication, Asynchrone

* Réplication, Synchrone — Haute disponibilité

* Réplication, Synchrone — Haute cohérence
6. Spécifiez les autres paramétres de réplication et un emplacement cible.
7. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
8. Cliquez sur Finish (Terminer).

Liens connexes
Options de réplication
Storage Center pour la réplication

Réplication d'un RDM

Une réplication de RDM peut étre créée a l'aide de vSphere Web Client Plugin.
Prérequis

Si vous utilisez des connexions iSCSI pour les réplications :

* Le Storage Center cible doit étre défini en tant que systeme a distance iSCSI sur le Storage Center
source.

* Le Storage Center source doit étre défini en tant que systeme a distance iSCSI sur le Storage Center
cible.

Voir Enterprise Manager Administrator’'s Guide (Guide de l'administrateur d'Enterprise Manager) pour
obtenir des instructions sur la configuration de connexions iSCSI entre Storage Centers.

e Assurez-vous qu'une définition de qualité de service (QoS) est configurée sur le Storage Center
source pour la réplication. Voir l'Enterprise Manager Administrator’s Guide (Guide de 'administrateur
d'Enterprise Manager) pour obtenir des instructions sur la création de définitions de QoS.

Etapes

1. Sélectionnez la machine virtuelle dotée du RDM a répliquer.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —
Replication/Live Volume (Réplication/Live Volume — Add (Ajouter).

L'Assistant Add Replication/Live Volume (Ajout de réplication/Live Volume) démarre.
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10.

Sélectionnez le RDM a répliquer.

Cliquez sur Next (Suivant).

La page Storage Center s'ouvre.

Sélectionnez le Storage Center cible (destination).

Cliguez sur Next (Suivant).

La page Replication Options (Options de réplication) s'ouvre.
Spécifiez l'un des types de réplication suivants :

* Réplication, Asynchrone

* Réplication, Synchrone — Haute disponibilité

* Réplication, Synchrone — Haute cohérence

Spécifiez les autres paramétres de réplication et un emplacement cible.
Cliguez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
Cliguez sur Finish (Terminer).

Liens connexes

Sélectionnez un périphérique brut
Options de réplication
Storage Center pour la réplication

Modification d'une réplication de RDM ou de magasin de données

Le Plug-in Dell Storage vSphere Web Client offre la possibilité de modifier des réplications de RDM et de
magasin de données Live Volume, y compris la possibilité de convertir le type de réplication entre un Live
Volume et une réplication.

Modifier une réplication de magasin de données
Vous pouvez modifier les paramétres d'une réplication de magasin de données existante.
Prérequis

Une réplication de magasin de données doit exister.

Etapes

1. Sélectionnez le magasin de données qui est en cours de réplication.

2. Sélectionnez Actions — Dell Storage Actions (Actions de stockage Dell) — Replications/Live
Volume (Réplications/Live Volume) — Edit Settings/Convert (Modifier les paramétres/Convertir).
L'Assistant Modify Replications/Live Volume (Modification des réplications/Live Volume) démarre.

3. Dans la liste de réplications, sélectionnez-en une a modifier.

4. Cliquez sur Next (Suivant).

La page Replication Options (Options de réplication) s'ouvre.

5. Pour modifier le type de réplication, sélectionnez un type dans le menu déroulant.

REMARQUE : Si vous choisissez de définir le type de réplication d'une réplication sur Live
Volume, une boite de dialogue d'avertissement s'ouvre. Cochez la case pour confirmer que
vous souhaitez effectuer la conversion, puis cliquez sur OK.

6. Modifiez les autres parametres de réplication selon vos besoins.

7. Sivous avez confirmé que vous souhaitez convertir la réplique en Live Volume, la page Live Volume
Options (Options de Live Volume) s'ouvre. Définissez les valeurs pour le Live Volume.

8. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
46 Travailler avec le stockage Dell



o.

Cliguez sur Finish (Terminer).

Liens connexes

Storage Center pour la réplication
Options de réplication

Modifier une réplication de RDM
Vous pouvez modifier les paramétres d'une réplication de magasin de données existante.

Prérequis

Une réplication de RDM doit exister.

Etapes

1. Sélectionnez la machine virtuelle dotée du RDM qui fait l'objet de la réplication.

2. Sélectionnez Actions — Dell Storage Actions (Actions de stockage Dell) — Replications/Live
Volume (Réplications/Live Volume) — Edit Settings/Convert (Modifier les paramétres/Convertir).
L'Assistant Modify Replication/Live Volume (Modification de réplication/Live Volume) démarre.

3. Sélectionnez la réplication a modifier.

4. Cliguez sur Next (Suivant).

La page Replication Options (Options de réplication) s'ouvre.

5. Pour modifier le type de réplication, sélectionnez un type dans le menu déroulant.

REMARQUE : Si vous choisissez de définir le type de réplication d'une réplication sur Live
Volume, une boite de dialogue d'avertissement s'ouvre. Cochez la case pour confirmer que
vous souhaitez effectuer la conversion, puis cliquez sur OK.

6. Modifiez les autres parametres de réplication selon vos besoins.

7. Sivous avez confirmé que vous souhaitez convertir la réplique en Live Volume, la page Live Volume
Options (Options de Live Volume) s'ouvre. Définissez les valeurs pour le Live Volume.

8. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.

9. Cliquez sur Finish (Terminer).

Liens connexes

Options de réplication
Sélectionner une ou des réplications

Suppression d'une réplication de RDM ou de magasin de données

Plug-in Dell Storage vSphere Web Client vous permet de supprimer des réplications de RDM et de
magasin de données.

Supprimer une réplication de magasin de données
Supprimez une réplication de magasin de données lorsque vous n'en avez plus besoin.

Prérequis

Une réplication de magasin de données doit exister.

Etapes

1
2.

Sélectionnez le magasin de données pour lequel vous souhaitez supprimer une réplication.

Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —
Replications/Live Volume (Réplications/Live Volume) — Remove (Supprimer).

L'Assistant Remove Replication/Live Volume (Suppression de réplication/Live Volume) démarre.
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3. Sélectionnez les réplications a supprimer.
4. Cliquez sur Next (Suivant).

La page Remove Options (Options de suppression) s'ouvre.
5. Spécifiez les options de suppression pour les réplications.
6. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
7. Cliguez sur Finish (Terminer).

Liens connexes
Options de suppression de réplication

Supprimer une réplication de RDM
Supprimez une réplication de RDM lorsque vous n'en avez plus besoin.
Prérequis

Une réplication de RDM doit exister.

Etapes

1. Sélectionnez la machine virtuelle dotée du RDM a partir duquel vous souhaitez supprimer une
réplication.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —
Replications/Live Volume (Réplications/Live Volume) — Remove (Supprimer).

L'Assistant Remove Replication/Live Volume (Suppression de réplication/Live Volume) démarre.
3. Sélectionnez les réplications a supprimer.
4. Cliquez sur Next (Suivant).
La page Remove Options (Options de suppression) s'ouvre.
5. Spécifiez les options de suppression pour les réplications.
6. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
7. Cliquez sur Finish (Terminer).

Liens connexes
Options de suppression de réplication
Sélectionner une ou des réplications

Opérations de Live Volume

Le Plug-in Dell Storage vSphere Web Client vous permet d'ajouter, de modifier et de supprimer des Live
Volumes pour les magasins de données et RDM. Vous pouvez également configurer les fonctions de
basculement et de restauration automatiques.

Les sections suivantes décrivent la création et la gestion des Live Volumes :
e Ajout d'un Live Volume a un magasin de données ou RDM

« Modifier une réplication de RDM ou un magasin de données Live Volume
e Supprimer une réplication de RDM ou de magasin de données Live Volume

« Configuration du basculement automatique et de la restauration de Live Volume

Ajout d'un Live Volume a un magasin de données ou RDM

Plug-in Dell Storage vSphere Web Client vous permet d'ajouter des Live Volumes a des magasins de
données et RDM.
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Ajout d'un Live Volume a un magasin de données

1. Sélectionnez un magasin de données a répliquer.

Sélectionnez Actions — Dell Storage Actions (Actions de stockage Dell) — Replications/Live
Volume (Réplications/Live Volume) — Add (Ajouter).

L'Assistant Add Replication/Live Volume (Ajout de réplication/Live Volume) démarre.
3. Sélectionnez le Storage Center cible (destination).
4. Cliquez sur Next (Suivant).
La page Replication Options (Options de réplication) s'ouvre.
5. Spécifiez l'un des types de réplication suivants :
¢ Live Volume, Asynchrone
* Live Volume, Synchrone — Haute disponibilité
e Live Volume, Synchrone — Haute cohérence
6. Spécifiez les parametres de réplication et un emplacement cible.
7. Cliquez sur Next (Suivant).
La page Live Volume Settings (Parametres de Live Volume) s'ouvre.
8. (Facultatif) Sélectionnez dans la liste déroulante des définitions de QoS secondaire.
9. (Facultatif) Désélectionnez l'option intitulée Automatically Swap Primary Storage Center (Echanger
automatiquement le Storage Center principal).

10. Sivous laissez cochée la case Automatically Swap Primary Storage Center (Echanger
automatiquement le Storage Center principal), cliquez sur Advanced (Avancé).

Les options avancées sont présentées. Modifiez les valeurs des options suivantes :
¢ Données min. écrites sur le secondaire avant l'échange

e % min. d'E/S sur le secondaire avant l'échange

¢ Temps min. en tant que principal avant 'échange

11. (Facultatif) Si vous avez sélectionné le type de réplication Live Volume, Synchronous — High
Availability (Live Volume, synchrone — Haute disponibilité) a l'étape 5, sélectionnez Failover
Automatically (Basculer automatiqguement) afin que les volumes Live Volume basculent
automatiquement lorsque le service est perturbé. Par défaut, l'option Restore Automatically
(Restaurer automatiquement) est également sélectionnée. Pour en savoir plus, voir Configuration du
basculement automatique et de la restauration de Live Volume.

12. Indiquez l'emplacement cible d'un adressage secondaire de Live Volume.
13. Cliquez sur Next (Suivant).

La page Ready to Complete (Prét pour 'exécution) s'ouvre et récapitule les éléments sélectionnés.
14. Cliquez sur Finish (Terminer).

Liens connexes
Options de réplication
Options de Live Volume
Storage Center pour la réplication

Ajout d'un Live Volume a un RDM

1. Sélectionnez la machine virtuelle dotée du RDM a répliquer.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —
Replications/Live Volume (Réplications/Live Volume) — Add (Ajouter).

L'Assistant Add Replications/Live Volume (Ajout de réplications/Live Volume) démarre.
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3. Sélectionnez le RDM a répliquer.
4. Cliquez sur Next (Suivant).
La page Storage Center s'ouvre.
5. Sélectionnez le Storage Center cible (destination).
6. Cliquez sur Next (Suivant).
La page Replication Options (Options de réplication) s'ouvre.
7. Spécifiez 'un des types de réplication suivants :
* Live Volume, Asynchrone
* Live Volume, Synchrone — Haute disponibilité
* Live Volume, Synchrone — Haute cohérence
8. Spécifiez les paramétres de réplication et un emplacement cible.
9. Cliquez sur Next (Suivant).
La page Live Volume Settings (Parametres de Live Volume) s'ouvre.
10. (Facultatif) Effectuez une sélection dans la liste déroulante des définitions de QoS secondaire.

11. (Facultatif) Décochez l'option intitulée Automatically Swap Primary Storage Center (Echanger
automatiquement le Storage Center principal).

12. Sivous laissez cochée la case Automatically Swap Primary Storage Center (Echanger
automatiquement le Storage Center principal), cliquez sur Advanced (Avancé).

Les options avancées sont présentées. Modifiez les valeurs des options suivantes :
« Données min. écrites sur le secondaire avant l'échange
e % min. d'l/O sur le secondaire avant 'échange
e Temps min. en tant que principal avant l'échange
13. Spécifiez un emplacement cible.
14. Cliguez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
15. Cliquez sur Finish (Terminer).

Liens connexes
Sélectionnez un périphérique brut
Options de réplication
Options de Live Volume
Storage Center pour la réplication

Modifier une réplication de RDM ou un magasin de données Live Volume

vSphere Web Client Plugin offre la possibilité de modifier des réplications de RDM et de magasin de
données Live Volume, ainsi que de convertir le type de réplication entre un Live Volume et une
réplication.

Modifier un magasin de données Live Volume

Vous pouvez modifier les paramétres d'un magasin de données Live Volume existant.
Prérequis

Un magasin de données Live Volume doit exister.

Etapes
1. Sélectionnez le magasin de données qui est en cours de réplication.

2. Sélectionnez Actions — Dell Storage Actions (Actions de stockage Dell) — Replications/Live
Volume (Réplications/Live Volume) — Edit Settings/Convert (Modifier les parameétres/Convertir).
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L'Assistant Modify Replications/Live Volume (Modification des réplications/Live Volume) démarre.
3. Dans la liste de réplications, sélectionnez-en une a modifier.
4. Cliguez sur Next (Suivant).

La page Replication Options (Options de réplication) s'ouvre.

5. Pour modifier le type de réplication, sélectionnez un type dans le menu déroulant.

REMARQUE : Si vous choisissez de modifier le type de réplication d'un Live Volume a une
réplique, une boite de dialogue d'avertissement s'ouvre. Vous devez cocher la case pour
confirmer que vous voulez faire la conversion, puis cliquer sur OK.

6. Modifiez les autres parameétres de réplication selon vos besoins.

7. Sivous n'avez pas choisi de convertir d'un Live Volume a une réplication, la page Live Volumes
Settings (Parametres de Live Volumes) s'ouvre.

8. Cliquez sur Next (Suivant).
La page Live Volumes Options (Options de Live Volume) s'ouvre.
9. (Facultatif) Dans la liste déroulante, sélectionnez des définitions de QoS secondaire.

10. (Facultatif) Décochez l'option intitulée Automatically Swap Primary Storage Center (Echanger
automatiquement le Storage Center principal).

11. Sivous laissez cochée la case Automatically Swap Primary Storage Center (Echanger
automatiquement le Storage Center principal) cochée, cliquez sur Advanced (Avancé).

Les options avancées sont présentées. Modifiez les valeurs des options suivantes :
* Données min. écrites sur le secondaire avant l'échange

e % min. d'l/O sur le secondaire avant l'échange

¢ Temps min. en tant que principal avant 'échange

12. (Facultatif) Si vous avez activé le basculement automatique et la restauration automatique, vous
pouvez désactiver les deux ou uniquement la restauration automatique, comme suit :

» Décochez Failover Automatically (Basculement automatique), ce qui décoche également
Restore Automatically (Restauration automatique).
o Décochez Restore Automatically (Restauration automatique), ce qui désactive la restauration
automatique, mais conserve le basculement automatique.
13. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
14. Cliquez sur Finish (Terminer).

Liens connexes
Storage Center pour la réplication
Options de Live Volume
Options de réplication

Modifier une réplication de RDM Live Volume

Vous pouvez modifier les parametres d'une réplication de RDM Live Volume existante.
Prérequis

Une réplication de RDM Live Volume doit exister.

Etapes
1. Sélectionnez la machine virtuelle dotée du RDM qui fait 'objet de la réplication.

2. Sélectionnez Actions — Dell Storage Actions (Actions de stockage Dell) — Replications/Live
Volume (Réplications/Live Volume) — Edit Settings/Convert (Modifier les paramétres/Convertir).
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L'Assistant Modify Replication/Live Volume (Modification de réplication/Live Volume) démarre.
3. Sélectionnez le Live Volume a modifier.
4. Cliguez sur Next (Suivant).
La page Replication Options (Options de réplication) s'ouvre.
5. Pour modifier le type de réplication, sélectionnez un type dans le menu déroulant.
REMARQUE : Si vous choisissez de définir le type de réplication d'une réplication sur Live

Volume, une boite de dialogue d'avertissement s'ouvre. Cochez la case pour confirmer que
vous souhaitez effectuer la conversion, puis cliquez sur OK.

6. Modifiez les autres parameétres de réplication selon vos besoins.

7. Cliguez sur Next (Suivant). Si vous n'avez pas choisi de convertir d'un Live Volume a une réplication,
la page Live Volumes Settings (Parametres de Live Volumes) s'ouvre. Définissez les valeurs du Live
Volume.

8. (Facultatif) Si vous avez activé le basculement automatique et la restauration automatique, vous
pouvez désactiver les deux ou uniquement la restauration automatique, comme suit :

» Décochez Failover Automatically (Basculement automatique), ce qui décoche également
Restore Automatically (Restauration automatique).

» Décochez Restore Automatically (Restauration automatique), ce qui désactive la restauration
automatique, mais conserve le basculement automatique.
9. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
10. Définissez les valeurs du Live Volume.
11. Cliquez sur Finish (Terminer).

Liens connexes
Sélectionner une ou des réplications
Options de réplication
Options de Live Volume

Supprimer une réplication de RDM ou de magasin de données Live Volume

vSphere Web Client Plugin vous permet de supprimer une réplication de RDM et de magasin de données
Live Volume.

Suppression d'un magasin de données Live Volume

Supprimez un magasin de données Live Volume lorsque vous n'avez plus besoin de la réplication.
Prérequis

Une réplication de magasin de données doit exister.

Etapes
1. Sélectionnez le magasin de données pour lequel vous souhaitez supprimer une réplication.

2. Sélectionnez Actions All Dell Storage Actions (Toutes les actions de stockage Dell)Replications/Live
Volume (Réplications/Live Volume)/4>Remove (Supprimer).

L'Assistant Remove Replication/Live Volume (Suppression de réplication/Live Volume) démarre.
3. Sélectionnez les réplications a supprimer.
4. Cligquez sur Next (Suivant).

La page Remove Options (Options de suppression) s'ouvre.

5. Spécifiez les options de suppression pour les réplications.
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6. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.

7. Cliguez sur Finish (Terminer).

Liens connexes
Options de suppression de réplication

Supprimer une réplication de RDM Live Volume

Supprimez une réplication de RDM Live Volume lorsque vous n'en avez plus besoin.
Prérequis

Une réplication de RDM doit exister.

Etapes
1. Sélectionnez la machine virtuelle dotée du RDM a partir duquel vous souhaitez supprimer une
réplication.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —
Replications/Live Volume (Réplications/Live Volume) — Remove (Supprimer).

L'Assistant Remove Replication/Live Volume (Suppression de réplication/Live Volume) démarre.
3. Sélectionnez les réplications a supprimer.
4. Cliquez sur Next (Suivant).
La page Remove Options (Options de suppression) s'ouvre.
5. Spécifiez les options de suppression pour les réplications.
6. Cliquez sur Next (Suivant).
La page Ready to Complete (Prét a exécuter) s'ouvre.
7. Cliquez sur Finish (Terminer).

Liens connexes
Options de suppression de réplication
Sélectionner une ou des réplications

Configuration du basculement automatique et de la restauration de Live Volume

Vous pouvez activer le basculement automatique et la restauration automatique de Storage Center a
partir de vSphere Web Client Plugin sur les Live Volumes qui satisfont a certains criteres. Lorsque le
basculement automatique est activé, le Live Volume secondaire est automatiquement promu au rang de
principal en cas de panne. Une fois le Live Volume principal de nouveau en ligne, la restauration
automatique, configurée par défaut, restaure la relation Live Volume. Pour en savoir plus sur la réparation
automatique et la restauration automatique Live Volume, voir l'Enterprise Manager Administrator's Guide
(Guide de l'administrateur d'Enterprise Manager).

Activation du basculement et de la restauration automatique de Live Volume
Prérequis
» Configurez un magasin de données ou un Live Volume RDM avec les attributs suivants :
— Synchrone
— Haute disponibilité

— Protégé

% REMARQUE : Si vous n'avez pas configuré de Live Volume pour le magasin de données, voir
Ajout d'un Live Volume a un magasin de données ou RDM .
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Storage Center version 6.7 ou ultérieure
Systeme d'exploitation du serveur VMware

Port 3033 activé pour le trafic entrant

Etapes

1

10.

Dans linventaire, sélectionnez un magasin de données ou un RDM pour lequel vous avez configuré
la réplication synchrone de Live Volume en haute disponibilité.

L'Assistant vSphere Web Client Plugin charge les informations du magasin de données sélectionné.
Cliquez sur l'onglet Monitor (Surveiller).

Sélectionnez Dell Storage (Stockage Dell) dans la barre de menu.

Le magasin de données et le volume associé s'affichent dans le tableau. L'écran affiche le dernier
onglet sélectionné pour ce magasin de données. Dans le cas contraire, l'onglet General (Général) est
sélectionné par défaut.

Cliquez sur l'onglet Replications/Live Volume (Réplications/Live Volume).

vSphere Web Client Plugin affiche les détails de la réplication configurée. Dans le menu Details
(Détails), le champ Failover Automatically (Basculer automatiqguement) indique No (Non).
Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) —
Replications/Live Volume (Réplications/Live Volume) — Edit Settings/Convert (Modifier les
parameétres/Convertir).

L'Assistant Modify Replication/Live Volume (Modification de réplication/Live Volume) démarre.
Cliquez sur Next (Suivant).

Les options de réplication sont chargées et 'Assistant affiche un écran permettant de configurer les
options de réplication. Vérifiez que le champ Replication Type (Type de réplication) affiche Live
Volume, Synchronous - High Availability (Live Volume, Synchrone - Haute disponibilité). Si ce n'est
pas le cas, modifiez le type de réplication en le sélectionnant dans le menu déroulant ou en
sélectionnant Cancel (Annuler) et en choisissant un autre magasin de données avec le bon type de
réplication.

Cliquez sur Next (Suivant).

L'Assistant affiche un écran permettant de configurer les options Live Volume.

Dans le menu Live Volume Settings (Parameétres de Live Volume), sélectionnez Failover
Automatically (Basculer automatiquement). Par défaut, l'option Restore Automatically (Restaurer
automatiquement) est également sélectionnée. Vous pouvez la désélectionner lors de la

modification d'un magasin de données Live Volume ou d'une réplication de RDM. Pour en savoir
plus, voir Modifier une réplication de RDM ou un magasin de données Live Volume .

Cliquez sur Next (Suivant).

Les options Failover Automatically (Basculer automatiquement) et éventuellement Restore
Automatically (Restaurer automatiguement) doivent toutes les deux indiquer Yes (Oui).

Cliquez sur Finish (Terminer) pour accepter la configuration et quitter ['Assistant.

La page récapitulative s'affiche a nouveau. Dans le tableau Details (Détails) de l'onglet Replications/
Live Volumes (Réplications/Live Volumes), la mention Yes (Oui) s'affiche a présent en regard des
options Failover Automatically (Basculer automatiquement) et Repair Automatically (Réparer
automatiquement).

Figure 14. Live Volume sur lequel le basculement automatique est activé illustre un Live Volume sur lequel

le basculement automatique et la réparation automatique sont activés.
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Figure 14. Live Volume sur lequel le basculement automatique est activé
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3

Travailler avec des machines virtuelles

Plug-in Dell Storage vSphere Web Client permet de provisionner des machines virtuelles et de récupérer
les données de machines virtuelles a partir d'une Relecture.

Les options suivantes sont disponibles pour le provisionnement de machines virtuelles :

¢ Créer une machine virtuelle
¢ Cloner une machine virtuelle en créant une copie dynamique d'une machine virtuelle

Création de machines virtuelles

vSphere Web Client Plugin vous permet de provisionner (créer) des machines virtuelles a l'aide de
stockage Dell.

% REMARQUE : Lorsque 'Assistant Provision Virtual Machine (Provisionnement d'une machine
virtuelle) est lancé a partir d'un modéle de machine virtuelle et que le modéle est soutenu par un
magasin de données VMFS, l'option Clone VM (Cloner une machine virtuelle) est désactivée et seule
l'option Create VM (Créer une machine virtuelle) reste activée. La fonction Clone (Cloner) est prise
en charge uniquement pour les machines virtuelles ou les modéles soutenus par des magasins de
données NFS.

Déployer des machines virtuelles sur un magasin de données VMFS ou NFS
existant

Utilisez l'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) pour créer une ou
plusieurs machines virtuelles sur un magasin de données VMFS ou NFS existant.

Prérequis

Pour utiliser cette option, vous devez d'abord créer un modéle de machine virtuelle sur lequel déployer

de nouvelles machines virtuelles. Pour en savoir plus sur la création ou la mise a jour d'un modéle de
machine virtuelle, reportez-vous aux rubriques d'aide de vSphere sur les modeles de machine virtuelle.

Etapes

1. Sélectionnez un objet qui peut étre parent d'une machine virtuelle :
* Centre de données
« Hobte
e Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Provision
Virtual Machines (Provisionnement de machines virtuelles).

L'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) démarre.
3. Sélectionnez Create Virtual Machine (Créer une machine virtuelle).

Si vous avez sélectionné un centre de données a l'étape 1, la page Host/Cluster (Hote/Cluster)
s'ouvre. Si vous avez sélectionné un héte ou un cluster a l'étape 1, la page Template Selection
(Sélection du modéle) s'affiche.
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4. Au besoin, sélectionnez I'néte ou le cluster sur lequel exécuter les machines virtuelles, puis cliquez
sur Next (Suivant).

La page Template Selection (Sélection du modele) s'ouvre.
5. Sélectionnez un modéle de machine virtuelle, puis cliquez sur Next (Suivant).
La page Name and Location (Nom et emplacement) s'ouvre.

6. Indiguez un nom de base pour les machines virtuelles, le nombre de machines virtuelles a créer et un
emplacement de stockage pour les nouvelles machines virtuelles, puis cliquez sur Next (Suivant).

7. Au besoin, spécifiez le pool de ressources dans lequel exécuter les machines virtuelles, et cliquez sur
Next (Suivant).

8. Sélectionnez Lookup for Existing Datastore (Rechercher un magasin de données existant) et cliquez
sur Next (Suivant).

La page Datastore Lookup (Rechercher un magasin de données) s'ouvre.

9. Sélectionnez le magasin de données dans lequel stocker les fichiers de la machine virtuelle, puis
cliguez sur Next (Suivant).

10. Personnalisez les parameétres de chaque machine virtuelle, cliquez sur Update (Mettre a jour), puis
cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
11. Cliquez sur Finish (Terminer).

Liens connexes
Personnalisation
Rechercher un magasin de données
Options de magasin de données

Nom et emplacement
Sélection de modele

Déployer des machines virtuelles sur un nouveau magasin de données VMFS
Utilisez l'Assistant Create Virtual Machines (Création de machines virtuelles) pour déployer une ou
plusieurs machines virtuelles sur un nouveau magasin de données.

Prérequis

Pour utiliser cette option, vous devez d'abord créer un modéle de machine virtuelle sur lequel déployer

de nouvelles machines virtuelles. Pour en savoir plus sur la création ou la mise a jour d'un modele de
machine virtuelle, reportez-vous aux rubriques d'aide de vSphere sur les modeles de machine virtuelle.

REMARQUE : Les options qui apparaissent lors du déploiement d'une machine virtuelle varient en
fonction des préférences de volume de l'utilisateur Enterprise Manager défini dans vSphere Web
Client Plugin.
Etapes
1. Sélectionnez un objet qui peut étre parent d'une machine virtuelle :
» Centre de données
« Hobte
e Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Provision
Virtual Machines (Provisionnement de machines virtuelles).

L'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) démarre et la page
Select Operations (Sélectionner une opération) s'ouvre.

3. Sélectionnez Create Virtual Machine (Créer une machine virtuelle).
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10.

11.

Si vous avez sélectionné un centre de données a l'étape 1, la page Host/Cluster (Hote/Cluster)
s'ouvre. Si vous avez sélectionné un héte ou un cluster a l'étape 1, la page Template Selection
(Sélection du modele) s'affiche.

Si la page Host/Cluster (Hote/Cluster) s'ouvre, sélectionnez ['hote ou le cluster sur lequel exécuter
les machines virtuelles, puis cliquez sur Next (Suivant).

La page Template Selection (Sélection du modele) s'affiche.

Sélectionnez un modéle de machine virtuelle dans la liste, puis cliquez sur Next (Suivant).

La page Name and Location (Nom et emplacement) s'ouvre.

Indiquez un nom de base pour les machines virtuelles, le nombre de machines virtuelles a créer et un
emplacement de stockage pour les nouvelles machines virtuelles, puis cliquez sur Next (Suivant).

Au besoin, spécifiez le pool de ressources dans lequel exécuter les machines virtuelles, et cliquez sur
Next (Suivant).

La page Select Datastore Options (Sélectionner les options de magasin de données) s'ouvre.
Sélectionnez Create VMFS Datastore (Créer un magasin de données NFS), puis cliquez sur Next
(Suivant).

La page Storage Center s'ouvre.

a. Sélectionnez le Storage Center pour la création de volume, et cliquez sur Next (Suivant).

La page Create Storage Volume (Créer un volume de stockage) s'ouvre.
b. Saisissez le nom et la taille du nouveau volume, sélectionnez le dossier de volume, puis cliquez
sur Next (Suivant).

REMARQUE : Les étapes suivantes peuvent varier en fonction des préférences utilisateur
définies par l'utilisateur de Storage Center dans Enterprise Manager.
Au besoin, sélectionnez le pagepool a utiliser pour créer le volume.
Au besoin, sélectionnez le profil de stockage du volume, puis cliquez sur Next (Suivant).
Au besoin, sélectionnez le profil de Relecture du volume, puis cliquez sur Next (Suivant).
Spécifiez le LUN pour l'adressage du volume, puis cliquez sur Next (Suivant).
Au besoin, sélectionnez la version de systeme de fichiers, et cliquez sur Next (Suivant).

@ =0 a0

Si la version de systeme de fichiers est VMFS-3, sélectionnez la taille maximale de fichier et la
taille de bloc pour le systeme de fichiers.

h. Cliquez sur Next (Suivant).
La page Datastore Properties (Propriétés du magasin de données) s'affiche.

i. Vérifiez le nom et l'emplacement de stockage du magasin de données, puis cliquez sur Next
(Suivant).
La page Customization (Personnalisation) s'ouvre.

(Facultatif) Sélectionnez Create Replication/Live Volume (Créer une réplication/Live Volume) si vous

souhaitez répliquer les données de volume sur un deuxieéme Storage Center et autorisez les deux
Storage Centers a traiter les requétes d'E/S pour le volume. Pour plus d'informations, voir Opérations

de Live Volume.

Personnalisez les paramétres de chaque machine virtuelle, cliquez sur Update (Mettre a jour), puis
cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.

Cliquez sur Finish (Terminer).

Liens connexes
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Personnalisation

Options de magasin de données
Propriétés de magasin de données
Version de systeme de fichiers
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LUN d'adressage
Nom et emplacement.

Sélection de pagepool
Profil Replay

Storage Center
Storage Profile (Profil de stockage)

Sélection de modeéle
Volume

Créer des machines virtuelles sur un magasin de données NFS a l'aide d'une
exportation NFS existante

Utilisez |'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) pour créer
(déployer) une ou plusieurs machines virtuelles sur un magasin de données NFS a l'aide d'une exportation
NFS existante.

Prérequis
Pour utiliser cette option, vous devez d'abord créer un modéle de machine virtuelle sur lequel déployer

les nouvelles machines virtuelles. Pour en savoir plus sur la création ou la mise a jour d'un modéle de
machine virtuelle, reportez-vous aux rubriques d'aide de vSphere sur les modeles de machine virtuelle.

% REMARQUE : Les options qui apparaissent lors du déploiement d'une machine virtuelle varient en
fonction des préférences de volume de l'utilisateur Enterprise Manager défini dans vSphere Web
Client Plugin.

Etapes

1. Sélectionnez un objet qui peut étre parent d'une machine virtuelle :

* Centre de données
« Hoéte
e Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Provision
Virtual Machines (Provisionnement de machines virtuelles).

L'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) démarre.
3. Sélectionnez Create Virtual Machine (Créer une machine virtuelle).

Si vous avez sélectionné un centre de données a l'étape 1, la page Host/Cluster (Hote/Cluster)
s'ouvre. Si vous avez sélectionné un héte ou un cluster a l'étape 1, la page Template Selection
(Sélection du modéle) s'affiche.

4. Sila page Host/Cluster (Hote/Cluster) s'ouvre, sélectionnez I'hote ou le cluster sur lequel exécuter
les machines virtuelles, puis cliquez sur Next (Suivant).

La page Template Selection (Sélection du modele) s'affiche.
5. Sélectionnez un modéle de machine virtuelle dans la liste, puis cliquez sur Next (Suivant).
La page Name and Location (Nom et emplacement) s'ouvre.

6. Indiguez un nom de base pour les machines virtuelles, le nombre de machines virtuelles a créer et un
emplacement de stockage pour les nouvelles machines virtuelles, puis cliquez sur Next (Suivant).

7. Au besoin, spécifiez le pool de ressources dans lequel exécuter les machines virtuelles, et cliquez sur
Next (Suivant).

La page Select Datastore Options (Sélectionner les options de magasin de données) s'ouvre.

8. Sélectionnez Create NFS Datastore (Créer un magasin de données NFS), et cliquez sur Next
(Suivant).

La page Select FluidFS Cluster (Sélectionner un cluster FluidFS) s'ouvre.
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9. Sélectionnez un cluster FluidFS dans la liste, puis cliquez sur Next (Suivant).
La page Select Action Type (Sélectionner un type d'action) s'ouvre.

10. Sélectionnez Map an Existing NFS Datastore (Adresser un magasin de données NFS existant), puis
cliguez sur Next (Suivant).

11. Sélectionnez une exportation NFS dans la liste des exportations NFS disponibles.

12. Entrez une valeur dans le champ FluidFS VIP or DNS Name (VIP ou nom DNS du FluidFS).

13. Cliquez sur Next (Suivant).
La page Customization (Personnalisation) s'ouvre.

14. Personnalisez les parameétres de chaque machine virtuelle, cliquez sur Update (Mettre a jour), puis
cliquez sur Next (Suivant).
La page Ready to Complete (Prét pour l'exécution) s'affiche.

15. Cliquez sur Finish (Terminer).

Liens connexes
Ajouter un magasin de données NFS en utilisant une exportation NFS existante
Personnalisation
Options de magasin de données
Propriétés de magasin de données
Nom et emplacement.
Exportations NFS
Sélection de modele
Volume

Créer des machines virtuelles en créant une nouvelle exportation NFS

Utilisez l'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) pour déployer une
ou plusieurs machines virtuelles sur un magasin de données NFS.

Prérequis

Pour utiliser cette option, vous devez d'abord créer un modeéle de machine virtuelle sur lequel créer
(déployer) de nouvelles machines virtuelles. Pour en savoir plus sur la création ou la mise a jour d'un

modéle de machine virtuelle, reportez-vous aux rubriques d'aide de vSphere sur les modeles de machine
virtuelle.

% REMARQUE : Les options qui apparaissent lors du déploiement d'une machine virtuelle varient en
fonction des préférences de volume de l'utilisateur Enterprise Manager défini dans vSphere Web
Client Plugin.

Etapes

1. Sélectionnez un objet qui peut étre parent d'une machine virtuelle :

+ Centre de données
¢ Hoéte
¢ Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Provision
Virtual Machines (Provisionnement de machines virtuelles).

L'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) démarre.
3. Sélectionnez Create Virtual Machine (Créer une machine virtuelle).

Si vous avez sélectionné un centre de données a l'étape 1, la page Host/Cluster (Hote/Cluster)
s'ouvre. Si vous avez sélectionné un héte ou un cluster a l'étape 1, la page Template Selection
(Sélection du modéle) s'affiche.
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10.
11.

12.

13.

14.

Si la page Host/Cluster (Hote/Cluster) s'ouvre, sélectionnez I'hote ou le cluster sur lequel exécuter
les machines virtuelles, puis cliquez sur Next (Suivant).

La page Template Selection (Sélection du modele) s'affiche.
Sélectionnez un modéle de machine virtuelle dans la liste, puis cliquez sur Next (Suivant).
La page Name and Location (Nom et emplacement) s'ouvre.

Indiguez un nom de base pour les machines virtuelles, le nombre de machines virtuelles a créer et un
emplacement de stockage pour les nouvelles machines virtuelles, puis cliquez sur Next (Suivant).

Au besoin, spécifiez le pool de ressources dans lequel exécuter les machines virtuelles, et cliquez sur
Next (Suivant).

La page Select Datastore Options (Sélectionner les options de magasin de données) s'ouvre.

Sélectionnez Create NFS Datastore (Créer un magasin de données NFS), et cliquez sur Next
(Suivant).

La page Datastore Properties (Propriétés du magasin de données) s'ouvre.

Saisissez le nom du nouveau magasin de données, sélectionnez le dossier du volume dans Inventory
Location (Emplacement de stockage), puis cliquez sur Next (Suivant).

La page NFS Export (Exportation NFS) s'ouvre.
Sélectionnez Create a new volume (Créer un nouveau volume) puis cliquez sur Next (Suivant).

Saisissez une valeur pour la taille et sélectionnez l'unité de mesure. Cliquez sur Create a New NAS
Volume Folder (Créer un nouveau dossier de volume NAS) puis entrez un nom dans le champ
Volume Folder (Dossier de volume).

Tapez une valeur dans le champ FluidFS Cluster VIP or DNS Name (VIP ou nom DNS du cluster
FluidFS) et cliquez sur Next (Suivant).

La page Customization (Personnalisation) s'ouvre.

Personnalisez les paramétres de chaque machine virtuelle, cliquez sur Update (Mettre a jour), puis
cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
Cliquez sur Finish (Terminer).

Liens connexes

Ajouter un magasin de données NFS en utilisant une exportation NFS existante
Personnalisation

Options de magasin de données

Propriétés de magasin de données

Nom et emplacement

Exportations NFS

Sélection de modeéle

Volume

Cloner une machine virtuelle

L'Assistant Provision Virtual Machine (Provisionnement d'une machine virtuelle) vous permet de cloner
une machine virtuelle pour créer une copie dynamique de la machine virtuelle existante.

Prérequis

% REMARQUE : Cette option concerne uniquement les machines virtuelles ou modeles de machines

virtuelles situés sur un magasin de données NFS.

L'action Cloner une machine virtuelle est prise en charge a partir d'un modeéle de machine virtuelle ou
d'une machine virtuelle qui est a l'état de mise hors tension.
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Etapes

1. Sélectionnez un objet qui peut étre parent d'une machine virtuelle :
+ Centre de données
« Hoéte
o Cluster

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Provision
Virtual Machines (Provisionnement de machines virtuelles).

L'Assistant Provision Virtual Machines (Provisionnement de machines virtuelles) démarre.
3. Sélectionnez Clone Virtual Machine (Cloner une machine virtuelle).

Si vous avez sélectionné un centre de données a l'étape 1, la page Host/Cluster (Hote/Cluster)
s'ouvre. Si vous avez sélectionné un héte ou un cluster a l'étape 1, la page Template Selection
(Sélection du modele) s'affiche.

4. Sila page Host/Cluster (Hote/Cluster) s'ouvre, sélectionnez I'néte ou le cluster sur lequel exécuter
les machines virtuelles, puis cliquez sur Next (Suivant).

La page Template Selection (Sélection du modele) s'ouvre.
5. Sélectionnez l'une des options suivantes :

* Select a Virtual Machine template (Sélectionner un modéle de machine virtuelle) : sélectionnez
un modele de machine virtuelle prédéfini a cloner.

o Select Virtual Machine (Sélectionner une machine virtuelle) : sélectionnez une machine
spécifique a cloner.

REMARQUE : Un message d'erreur est affiché si vous sélectionnez une machine virtuelle qui est
a l'état Mise sous tension ou une machine virtuelle qui réside sur un magasin de données VMFS.

Cliquez sur Next (Suivant). La page Name and Location (Nom et emplacement) s'ouvre.

6. Indiquez un nom de base pour les machines virtuelles, le nombre de machines virtuelles a créer et un
emplacement de stockage pour les nouvelles machines virtuelles.

7. Sivous voulez que la machine virtuelle soit mise sous tension, cochez la case Power on virtual
machine after cloning (Mettre la machine virtuelle sous tension aprés le clonage).

8. Au besoin, spécifiez le pool de ressources dans lequel exécuter les machines virtuelles, et cliquez sur
Next (Suivant).

La page Customization (Personnalisation) s'ouvre.
9. (Facultatif) Sélectionnez Use Customization Spec (Utiliser les spéc. de personnalisation).

La page affiche alors une liste des spécifications de personnalisation définies précédemment.
Sélectionnez dans la liste et cliquez sur Next (Suivant). La page Host/Cluster (Destination) (Hote/
Cluster (Destination)) s'ouvre.

REMARQUE : Utilisez le Gestionnaire de spécifications de personnalisation de vSphere pour
créer et gérer les spécifications de personnalisation.

10. Sélectionnez I'héte ou le cluster de destination sur lequel déployer la machine virtuelle clone, et
cliquez sur Next (Suivant).

La page Datastore (Magasin de données) s'ouvre.

11. Sélectionnez le magasin de données dans lequel stocker les fichiers de machine virtuelle, puis
cliquez sur Next (Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
12. Cliquez sur Finish (Terminer).

Liens connexes
Hoéte/Cluster
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Nom et emplacement

Sélection de magasin de données pour une machine virtuelle clone
Sélection de modele — Machine virtuelle clone

Personnalisation d'une machine virtuelle clone

Récupération d'une machine virtuelle a partir d'une
Relecture

vSphere Web Client Plugin vous permet de récupérer les données d'une machine virtuelle a partir d'une
Relecture d'un magasin de données VMFS.

Récupération des données de machine virtuelle a partir d'une Relecture

Utilisez l'Assistant Récupération de Relecture Storage Center pour récupérer les données de machine
virtuelle a partir d'une Replay d'un magasin de données VMFS.

Prérequis
Cette option suppose qu'il existe au moins une Relecture de la machine virtuelle.

Etapes
1. Sélectionnez une machine virtuelle.

2. Sélectionnez Actions — All Dell Storage Actions (Toutes les actions de stockage Dell) — Replay
Actions (Actions de Replay) — Recover VM Data from Replay (Récupérer des données de VM a
partir de Replay).

L'Assistant Storage Center Replay Recovery Wizard (Récupération de Replay Storage Center)
démarre.

3. Sélectionnez une ou plusieurs Replays (Relectures) a partir desquelles récupérer les données, et
cliquez sur Next (Suivant).

La page VM Selection (Sélection de VM) s'ouvre.

4. Sélectionnez la machine virtuelle utilisée pour accéder aux données de Relecture, et cliquez sur Next
(Suivant).

La page Ready to Complete (Prét a exécuter) s'ouvre.
5. Cliquez sur Finish (Terminer).

Liens connexes
Options de suppression de réplication
Sélection de VM
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Affichage des informations sur le
stockage Dell

Plug-in Dell Storage vSphere Web Client vous permet d'afficher des informations sur le stockage Dell, y
compris la connectivité entre les adaptateurs HBA et les Storage Centers, les informations sur les
magasins de données et les diagrammes de performances.

Affichage des paramétres Dell pour un héte

Utilisez l'onglet Parametres Dell pour afficher des informations sur les connexions Fibre Channel et iSCSI
entre 'hote ESXi et le Storage Center. La page Dell Storage Settings (Paramétres de stockage Dell) est
accessible a partir de 'onglet Manage (Gérer) d'un hote ESXi.

[ EsXhost1 Actions = ==

Getting Started  Summary  Monitor | Manage | Related Objects

Sel‘tings|Neh\ror.<ing Storage | Alarm Definitions | Tags | Permissions DellStorageSeﬂings.:

~ @vmhbaz (FC) | Adapter Details
& st Center 476 {(476) |
2 Storage Center {476) Model: iSCSI Sofware Adapter

o Storage Cenfer 64216 (B4° | yamy: ian.1998-01 comymware esx-m380-4e3dadbe

i Storage Center 63027 (691 | Device: vmhha3l4
i Storage Center 63103 (63 Type: iscsl
b Alias: Mo Alias
N EERL
~ M vmhba3 FC) Status: onling
i Storage Center 476 (476)
) Storage Center 64216 (64
= Storage Center 63027 (631 |
i Storage Center 69103 (89 | Storage Details & Configure
~ B ymhba34 (5CS) Storage Center: Storage Center 476
) Storage Center SN: 476
B storage Center 64216 (54; | Storage Server: No Server
£ Storage Center 63027 (691 Salus Somigucstle
Connectivity: Up

R ctorage Center 53103 (59

Connectivity Legend

|=] Connected Storage Center _'f Storage Center Ready to Configure

|’ Connecled FC ¥ Connected iSCSI
|
Ip Disconnected FC J@ Disconnected ISCSI 3 Partially Connected Storage Center

i Mot Connected Storage Center

Figure 15. Parameétres de Dell Storage pour un hote

Le volet de gauche affiche les adaptateurs de bus héte (HBA) Fibre Channel et iSCSI sur les connexions de
'hote ESXi et du Storage Center. Les icOnes du Storage Center indiquent si le Storage Center est
connecté, partiellement connecté, non connecté, ou prét a étre configure.
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Légende de connectivité

lcon Etiquette Description
= Connecté FC Il existe une connexion Fibre Channel entre l'adaptateur
: HBA et le Storage Center.
“ Déconnecté FC Il n'existe pas de connexion Fibre Channel entre
l'adaptateur HBA et le Storage Center.
g Connecté iSCSI Il existe une connexion iSCSI entre l'adaptateur HBA et le
Storage Center.
! Déconnecté iSCSI Il n'existe pas de connexion iSCSI entre 'adaptateur HBA
. et le Storage Center.
= Storage Center connecté Le Storage Center est connecté a 'hote ESXI.
==
= Storage Center Le Storage Center est partiellement connecté a I'héte
- partiellement connecté ESXi.
= Storage Center non Le Storage Center n'est pas connecté a 'néte ESXi.
- connecté
R Storage Center prét pour la | Le Storage Center est prét a étre configuré pour se
= configuration connecter a 'hote ESX.

Sélectionnez une connexion Storage Center pour afficher les informations de configuration pour
l'adaptateur HBA et le Storage Center.

Configuration des connexions Storage Center

Pour configurer une connexion entre un adaptateur HBA et un Storage Center :

1. Sélectionnez une connexion de Storage Center non configurée qui montre l'icéne Storage Center
Ready to Configure (Storage Center prét pour la configuration).

2. Cliquez sur Configure (Configurer).
L'opération de configuration effectue les taches suivantes pour une connexion Fibre Channel :

* Crée une définition de serveur sur le Storage Center si elle n'existe pas
* Crée les définitions d'adaptateur HBA correspondantes associées a ce serveur

ﬁ REMARQUE : Si I'hote est dans un cluster qui n'existe pas sur le Storage Center, la définition
du cluster est créée sur le Storage Center.

L'opération de configuration effectue les taches suivantes pour une connexion iSCSI :

e Sinécessaire, active linitiateur logiciel iSCSI du coté de I'hote ESXi
* Définit les regles de pare-feu de 'hdte ESXi pour activer les connexions iSCSI

« Configure les initiateurs logiciels iSCSI avec les cibles IP Storage Center (IQN) (les cibles sont
ajoutées a une liste de cibles iSCSI statiques sur 'néte ESXi)

» Crée une définition de serveur sur le Storage Center si elle n'existe pas et crée une définition
d'adaptateur HBA correspondante associée a ce serveur
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% REMARQUE : Si 'hote est dans un cluster qui n'existe pas sur le Storage Center, la définition
du cluster est créée sur le Storage Center.

Détails d'adaptateur

Etiquette Description
Model (Modele) Nom de modele d'adaptateur
WWN Nom universel (WWN) pour Fibre Channel et Nom iSCSI qualifié (IQN)

pour iSCSI

Device (Périphérique)

Nom de l'adaptateur

Type

Type d'adaptateur de stockage (FC ou iSCSI)

Node Name (Nom du nceud)

Nom du neceud Fibre Channel

Alias

Nom d‘alias iSCSI

Status (Condition)

Etat de l'adaptateur

Détails de stockage

Etiquette

Description

Storage Center

Nom du Storage Center

Storage Center SN (SN du
Storage Center)

Numéro de série du Storage Center

Storage Server (Serveur de
stockage)

Serveur auquel le périphérique est connecté

Status (Etat)

Etat de la configuration du Storage Center (configuré, configurable, non
visible)

Connectivity (Connectivité)

Etat de la connexion du Storage Center (en service, hors service, ou non
connecté)

Utilisation des vues Dell

Utilisez les vues de stockage Dell pour afficher des informations sur un RDM ou un magasin de données
Dell. La page Dell Views (Vues Dell) est accessible a partir de l'onglet Monitor (Surveiller) d'un hoéte, d'un
cluster, d'un magasin de données, d'un cluster de magasins de données, d'une machine virtuelle ou d'un

datacenter.

Onglet General (Général)

L'onglet General (Général) affiche des informations générales sur le volume Dell sélectionné.

Informations de l'onglet General (Général) de Storage Center

Figure 16. Informations de l'onglet General (Général) d'un Storage Center illustre les informations

affichées dans l'onglet General (Général) d'un Storage Center.
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| vsp-dev | Actions =

Gefting Startled  Summary | Monitor | Manage Related Objects

Issues | Performance | Tasks | Events | Storage Reports | Dell Storage

Datastore name Yolume name Type Siz

General | Usage Statistics  ConnectivityInfo Volume Replays  Replications f Live Volumes

Name: ABCVMFS

Serial Mumber naa.6000d310001d92000000000000000042

Storage Center SN 64914 [Storage Center VM Apps (64914_64915)]

Dell SN. 0000fd92-00000042

Dell Index 64

Size 16G8

Disk Folder Data Store

Folder: Assigned

Storage Type: Assigned - Redundant - 2 MB

Status Up

Replay Profiles Daily

Storage Profiles Recommended

Writa Cache Enabled: Yes Writa Cache Status Down
Read Cache Enabled: Yes Read Cache Status Up
Date Created 01/19/2015 01:52:58 PM Crealed By Admin
Date Updated: 0172972015 12:01:07 AM Updated By Admin
Notes Created by vSphere plugin by user ID: root

Figure 16. Informations de l'onglet General (Général) d'un Storage Center

Tableau 1. Informations de l'onglet General (Général) décrit les informations affichées dans l'onglet

General (Général).

Tableau 1. Informations de l'onglet General (Général)

Size Storage System(SANMNAS)
Testing?.1 Testing! 1ol NFS 11 GB FluidF S-6XHBF 22 =
ABCVMFS ABCVYMFS VMFS-5 168 SM 64914 [Storage Cenler Vi i
Checkinglssuel CheckinglssuelChangelVio NFS 1.2GB FluidFS-6XHBF 22
CkTesttddDatastoreNFS CkTestaddDatastoreNFSVo NFS 168 FluidFS-BXHBF22

Etiquette Description

Name (Nom) Nom du volume

Serial Number (Numéro de Numéro de série du volume

série)

Storage Center Storage Center sur lequel réside le volume

Dell SN Numeéro de série Dell du volume

Dell Index (Index Dell) Index d'objet pour le volume

Size (Taille) Taille du volume

Disk Folder (Dossier de Emplacement du dossier de disque Storage Center

disques)

Folder (Dossier) Emplacement du dossier du volume

Storage Type (Type de Type de stockage du volume

stockage)

Status (Etat) Etat actuel du volume, ainsi que du contréleur sur lequel le volume est
actif

Replay Profiles (Profils Replay) | Profils Relecture appliqués au volume

Affichage des informations sur le stockage Dell
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Etiquette

Description

Storage Profiles (Profils de
stockage)

Profils de stockage du volume

Write Cache Enabled (Cache
d'écriture active)

Indique si le cache d'écriture est activé pour le volume

Read Cache Enabled (Cache
de lecture activé)

Indique si le cache de lecture est activé pour le volume

Read Cache (Cache de
lecture)

Indique si le cache de lecture est activé ou non (Oui ou Non)

Date Created (Date de
création)

La date et 'heure de création du volume

Created By (Créée par)

L'utilisateur qui a créé le volume

Date Updated (Date de mise a

La date de la derniére mise a jour du volume

jour)

Updated By (Mise a jour par) | L'utilisateur qui a effectué la derniére mise a jour du volume

Notes (Remarques)

Des remarques descriptives relatives au volume

Informations de l'onglet Général de FluidFS

Figure 17. Informations sur 'onglet General (Général) d'un cluster FluidFS présente un exemple

d'informations sur l'onglet General (Général) d'un cluster FluidFS.

| ") Aclni =

efing Blarted  Eummary | Monter | Marape  Rroladed Objacls

Bguid | Partenances | Sicrags Reporn | Teika | Everm | Hindwers Suss | Log Brovsal | Dell SRl
Trph
WS- Gagh BagtOa-slanhvial HFE 1808
ety WSl nEY il
e vl MNEQ 1004
Genoral | Uiags Fteice  Connschvirinds
FlusdFS Thoibor Kames FFEVER SR LFSxh

FuddF5 Clusler 1P Bddresss 172 2936.10

| SEarage Canler Servers

=

FFEVEP-BRIFE

FFEvEP. P

FFGVRmR AT

BEVEP 44500 s

P B R0 000

Figure 17. Informations sur l'onglet General (Général) d'un cluster FluidFS
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Tableau 2. Informations sur l'onglet General (Général) d'un cluster FluidFS décrit les informations sur
l'onglet General (Général) d'un cluster FluidFS.

Tableau 2. Informations sur l'onglet General (Général) d'un cluster FluidFS

Etiquette Description

FluidFS Cluster Name (Nom du cluster Nom du cluster
FluidFS)

FluidFS Cluters IP Address (Adresse IP du | Adresse IP du cluster
cluster FluidFS)

Storage Center Servers (Serveurs Informations sur les Storage Centers connectés
Storage Center)

Onglet Statistiques d'utilisation

L'onglet Usage Statistics (Statistiques d'utilisation) affiche des informations sur l'utilisation du volume Dell
sélectionné.

Informations statistiques de Storage Center

Figure 18. Informations statistiques de Storage Center illustre les statistiques d'utilisation d'un Storage
Center.

3 multivolD$S01 ~ Actions ~

I
4

Gefting Started Summary | Monitor | Manage Related Objecis

Issues | Performance | Tasks | Events . Storage Reports | Dell Storaqe'

LUN Storage Center
multiVolDS01 4GB 3 SN 64293 [Rackd SC-3 64293]
multivolDS02 5GB 4 SN 64293 [Rack8 SC-3 64293]

General | Usage Statistics | Connectivity Info  Volume Replays  Replication / Live Volume

Total volume space consumed: 312 MB Savings vs. basic RAID 10 storage: 232 MB
Total disk space consumed; 392 MB Data Instant Replay overhead: 28 MB
[[Volume Space - Active | [ Disk Space - Active | [ Volume Space - Replay | [ Disk Space - Replay |

Tier 1 Storage
RAID 10 - FastTrack
[J 400mB
[ sooms
RAID & - Standard
] 10.00 MB
] 1250 mB
Tier 3 Storage
RAID 5 - Standard
[ | 298.00 MB
[ | 37250 MB

Figure 18. Informations statistiques de Storage Center
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Tableau 3. Statistiques d'utilisation d'un Storage Center décrit les statistiques d'utilisation d'un Storage

Center.

Tableau 3. Statistiques d'utilisation d'un Storage Center

Etiquette

Description

Total volume space
consumed (Espace de
volume total occupé)

Espace total utilisé sur le volume

Savings vs. basic RAID 10
storage (Economie par
rapport a un stockage RAID
10 de base)

Estimation de l'espace de stockage économisé grace a l'architecture de
bloc dynamique Dell par rapport au stockage RAID de base

Total disk space consumed
(Total de l'espace disque
occupé)

Espace disque total consommeé par le volume

Data Instant Relecture
overhead (Surcharge de
relecture instantanée des
données)

Espace total consommeé par les Replays (Relectures) du volume

Tier 1 Storage (Stockage de
niveau 1)

Espace de volume actif, espace disque actif et espace de Relecture du
volume de niveau 1

Tier 2 Storage (Stockage de
niveau 2)

Espace de volume actif, espace disque actif et espace de Relecture du
volume de niveau 2

Tier 3 Storage (Stockage de
niveau 3)

Espace de volume actif, espace disque actif, et espace de Relecture du
volume de niveau 3

Informations statistiques sur FluidFS

Figure 19. Statistiques d'utilisation d'un cluster FluidFS illustre les statistiques d'utilisation d'un cluster

FluidFS.
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[ CreateNFSDS Actions

Gefting Started  Summary | Monitor | Manage Related Objects

Issues | Performance | Tasks | Events | Storage Reports | Dell'Storage

Datastors name Voluma nama Typs

CrealeNFSDS SrealeNFSDEVol MFS

General | Usage Statistics | Connectivity Infa

NAS Volume Name: CreateNFSDSVol

Unused (Reserved) Space: 0 MB

Snapshot Space: 0MB

Volume Folder: TestNFSDatastored

Used Vs Unused Space

il
>

Size Storage SystamiSANMNAS)

1GB FluldFS-EXHEF 22

Size: 1GB

Unused (Unreserved) Space: 1017.3 MB

Overcommitted Space: omMe

Used Space: 67 MB

Unused Space: 1017.3 MB

B vsed space

Unuzed Space

Figure 19. Statistiques d'utilisation d'un cluster FluidFS

Tableau 4. Informations affichées dans les statistiques d'utilisation FluidFS décrit les informations affichées

dans les statistiques d'utilisation FluidFS.

Tableau 4. Informations affichées dans les statistiques d'utilisation FluidFS

Etiquette

Description

NAS Volume Name (Nom du
volume NAS)

Nom du volume

Size (Taille)

Taille du volume

Unused (Reserved) Space (Espace
inutilisé (réservé))

Portion d'un volume NAS a provisionnement dynamique qui est
dédiée au volume NAS (aucun autre volume ne peut l'utiliser). La
quantité d'espace réservé est spécifiée par l'administrateur de

stockage. L'espace réservé est utilisé avant l'espace non réservé.

Unused (Unreserved) Space
(Espace inutilisé (non réservé))

Espace alloué du pool NAS qui n'a pas été utilisé

Snapshot Space (Espace
d'instantanés)

L'espace de stockage occupé par les instantanés d'un volume NAS

Overcommited Space (Espace
suralloué)

Portion d'un volume NAS a allocation dynamique qui n'est pas
disponible et n'est pas utilisée par le volume NAS. La quantité
d'espace suralloué d'un volume NAS est égale a : (taille du
volume NAS) — (espace disponible du volume NAS) — (espace
utilisé du volume NAS)

Avec lallocation dynamique, de l'espace de stockage est
consommeé uniquement lorsque des données sont écrites
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Etiquette Description

physiquement sur le volume NAS et non lorsque le volume NAS est
initialement alloué. Cette allocation signifie que plus d'espace de
stockage peut étre alloué aux volumes NAS que l'espace alloué au
pool NAS lui-méme.

Volume Folder (Dossier Volumes) Le nom du dossier de volume NAS

Used Vs Unused Space (Espace Diagrammes a barres montrant une comparaison de l'espace
utilisé / non utilisé) utilisé et de l'espace non utilisé

Onglet Connectivity Info (Infos de connectivité)

L'onglet Connectivity Info (Infos de connectivité) affiche des informations sur la connectivité du volume
Dell sélectionné.

Figure 20. Informations de connectivité pour un Storage Center présente les informations de connectivité
d'un Storage Center.

1 11vMFSDatastoreFromCreateV  Actions -

Gefting Started  Summary | Monitor | Manage Related Objects
Issues | Performance | Tasks | Events | Storage Reports | Dell Siorage

Datastors nama Jolume name Type Size Storage System(SANMNAS)

11VYMESD romCre 11VMFSD romCre VMFS-5 45 GB SN 64914 [Storage Center

General Usage Statistics | Connectivity Info | Volume Replays  Replications / Live Volumes

Server Port Storage Port LUN Type Status

Ajith_Senver {ign.1998-01.c 5000031000FD9228 17 ISCEl Up

Figure 20. Informations de connectivité pour un Storage Center

Tableau 5. Informations de l'onglet Connectivity Info (Informations relatives a la connectivité) décrit les
informations de l'onglet Connectivity (Connectivité).
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Tableau 5. Informations de l'onglet Connectivity Info (Informations relatives a la connectivité)

Etiquette

Description

Server Port (Port du serveur)

Nom et port du serveur

Storage Port (Port de

Port de stockage sur le Storage Center

stockage)
LUN LUN d'adressage
Type Protocole (Fibre Channel ou iSCSI)

Status (Condition)

Etat du chemin

Figure 21. Informations relatives a la connectivité d'un cluster FluidFS présente un exemple d'informations

relatives a la connectivité d'un cluster FluidFS.

(Do Acsons =

Gefng Staded  Summary | Blonliod | Manage  Felsled Objects

Evpne Serags Rapon

ComneCiis®y nfo

Diel Exwiae

HFS 10 &8 FFEVBR8EIPSN

Figure 21. Informations relatives a la connectivité d'un cluster FluidFS

Tableau 6. Informations relatives a la connectivité d'un cluster FluidFS décrit les informations relatives a la

connectivité d'un cluster FluidFS.

Tableau 6. Informations relatives a la connectivité d'un cluster FluidFS

Etiquette

Description

Host (Hote)

Adresse |IP de ['hote

Folder (Dossier)

Emplacement de dossier des magasins de données NFS

Status (Condition)

Etat de 'héte (connecté, hors ligne)

Virtual IP Address (Adresse IP
virtuelle)

Adresse IP d'IP virtuel
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Onglet Replays (Relectures) de volume

L'onglet Volume Replays (Replays de volume) affiche des informations sur les Replays (Relectures) du

volume Dell sélectionné.

Figure 22. Onglet Volume Replays (Replays de volume) illustre les informations affichées dans l'onglet

Volume Replays (Replays de volume).

3 multiVolDS01 | Actions =

Getling Started Summary | Monitor

Issues | Performance | Tasks | Events

multivelDS01 4GB

Manage

Storage Reports | Dell Storage

i

Related Objects

3 SN 64293 [Racks SC-3 64293]

4 SN 64293 [Racks SC-3 64293]

multivolDS02 5GB
General Usage Stalistics Connectivity Info

Volume Replays

Replication / Live Volume

Active 4 MB

Wed Oct 15 20:01:08 GMT-04( Wed Oct 22 20:01:08 GMT-04( 4 MB Daily at 12:01 AM
Tue Oct 14 20:01:08 GMT-040 Tue Oct 21 20:01:08 GMT-040 4 MB Daily at 12:01 AM
Mon Oct 13 20:01:08 GMT-04C Mon Oct 20 20:01:08 GMT-04( 4 MB Daily at 12:01 AM
Sun Oct 12 20:01:08 GMT-040 Sun Oct 19 20:01:08 GMT-040 4 MB Daily at 12:01 AM
Sat Oct 11 20:01:08 GMT-040( Sat Oct 18 20:01:08 GMT-040( 4 MB Daily at 12:01 AM
Fri Oct 10 20:01:07 GMT-0400 Fri Oct 17 20:01:07 GMT-0400 4 MB Daily at 12:01 AM
Thu Oct 9 20:01:08 GMT-0400 Thu Oct 16 20:01:08 GMT-040 284 MB Daily at 12:01 AM

Figure 22. Onglet Volume Replays (Replays de volume)

Tableau 7. Informations affichées dans l'onglet Volume Replays (Replays de volume) décrit les

informations affichées dans 'onglet Volume Replays (Replays de volume).

Tableau 7. Informations affichées dans l'onglet Volume Replays (Replays de volume)

Etiquette

Description

Freeze Time (Heure de gel)

Heure a laquelle la Relecture a été effectuée

Expire Time (Heure
d'expiration)

Heure a laquelle la Relecture expire automatiquement

Replay Size (Taille de Replay)

Espace total consommeé par la Relecture

Description

Nom du profil Relecture qui a créé automatiquement la Relecture pour
la description de la Relecture

Onglet Replications/Live Volume (Réplications/Live Volume)

L'onglet Replications/Live Volume (Réplications/Live Volume) affiche des informations sur les
réplications pour le volume Dell sélectionné.

Figure 23. Onglet Replications/Live Volume (Réplications/Live Volume) illustre les informations affichées

dans l'onglet Replications/Live Volume (Réplications/Live Volume).
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Geling Stated  Summary | Monlor | Managa

Dell Volume
multivalD801
mullivolDs02

General Usage Statistics  Conneclivity Info

Replication Type
‘3 Replication, Asynchronous

& Replication, Asynchronous

Details

falume multivelDS01
alume Sie 4GB
Replays
Raplays at Source Velume
Active

Wed Oct 29 00101.08 GMT-0400 2014
Tue Oct 28 00:01:08 GMT-0400 2014
Mon Ot 27 18:36:23 GMT-0400 2014
Maon Oct 27 18:33:16 GMT-0400 2014
Maon Oct 27 00:01:08 GMT-0400 2014
Sun Oct 26 00:01:08 GMT-0400 2014
Sal Oct 25 00:01:08 GMT-0400 2014

Fri Oct 24 00:01:08 GMT-0400 2014

Thu Oct 23 00:01:08 GMT-0400 2014

Related Ohjacts

Size
4GB
508

Volume Replays

State

Up

Up

Destination

Storage Cantar SN 64293 [RackB 5C-3 64293] RackB 5C-2 64506

Repl of mulivolD301

4GB

4 M8
4 W8
4 MB
4me
4MB
ame
i MB
4me
4MB
84 ME

!lssuos Performance | Tasks | Events | Storage Reporis | Dell Storage

LUN Storage Centar
3 SN 64203 [RackB BC-3 64203]
4 SN 64293 [RackB 5C-3 64293]
Replications / Live Volumes
Destination Storage Canler Synee Ramaining
RackB SC-2 64506 100% 0 MB
RackB 8C-2 64506 100% 0 ME
Replicate Active Replay. Yes
Dieduplicate No
Replicate to Lowest Tier: Yes
Q08 Definifion SC3_QOSNODE (1 Ghips)
Raplays at Destination Volume Slze
Active 4HB
Wed Oct 29 00:01:08 GMT-0400 2014 4B
Tue Ocl 28 00:01:08 GMT-0400 2014 sMBE
Mon Oct 37 18:38:23 GMT-0400 2014 4MB
Mon Oct 27 183316 GMT-0400 2014 4 MB
Mon Oct 27 00:01:08 GMT-0400 2014 4 WB
Sun Oct 26 00:01,08 GMT-0400 2014 AMB
Sat 0ct 25 0000108 GMT-0400 2014 4MB
Fri Cct 24 D0:01:08 GMT-0400 2014 4 WB
Thu Oct 23 00:01°08 GMT-0400 2014 284 MB

Figure 23. Onglet Replications/Live Volume (Réplications/Live Volume)

Tableau 8. Informations affichées dans l'onglet Replications/Live Volume (Réplications/Live Volume)

décrit les informations affichées dans l'onglet Replications/Live Volume (Réplications/Live Volume).

Tableau 8. Informations affichées dans l'onglet Replications/Live Volume (Réplications/Live Volume)

Etiquette

Description

Replication type (Type de
réplication)

Nom de la réplication

State (Etat)

Etat actuel de la réplication

Destination Storage Center
(Storage Center cible)

Storage Center de destination (cible) de la réplication

Synced (Synchronisé)

Pourcentage de données actuellement synchronisées

Remaining (Restant)

Quantité de données qui ne sont pas encore synchronisées

Pour chaque réplication :

Source Storage Center
(Storage Center source)

Storage Center source de la réplication

Affichage des informations sur le stockage Dell
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Etiquette

Description

Destination Storage Center
(Storage Center cible)

Storage Center de destination (cible) de la réplication

Source Volume (Volume
source)

Nom du volume sur le Storage Center source

Destination Volume (Volume
de destination)

Nom du volume sur le Storage Center de destination

Source Volume Size (Taille du
volume source)

Capacité du volume sur le Storage Center source

Destination Volume Size
(Taille du volume de
destination)

Capacité du volume sur le Storage Center cible

Répliquer la Relecture active

Indique si l'option Replicate Active Replay (Répliquer la Replay active)
est activée

Deduplicate (Dédupliquer)

Indigue si l'option Deduplication (Dédupliquer) est activée

Replicate to Lowest Tier
(Répliquer au niveau le plus
bas)

Préférence (Oui ou Non) pour répliquer au niveau le plus bas

QoS Definition (Définition de
la qualité de service)

Nom de la définition de QoS pour la réplication

Affichage des diagrammes Dell

Utilisez la vue Diagrammes Dell pour afficher les informations de performances de Storage Center pour
un hoéte ESXi. Elle est accessible depuis la page Performance (Performances) sur 'onglet Monitor
(Surveiller) d'un héte, d'un cluster, d'un magasin de données, d'un cluster de magasins de données, d'une
machine virtuelle ou d'un centre de données.

Figure 24. Exemple de diagramme Ko/s et E/S/s d'un Storage Center affiche les diagrammes Ko/s et E/S/s

d'un Storage Center.
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3 MumvoILsul ACTIONS ¥

Getting Started  Summary | Monitor | Manage Related Objects

Issues Perl‘ormanl:e: Tasks | Events Storage Repons | Dell Storage

A Parent Mame Type
Overview Racks 5C-3 64293 multiVolDS0 Datastore
Dell Storage Charts Racks 5C-3 64293 multivelDS02 Datastore

KB/sec Chart
50

40

20

0
10/1/2014 18:26 10472014 21:26  10/8/2014 2:26  10/11/2014 T:28 100142014 12:26

B Readkdisec | TotalkBisec ] virite KBiseo

|0/sec Chart
1

0.8

0e

0.4

0z

o
10/1/2014 18:28  10/4/2014 21:28 10/8/2014 2:28 10/11/2014 7:28  10/14/2014 12228

B Readiosec [l Toallorsec [ write 10/sec

Figure 24. Exemple de diagramme Ko/s et E/S/s d'un Storage Center

Figure 25. Exemple de diagramme de latence d'un Storage Center illustre un diagramme de latence d'un
Storage Center.
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[vsp-dev  Actions ~ =

Gefting Started  Surmmary | Monitor | Manage  Relaled Objects
Issues [ Performance | Tasks | Events | Storage Reports | Dell Storage

a“ Parent Hame Type
Ovendew Storage Center VM Apps (64914_64! Alith_Server Senver

Advanced Storage Center VM Apps (B4914_64! vmapps-esx0d Servar

Latency (ms) Chart

142015 21:55  WI172015 525 V1020151255 VZVIOIS 2025 V242015 3:55 V22015 1125 1292015 18:55

B Read Latency wiite Latency ] Transter Latency

Figure 25. Exemple de diagramme de latence d'un Storage Center

Pour chaque Storage Center connecté a 'hote ESXI, l'en-téte inclut les informations décrites dans la

section Tableau 9. Informations d'en-téte d'un Storage Center.

Tableau 9. Informations d'en-téte d'un Storage Center

Etiquette

Description

Parent

Nom du Storage Center

Name (Nom)

Nom de l'objet VMware

Type

Type d'objet

Diagrammes

Tableau 10. Diagrammes affichant des informations sur les performances de Storage Center décrit le type

de données de performances de Storage Center affichées dans les diagrammes.

Tableau 10. Diagrammes affichant des informations sur les performances de Storage Center

Etiquette

Description

KB/sec Chart (Diagramme
Ko/s)

Read KB/sec (Ko/s en lecture) : taux de transfert des opérations de
lecture en kilooctets par seconde

Total KB/sec (Ko/s total) : taux de transfert combiné des opérations de
lecture et d'écriture en kilooctets par seconde

Write KB/sec (Ko/s en écriture) : taux de transfert des opérations
d'écriture en kilooctets par seconde

IO/sec Chart (Diagramme
E/S/s)

Read 10/sec (E/S/s en lecture) : taux de transfert des opérations de
lecture en nombre d'opérations E/S par seconde
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Etiquette

Description

Total IO/sec (Total d'E/S/s) : taux de transfert combiné des opérations
de lecture et d'écriture en nombre d'opérations E/S par seconde

Write 10/sec (E/S/s en écriture) : taux de transfert des opérations
d'écriture en nombre d'opérations E/S par seconde

|O Size Chart (Diagramme
Taille E/S)

Average 10 Size (Taille E/S moyenne) : taille moyenne des opérations
E/S en kilooctets

Latency (ms) Chart
(Diagramme Latence (ms))

Read Latency (Latence de lecture) : latence des opérations de lecture
en millisecondes

Write Latency (Latence d'écriture) : latence des opérations d'écriture en
millisecondes

Transfer Latency (Latence de transfert) : latence des opérations de
transfert de données en millisecondes
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Référence aux pages d'Assistant

Les sections suivantes décrivent les pages d'Assistant de Plug-in Dell Storage vSphere Web Client.

Ajouter un stockage (Storage Center)

Utilisez la page Add Storage (Ajouter un stockage) pour sélectionner comment vous voulez ajouter un
stockage.

Select Action Type
=) Create New Dell Volume
Create a new volume on the Dell Storage Center

Map Existing Dell Volume
Find a volume on the Dell Storage Center to be mapped to the host(s). This volume must be a VWFS formatted datastore volume

Back Next Cancel

» Create New Dell Volume (Créer un nouveau volume Dell) : sélectionnez cette option pour créer un
nouveau volume Dell a adresser.

» Map Existing Dell Volume (Adresser un volume Dell existant) : sélectionnez cette option pour
sélectionner un volume Dell existant a adresser.

Ajouter un stockage (NFS)

Utilisez la page Add Storage (Ajouter un stockage) pour sélectionner comment vous voulez ajouter un
stockage pour un magasin de données NFS.

80 Référence aux pages d'Assistant



Select Action Type

=) Create an New NFS Datastore
Create a New NFS Datastore on a NAS Volume
Map an Existing NFS Export

Map an existing NFS export on FluidFS cluster as a VWware NFS Datastore

Back Next Cancel

e Create New NFS Datastore (Créer un nouveau magasin de données NFS) : sélectionnez cette option
pour créer un nouveau magasin de données NFS a adresser.

* Map an Existing NFS Export (Adresser une exportation NFS existante) : sélectionnez cette option pour
sélectionner une exportation NFS existante a adresser.

Compatibility Mode (Mode de compatibilité)

Utilisez la page Compatibility Mode (Mode de compatibilité) pour sélectionner le mode d'acces du
disque virtuel.

The compatibility mode you choose will only apply to this virtual disk and will not affect any other disks using this LUN mapping.
Compatibility
«) Physical

Allow the guest operating system to access the hardware directly. Taking a snapshot of this virtual machine
will not include this disk

Virtual

Allow the virtual machine to use Vidware snapshots and other advanced functionality.
Warning: This may cause incompatibility with some Dell Compellent applications.

LUNs with capacily greater than 2 TB support physical mode only.

Back Next Cancel

« Physical (Physique) : sélectionnez cette option pour fournir au systéme d'exploitation invité un acces
direct au matériel. Les instantanés VMware de la machine virtuelle n'incluront pas ce disque.

% REMARQUE : vSphere 5 prend en charge les pRDM de 64 To et des tailles de fichiers individuels
allant jusqu'a 64 To.
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» Virtual (Virtuel) : sélectionnez cette option pour fournir au systeme d'exploitation invité un accés
virtuel au disque. Les instantanés VMware et d'autres fonctions VMware avancées peuvent étre utilisés.
Notez, cependant, que la fourniture d'un accés uniquement virtuel peut entrainer des incompatibilités
avec certaines applications Dell.

Création de plusieurs magasins de données

Utilisez la page Create Multiple Datastores (Créer plusieurs magasins de données) pour spécifier le
nombre et le nom des magasins de données a créer.

Create Multiple Datastores

Mumber of Datastores: |9 Start numbering at: |2

Volume Datastore Size

Volume2 Datastore2 500 GB
Volume3 Datastore3 500 GB
Volume4 Datastore4 500 GB
Volume5 Datastores 500 GB
Volume6 Datastore6 500 GB
Volume7 Datastore7 500 GB
Volumeg Datastore8 500 GB
Volume9 Datastored 500 GB
Volume 10 Datastore 10 500GB

Edit

Back Next Cancel

« Number of Datastores (Nombre de magasins de données) : saisissez le nombre de magasins de
données a créer.

e Start numbering at (Commencer la numérotation a partir de) : saisissez le numéro a partir duquel
commencer la numérotation des noms de volume et des noms de magasin de données.

« Edit (Modifier) : sélectionnez un magasin de données et cliquez sur Edit (Modifier) pour ouvrir la boite
de dialogue Datastore Properties (Propriétés du magasin de données) et modifier le nom du volume,
le nom du magasin de données ainsi que la taille du magasin de données.

Personnalisation

Utilisez la page Customization (Personnalisation) pour personnaliser les paramétres des machines
virtuelles.
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Customize virtual machine seftings:
Name

New Virtual Machine1
Mew Virtual Machine2
Mew Virtual Machine3
Mew Vifdual Machine4

MNew Virtual Machines

Virtual Machine Settings

Name: Mew Virtual Machine1

CPL: 1

Memory (MB): 4096

Network: T

VM Metwork 2

Back Next

Update

Cancel

» Customize virtual machine settings (Personnaliser les paramétres de machine virtuelle) : saisissez la
machine virtuelle pour laquelle vous souhaitez définir des parametres personnalisés.

* Name (Nom) : saisissez un nom pour la machine virtuelle.

e CPU (UQC) : sélectionnez le nombre d'UC de la machine virtuelle.

e Memory (Mémoire) : sélectionnez la capacité mémoire de la machine virtuelle.

* Network (Réseau) : sélectionnez les réseaux virtuels auxquels connecter cette machine virtuelle.

Personnalisation d'une machine virtuelle clone

Utilisez la page Customization (Personnalisation) pour personnaliser les parametres du clonage de

machines virtuelles.

[V use Customization Spec

Selecta customization spec from the list to continue

Name | Type Last Updated Time
TesiCloneSpec Windows 27/09/14 6:27:10 AM
Linux-Spec Linux 54/15/15 4545 AM

» Use Customization Spec (Utilisez Spéc. de personnalisation) : cochez cette case pour effectuer un

choix parmi les spécifications de personnalisation prédéfinies.
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Rechercher un magasin de données

Utilisez la page Datastore Lookup (Recherche de magasin de données) pour sélectionner le magasin de
données dans lequel stocker les fichiers de machine virtuelle.

Select a datastore in which to store the virtual machine files
Name | Capacity | Provisioned | Free | Type
Datastore 1 45825 GB 471GB 45354 GB VMFS
Datastore 2 458.25GB 471GB 45354 GB VIFS
Datastore 3 453.25GB 974.00 MB 457.30 GB VIMFS
Datastore 4 499.75 GB 4374 GB 456.01 GB VHMFS
Datastore & 499.75 GB 38168 49594 GB VWFS
Datastore & 499.75 GB 974.00 MB 49380 GB VIMFS
Back Next Cancel

Nom du magasin de données

Utilisez la page Datastore Name (Nom du magasin de données) pour spécifier le nom et 'emplacement
du magasin de données récupéré.

Recovery Datastore

Datastore Name: Datastore 1 (2013-06-19 19:(

[W] Use original datastore name: “Toriginal name] (Replay fime)"

Location;

< @ Datacenter

[ Storage Folder

Back Next Cancel

» Datastore Name (Nom du magasin de données) : tapez un nom pour le magasin de données
récupéré.
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» Use original datastore name (Utiliser le nom du magasin de données d'origine) : cochez cette case
pour utiliser le nom du magasin de données d'origine et le temps de Relecture comme nom du
magasin de données récupéré.

e Location (Emplacement) : sélectionnez l'emplacement du magasin de données récupéré.

Options de magasin de données

Lors du provisionnement d'une machine virtuelle, utilisez la page Datastore Options (Options de magasin
de données) pour sélectionner un magasin de données pour contenir la machine virtuelle.

Select Datastore Option

=) Lookup for Exsting Datastore
Use an existing datastore for vifual machine storage
Create VWFS Datastore
Create a new VWFS datasftore for vifual machine storage
Create NFS Catastore

Create an new NFS datastore for vitual machine storage

Back Next Cancel

» Lookup for Existing Datastore (Rechercher un magasin de données existant) : sélectionnez cette
option pour utiliser un magasin de données existant pour la machine virtuelle.

* Create VMFS Datastore (Créer un magasin de données VMFS) : sélectionnez cette option pour créer
un nouveau magasin de données pour la machine virtuelle. La création d'un nouveau magasin de
données comprend la création d'un nouveau volume Dell et la configuration d'un nouveau magasin
de données.

e Create NFS Datastore (Créer un magasin de données NFS) : sélectionnez cette option pour créer un
nouveau magasin de données NFS pour une machine virtuelle.

Propriétés de magasin de données

Utilisez la page Datastore Properties (Propriétés de magasin de données) pour spécifier les propriétés du
magasin de données.
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Datastore Properties

Datastore name: | New Volume

Large files require large block size. The mimum disk space used by any file is equal
to the file system block size

Maximum file size: | 256 GB, Block size: 1 MB >

Inventory Location

i Datacenter

Back Next Cancel

» Datastore name (Nom du magasin de données) : saisissez un nom pour le magasin de données.

« Maximum file size (Taille maximale de fichier) : si la version du systeme de fichiers est VMFS-3,
sélectionnez l'option de taille de bloc du systéme de fichiers pour le magasin de données. La taille de
bloc détermine la taille maximale de fichier que le nouveau magasin de données peut prendre en
charge.

% REMARQUE : VMFS-5 utilise une taille de bloc de fichier unifiée d'1 Mo. Par conséquent, l'option
Maximum file size (Taille maximale de fichier) n'est pas affichée si la version du systeme de
fichiers est VMFS-5.

* Inventory Location (Emplacement de stockage) : sélectionnez 'emplacement du magasin de
données.

Sélection de magasin de données pour une machine
virtuelle clone

Lors du clonage d'une machine virtuelle, utilisez la page Datastores (Magasins de données) pour
sélectionner un magasin de données pour stocker les fichiers de la machine virtuelle.
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Select a datastore in which to store the virtual machine files
MName Capacity Provisioned Free | Type
nasds-share 500.00 GB 74.14 GB 42586 GB NFS
Back Next Cancel

Device Configuration (Configuration de périphérique)

Utilisez la page Device Configuration (Configuration de périphérique) pour sélectionner l'option d'ajout
d'un périphérique brut.

Virtual Machine Properties

VM Name win2k12a-m380

DNS Name win2k12a-m280

Guest 05 Name Wicrosoft Windows Server 2008 R2 (64-bit)
Host ESXHost1.domain

State running

Add Raw Device Mapping
+) Add New Raw Device Mapping to Virtual Machine
This option gives the Virtual Machine direct access to the Compellent SAN.

Virtual Device Node: | SCSI(0, 2) x

Map Existing Raw Device Mapping to Hosts and Clusters

This option allows you to map existing Raw Device Mappings on this Virtual Machine to other Hosts andfor
Clusters to enable vMotion of Viual Machine to target Hosts.

Next Cancel

+ Add New Raw Device Mapping to Virtual Machine (Ajouter un nouvel adressage de périphérique brut

a une machine virtuelle) : sélectionnez cette option pour créer un nouveau volume a adresser en tant
que RDM a la machine virtuelle.

e Virtual Device Node (Noeud de périphérique virtuel) : si loption Add New Raw Device Mapping to
Virtual Machine (Ajouter un nouvel adressage de périphérique brut a la machine virtuelle) est
sélectionnée, sélectionnez le nceud pour l'adressage de périphérique brut.
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* Map Existing Raw Device Mapping to Hosts and Clusters (Adresser un adressage de périphérique brut
existant a des hotes et clusters) : sélectionnez cette option pour adresser un adressage de
périphérique brut existant sur cette machine virtuelle a d'autres hotes et/ou clusters.

Etendre la taille de RDM

Utilisez la page Expansion Size (Extension de taille) pour spécifier une nouvelle taille étendue pour un
RDM d'un volume existant.

Select the new size for datastore "Volume'.

Original Size: 500.00 GB

Extend to:

Storage Size Type:  GB v

Next Cancel

» Original Size (Taille initiale) : affiche la taille actuelle du volume.
« Extend to (Etendre &) : entrez une nouvelle valeur redimensionnée pour le volume.
« Storage Size Type (Type de taille de stockage) : sélectionnez une unité de mesure (Go ou To).

Version de systéme de fichiers

Utilisez la page File System Version (Version de systeme de fichiers) pour spécifier la version du VMFS
pour le magasin de données.
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File System Version
) VMFS-5

WMFS-3

Select this option to enable additional capabilities, such as 2 TB+ support.

Selectthis option ifthe datastore will be accessed by legacy (pre-5.0) hosts.

Back

Next

Cancel

e VMFS-5 : sélectionnez cette option pour activer des fonctionnalités supplémentaires, telles que la
prise en charge d'un magasin de données supérieur a 2 To.

* VMFS-3 : sélectionnez cette option si le magasin de données est accessible par des hotes ESX hérités

(pre-5.0).

Sélection de l'hote

Utilisez la page Host Selection (Sélection de l'hdte) pour sélectionner un ou plusieurs hotes auxquels

adresser le stockage brut.

gelected Hosl and exisling Compellsnl wlume
Host Nams
ESXHos! domain
E2XHoa11 domain
ESXHozi2 domain

ESXHo$13. domain

Coanaction State

Connecied
Connached
Connacted

Connected

Back

HNOTE: Sslecing of deselecting Hosts for mapping will nol remove pré-edaling mappings babveen the

Varsien

410
550
550

410

Next

Cancal
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Hoéte/Cluster

Utilisez la page Host/Cluster (Hote/Cluster) pour sélectionner I'hote ou le cluster sur lequel exécuter la

machine virtuelle.

Select the host or cluster to run the Virtual Machine(s).

fis Datacenter

[ ESX4.1
[ EsX55

Next Cancel

Hotes et clusters

Utilisez la page Hosts and Clusters (Hotes et clusters) pour sélectionner un ou plusieurs hétes ou clusters

auxquels ajouter le magasin de données.

Select Hosts and Clusters
Name | Type | version
172 XHXHKK ESX Server 5.1.0
Next Cancel
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Sélection d'héte pour la récupération de Relecture

Utilisez la page Host Selection (Sélection d'hote) pour sélectionner I'hote ou le cluster sur lequel exposer
les données récupérées.

Select the host or cluster on which to expose the recovered data.
w [ vCenter.domain
+ [ Datacenter
§) ESXH41
) ESKSS

Back Next Cancel

Live Volumes

Utilisez la page Live Volumes pour spécifier les valeurs de la réplication de Live Volume.

Live Volume Settings
Secondary QoS Definition: | QoS NodeK x
[w] Automatically Swap Primary Storage Center

« Advanced

Min. Data Written to Secondary before Swap 1 MB -

Min. % of 'O on Secondary before Swap 60

Min. Time as Primary before Swap 30 minutes

Live Volume Secondary Mapping

» [JSemners

Back Next Cancel

« Secondary QoS Definition (Définition de QoS secondaire) : sélectionnez une définition de qualité de
service (QoS) secondaire pour le Live Volume. Pour plus d'informations sur la création ou la
modification de définitions de QoS, voir Enterprise Manager Administrator's Guide (Guide de
l'administrateur d'Enterprise Manager).
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Automatically Swap Primary Storage Center (Echanger automatiquement le Storage Center
principal) : cochez cette case pour définir les valeurs d'échange automatique. Puis, cliquez sur
Advanced (Avancé).

Min. Data Written to Secondary before Swap (Données min. écrites sur le secondaire avant
'échange) : indique la quantité minimum de données qui doivent étre écrites sur le volume
secondaire avant de pouvoir échanger les réles.

Min. % of 1/0 on Secondary before Swap (% min. d'E/S sur le secondaire avant l'échange) : indique le
pourcentage minimum d'E/S qui doit se produire avant de pouvoir échanger les roles.

Min. Time as Primary before Swap (Temps min. en tant que principal avant l'échange) : spécifie le
nombre de minutes devant s'écouler avant de pouvoir échanger les roles.

Live Volume Secondary Mapping (Adressage secondaire de Live Volume) : sélectionnez
l'emplacement du Storage Center de destination pour le Live Volume.

LUN d'adressage

Utilisez la page Mapping LUN (LUN d'adressage) pour sélectionner le LUN auquel adresser le volume Dell.
Lors de la création de plusieurs magasins de données, l'attribution des LUN commence au LUN spécifié
et s'incrémente en utilisant les LUN disponibles.

Select LUN

Select LUN number. | 4 -
MOTE: Mext available LUN will be used if preferred LUM is unavailable

Back Next Cancel

Nom et emplacement

Utilisez la page Name and Location (Nom et emplacement) pour spécifier le nom et 'emplacement des
machines virtuelles.
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Base Name:

Mew Virtual Machine

Virtual machine names may contain up to 80 characters and they must be unique within each vCenter Server VM
folder. The entered name will be used as a base for each VM and can be modified later.

Number of Vs to create: |1

Inventory Location:

fiy Datacenter

Back Next Cancel

» Base Name (Nom de base) : saisissez un nom de base pour les machines virtuelles a créer.

¢ Number of VMs to Create (Nombre de machines virtuelles a créer) : indiquez le nombre de machines

virtuelles a créer.

« Inventory Location (Emplacement de stockage) : sélectionnez 'emplacement de stockage des
machines virtuelles.

Exportation NFS

Utilisez la page NFS Export (Exportation NFS) pour spécifier les propriétés pour un magasin de données
NAS.

— NAS Volume

«) Credte a new Volume () Use Existing Volume

Name |testVol *) Create New NAS Volume Folder

test
e L | e Use Existing NAS Volume Folder

— Create NFS Export

NFS Export Folder Path | ftest FluidFS VIP or DNS Name

E.g: dell-nas, dell-nas.it.com, 192.168.1.2
of FEB110:0/0.28B:0D:GHOA4PG2

Back Next Cancel

* Create a New Volume (Créer un nouveau volume) : sélectionnez cette option pour créer un nouvea
volume NAS.

e Use Existing Volume (Utiliser un volume existant) : lorsque vous sélectionnez cette option, les
volumes NAS existants s'affichent. Sélectionnez un volume dans la liste.
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e Name (Nom) : nom du magasin de données NAS saisi a l'étape précédente de ['Assistant Datastore
Provisioning (Provisionnement de magasin de données).

* Size (Taille) : saisissez un hombre et sélectionnez l'unité de mesure dans le menu déroulant.

* Create New NAS Volume Folder (Créer un nouveau dossier de volume NAS) : saisissez un nom pour
le nouveau dossier de volume. Par défaut, ce champ est rempli avec le nom du magasin de données
saisi a ['étape précédente.

» Use Existing NAS Volume Folder (Utiliser un dossier de volume NAS existant) : lorsque vous
sélectionnez cette option, les dossiers de volume NAS existants s'affichent. Sélectionnez un dossier
dans la liste.

* NFS Export Folder Path (Chemin du dossier NFS Export (Exportation NFS)) : un chemin de dossier par
défaut est présélectionné en fonction du nom du magasin de données NFS. Vous pouvez saisir un
chemin de dossier différent.

o FluidFS VIP or DNS Name (VIP ou hom DNS de FluidFS) : saisissez l'adresse IP ou le nom DNS de
'néte a utiliser pour la VIP de FluidFS.

Sélection de pagepool

Utilisez la page Pagepool Selection (Sélection de pagepool) pour sélectionner le pagepool a utiliser lors
de la création d'un volume.

REMARQUE : La page Pagepool Selection (Sélection de pagepool) s'ouvre uniquement si le
parametre des préférences de l'utilisateur Allow Storage Type Selection (Autoriser la sélection du
type de stockage) est configuré pour l'utilisateur Storage Center dans Enterprise Manager.

Select Pagepool
Please selectihe pagepool to use for creating this volume

Pagepool. | Assigned - Redundant - 2 MB -

Back Next Cancel

Sélection de protocole

Utilisez la page Protocol Selection (Sélection de protocole) pour sélectionner le protocole de connexion
pour le volume Dell.

94 Référence aux pages d'Assistant



Mapping Protocol:
=) Fibre Channel
Only use Fibre Channel paths for mapping.
15CSI
Only use iSCSI paths for mapping.
Any Available

Use any available paths between host and storage.

Back Next Cancel

« Fibre Channel : sélectionnez cette option pour limiter l'adressage aux chemins Fibre Channel
uniguement.

e iSCSI : sélectionnez cette option pour limiter l'adressage aux chemins iSCSI uniquement.

« Any available (Tout disponible) : sélectionnez cette option pour utiliser tout chemin disponible entre
l'hote et le stockage.

Relecture (Profil Replay)

Utilisez la page Replay Profile (Profil Replay) pour sélectionner un ou plusieurs profils Relecture a
appliquer au volume Dell. Pour en savoir plus sur les profils Relecture, voir Présentation du stockage Dell.

Select Replay Profiles to be used for this volume
Selected Replay Profiles

[¥] Daily

[ sample

Back Next Cancel

« Select Replay Profiles (Sélectionner des profils Replay) : sélectionnez un ou plusieurs profils Relecture
a associer au volume.
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% REMARQUE : Pour désélectionner un profil Relecture, appuyez sur la touche Ctrl et cliquez sur

le profil Relecture sélectionné.

* Schedule (Planification) : affiche la planification du profil Relecture sélectionné.

Propriétés de Relecture

Utilisez la page Replay Properties (Propriétés de Replay) pour spécifier les propriétés de Relecture.

Replays expire after a set amount of time in order to limit the load on the Compellent
system. Please enter the time after which you would like the created Replay to expire.

Expiration: 1! | hrs -

[] Never Expire

You may also enter a brief description to help identify this Replay later.

Description vSphere Created

Next

Cancel

« Expiration : spécifiez le délai d'expiration de la Relecture.

* Never Expire (N'expire jamais) : cochez cette case pour empécher l'expiration automatique de la

Relecture. L'expiration de la Relecture doit se faire manuellement.
» Description : tapez une description de la Relecture.

Sélection de Relecture

Utilisez la page Select Replays (Sélectionner des Replays) pour sélectionner les Replays (Relectures) a
partir desquelles récupérer des données ou pour sélectionner les Replays (Relectures) a supprimer.
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Select Replay(s)

Volume Froeze Time Expire Time Size Description

v i Volume
» 07/03/2013 12:01:02 AM 07M0/2013 12:01:02 AM 152 GB  Daily at 12:01 AM
» 07/02/2013 12:01:03 AM 07/09/2013 12:01:03 AM 1.62GB Daily at 12:01 AM

Next Cancel

e Sélectionnez une ou plusieurs Replays a utiliser pour récupérer des données. Pour récupérer des
données, sélectionnez une seule Relecture par volume a récupérer. Si plusieurs RDM sont adressés a
la machine virtuelle, vous devez sélectionner une seule Replay pour chaque volume a récupérer.

» Sélectionnez une ou plusieurs Replays (Relectures) a supprimer (expirer).

Options de suppression de réplication

Utilisez la page Delete Options (Options de suppression) pour sélectionner les options pour supprimer un
volume de destination de réplication et un point de restauration.

Remove Options

Recycie Destination Volure

o] Dwalete Restare Poml

Back M Cantal

« Recycle Destination Volume (Recycler le volume de destination) : cochez cette case pour déplacer le
volume de destination vers la Corbeille sur le Storage Center de destination.

» Delete Destination Volume (Supprimer le volume de destination) : cochez cette case pour ne pas
conserver le volume de destination supprimé dans la Corbeille (déconseillé).
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A PRECAUTION : Si vous supprimez le volume de destination, vous ne pouvez pas récupérer le
volume sur le Storage Center de destination (cible). Le volume est définitivement supprimé.

Delete Restore Point (Supprimer le point de restauration) : cochez cette case pour supprimer le point
de restauration de la réplication.

Options de modification de réplication

Utilisez la page Modification Options (Options de modification) pour sélectionner des options de
réplication d'un magasin de données.

Modification Options

::| Replicate Active Replay

:| Deduplication (oplimizes copy of replay history - resource intensie)
STAND_10GB_Q0% ¥

[V] Replicate Starage to Lowest Tier

Back Next Cancel

Replicate Active Replay (Répliquer la Replay active) : cochez cette case pour copier toutes les
écritures de la zone de Relecture active du volume. Notez que la réplication des Replays actives peut
nécessiter une bande passante importante.

Deduplication (Déduplication) : cochez cette case pour copier uniquement les parties modifiées de
l'historique de Replay sur le volume source, plutdt que toutes les données capturées au cours de
chaque Relecture.

QoS Definition (Définition de QoS) : sélectionnez une définition de qualité de service (QoS) pour la
réplication. Pour plus d'informations sur la création ou la modification de définitions de QoS, voir
U'Enterprise Manager Administrator's Guide (Guide de 'administrateur d'Enterprise Manager).

Replicate Storage to Lowest Tier (Répliquer le stockage vers le niveau inférieur) : cochez cette case
pour forcer toutes les données écrites sur le volume cible vers le niveau de stockage le plus bas
configuré pour ce volume.

Options de réplication

Utilisez la page Replication Options (Options de réplication) pour sélectionner les options pour la
réplication d'un magasin de données.
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Replication Type

Live Volume, Asynchronous s

Replication Settings

05 Definition: SC3_00SNODE e

[ Replicate Active Replay
E Deduplication (optimizes copy of Replay history - resource intensive)

[[] Replicate Starage to Lowest Tier

Replication Target Location
CHS_Folder
|MyFold
» Cnavin test folder

Back Next Cancel

» Replication Type (Type de réplication) : sélectionnez 'un des types suivants :

— Réplication, Asynchrone

— Réplication, Synchrone — Haute disponibilité

— Réplication, Synchrone — Haute cohérence

— Live Volume, Asynchrone

— Live Volume, Synchrone — Haute disponibilité

— Live Volume, Synchrone — Haute cohérence

Pour en savoir plus sur ces types de réplication, voir Enterprise Manager Administrator's Guide (Guide
de l'administrateur d'Enterprise Manager).

* QoS Definition (Définition de QoS) : sélectionnez une définition de qualité de service (QoS) pour la
réplication. Pour plus d'informations sur la création ou la modification de définitions de QoS, voir
Enterprise Manager Administrator's Guide (Guide de 'administrateur d'Enterprise Manager).

» Replicate Active Replay (Répliquer la Replay active) : cochez cette case pour copier toutes les
écritures de la zone de Relecture active du volume. Notez que la réplication des Replays (Relectures)
actives peut nécessiter une bande passante importante.

* Deduplication (Déduplication) : cochez cette case pour copier uniqguement les parties modifiées de
'historique de Relecture sur le volume source, plutdt que toutes les données capturées au cours de
chaque Relecture.

* Replicate Storage to Lowest Tier (Répliquer le stockage vers le niveau inférieur) : cochez cette case
pour forcer toutes les données écrites sur le volume cible vers le niveau de stockage le plus bas
configuré pour ce volume.

* Replication Target Location (Emplacement de la cible de réplication) : sélectionnez 'emplacement
sur le Storage Center de destination pour le volume répliqué.

Redimensionner un stockage de magasin de données

Utilisez la page Resize Datastore Storage (Redimensionner un stockage de magasin de données) pour
spécifier une nouvelle taille étendue pour un volume existant.
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Select the new size for datastore "Volume'.

Original Size: 50.00 GB
Resize to:
Storage Size Type: i' GB | v |

Next Cancel

» Original Size (Taille initiale) : affiche la taille actuelle du volume.
* Resize to (Redimensionner a) : entrez une nouvelle valeur redimensionnée pour le volume.
» Storage Size Type (Type de taille de stockage) : sélectionnez une unité de mesure (Go ou To).

Pool de ressources

Utilisez la page Resource Pool (Pool de ressources) pour sélectionner un pool de ressources dans lequel
exécuter la machine virtuelle.

Select the resource pool within which you wish to run this virtual machine.

Resource pools allow hierarchical management of computing resource within a host or cluster. Virtual machines and child
pools share the resources of their parent pool.

1§l ESX5.5

@ Development-Low
& Production-Low
& Production-Normal

Mote: When a vApp is selected as the resource pool, the target folder will be ignored.

Back Next Cancel
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Sélectionnez un périphérique brut

Utilisez la page Select Raw Device (Sélectionner un périphérique brut) pour sélectionner les

périphériques bruts a répliquer ou a supprimer.

Select Raw Device

Name

| Size

Volume Name

Hard disk 2

500 GB

Volume

Next

Cancel

Sélectionner un RDM

Utilisez la page Select RDM (Sélectionner un RDM) pour sélectionner le RDM a étendre.

Select RDM
Hame | Storage Center Volume Size Compatibility Mode
Hard disk 2 Volume_A 5GB Physical
Hard disk 3 Volume_B 10 GB Virtual

Next

Cancel
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Sélectionner des réplications

Utilisez la page Select Replications (Sélectionner des réplications) pour sélectionner une ou plusieurs

réplications a modifier ou supprimer.

Select Replication

Next

Name Source Storage Center Destination Storage Ce... | Replication Type
svdc_5ds Racks SC-3 64293 Rack8 SC-1 64505 Replication, Asynchronous
svdc_5ds Racka SC-3 64293 RackB SC-2 64506 Replication, Synchronous - High A

Cancel

Sélectionner un volume

Utilisez la page Select Volume (Sélectionner un volume) pour rechercher et sélectionner un volume Dell
existant a adresser en tant que stockage. Le volume sélectionné doit étre déja formatée en tant que

magasin de données VMFS.

Select Volume
Search:

L =\

« = Volume Folder
i@ Datastore
i Volume 1
i Volume 2
i Volume 3
id Volume 4

Back

Next

Cancel
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Options d'instantané

Utilisez la page Snapshot Options (Options d'instantané) pour effectuer un instantané VMware
temporaire et spécifier les options de l'instantané.

AVWware snapshot can be taken prior to the Storage Center Replay creation. This
snapshot would then be deleted after Replay creation. Recovering from the Replay will
allow access to the temporary snapshot

|:| Create Temporary ViMware Snapshot

Back Next Cancel

* Create Temporary VMware Snapshot (Créer un instantané VMware temporaire) : cochez cette case
pour effectuer un instantané VMware temporaire avant d'effectuer une Relecture.

¢ Include memory (Inclure la mémoire) : cochez cette case pour capturer la mémoire de la machine
virtuelle dans linstantané.

e Quiesce file system (if available) (Mettre en veille le systéme de fichiers (si disponible)) : cochez cette
case pour suspendre les processus en cours d'exécution dans le systeme d'exploitation invité avant
d'effectuer linstantané. La suspension des processus garantit que le systeme de fichiers est dans un
état connu et cohérent au moment d'effectuer l'instantané (Notez que cette option exige linstallation
des outils VMware). Voir l'aide de VMware pour obtenir des informations sur les options d'instantané
VMware.

Storage Center

Utilisez la page Storage Center pour sélectionner le Storage Center sur lequel ajouter un stockage.
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Select Storage Center

Storage Center | Name | Controller 1 Controller 2
476 Storage Center 476 476 479

69103 Storage Center 69103 59103 69104
69113 Storage Center 68113 69113 69114

Select Active Controller
(w1 Auto-Select
A specific controller can be selected for volume creation, There are cases where storage controllers can be

geographically separate. In that event, a local controller can be preferred for volume creation. If both controllers
are local, select "Auto-Select’ to allow automated system resource load balancing.

Next Cancel

» Select Storage Center (Sélectionnez un Storage Center) : sélectionnez le Storage Center sur lequel
ajouter un stockage.

» Select Active Controller (Sélectionnez le contréleur actif) : cochez la case Auto-Select (Sélection
automatique) pour permettre au Storage Center d'équilibrer la charge du systéme en sélectionnant
automatiquement le contréleur sur lequel ajouter un stockage. Décochez la case Auto-Select
(Sélection automatique) pour sélectionner un contrdleur spécifique pour l'acceés au stockage.

% REMARQUE : L'option Select Active Controller (Sélectionner le contrdleur actif) n'est pas
disponible si l'utilisateur Storage Center dans Enterprise Manager ne dispose que de privileges de
gestionnaire de volume.

Storage Center pour la réplication

Sélectionnez le Storage Center cible pour la réplication sur la page Storage Center.

Select Replication
Name | Source Storage Center Destination Storage Ce... | Replication Type
svdc_5ds Racks SC-3 64293 Rack8 SC-1 64505 Replication, Asynchronous
svdc_5ds Racka SC-3 64293 RackB SC-2 64506 Replication, Synchronous - High A
Next Cancel
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Profil de stockage

Utilisez la page Storage Profile (Profil de stockage) pour sélectionner un profil de stockage pour le
volume Dell. Pour plus d'informations sur les profils de stockage, voir Présentation du stockage Dell.

REMARQUE : La page Storage Profile (Profil de stockage) s'ouvre uniquement si le parametre des
préférences de l'utilisateur Allow Storage Profile Selection (Autoriser la sélection du profil de
stockage) est configuré pour l'utilisateur Storage Center dans Enterprise Manager.

Select the Storage Profile for this volume

»| Recommended (Al Tiers)
High Priority (Tier 1)
Medium Priority (Tier 2)
Low Priority(Tier 3)

Custom

Back Next Cancel

« Recommended (All Tiers) (Recommandé [tous les niveaux]) : sélectionnez cette option pour la plupart
des volumes. Le profil recommandé permet au systeme de migrer automatiquement les données
entre et dans tous les niveaux de stockage en fonction de l'utilisation et du type de données.

e High Priority (Tier 1) (Haute priorité [Niveau 1]) : sélectionnez cette option pour forcer les données de
volume a rester dans le stockage de niveau 1.

e Medium Priority (Tier 2) (Priorité moyenne [Niveau 2]) : sélectionnez cette option pour forcer les
données de volume a rester dans le stockage de niveau 2.

e Low Priority (Tier 3) (Faible priorité [Niveau 3]) : sélectionnez cette option pour forcer les données de
volume a rester dans le stockage de niveau 3.

e Custom (Personnalisé) : si disponible, sélectionnez un profil de stockage personnalisé approprié pour
les données de volume.

Sélection de modeéle

Utilisez la page Template Selection (Sélection de modéle) pour sélectionner un modéle de machine
virtuelle sur lequel baser une nouvelle machine virtuelle.
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Select Vinual Machine template
=) Select Virtual Machine template

Microsoft Windows 7 (64-bit) -

Details

Guest 0§  Microsoft Windows 7 (64-bit)
VM Version 10

CPU 1vCPU

Memory 4096 MB

Network VM Network

Annotations
Type WM Template
Status MNiA

Back Next Cancel

» Select Virtual Machine template (Sélectionnez un modéle de machine virtuelle) : sélectionnez un
modeéle de VM dans la liste déroulante des modéles disponibles.

* Details (Détails) : affiche les détails du modéle de VM actuellement sélectionné.

Sélection de modéle pour une machine virtuelle clone

Utilisez la page Template Selection (Sélection de modéle) pour sélectionner un modéle de machine
virtuelle a partir duquel cloner une machine virtuelle.

Select the VIMS or ViMtemplate

Select Virtual Machine template =) Select Virtual Machine

aj-nfs-vm lix

Details aj-em
o

Guest0S  Microsoft Windows Server 2008 R2 (64-bit) :
aj-multids

VM Version 10 Analytics VM

CPU 1vCPU V31 -

Memory 4096 MB

Metwork WM Network

Annotations
Type v
Status Powered Off

Back Next Cancel

« Select Virtual Machine template (Sélectionnez un modele de machine virtuelle) : sélectionnez un
modéle de VM dans la liste déroulante des modeles disponibles.

o Select Virtual Machine (Sélectionnez une machine virtuelle) : sélectionnez une VM dans la liste
déroulante des machines virtuelles disponibles.
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o Details (Détails) : affiche les détails du modele de VM actuellement sélectionné.

Volume

Utilisez la page Volume pour spécifier les attributs d'un nouveau volume Dell.

Create Dell Storage Volume

Volume name:
Size: |500 GB b

Volume Folder:
Select Volume Folder

[ Volumes

Back Next Cancel

* Volume Name (Nom du volume) : tapez un nom pour le volume.
» Size (Taille) : spécifiez la taille du volume.

* Volume Folder (Dossier de volume) : sélectionnez l'emplacement du dossier pour le volume.

Conservation de volume

Utilisez la page Volume Retention (Conservation de volume) pour spécifier les options de conservation
pour supprimer le volume ou le périphérique brut.

Storage Center volume options:
« Unmap volume
Unmap volume from selected hosts.
Place in Recycle Bin
Unmap volume from all hosts and place in the Recycle Bin,
Permanently delete

Unmap volume from all hosts and permanently delete.

Next Cancel
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e Unmap volume (Désadresser un volume) : sélectionnez cette option pour désadresser le volume de
I'héte. Le volume désadressé reste sur le Storage Center.

e Place in Recycle Bin (Placer dans la Corbeille) : sélectionnez cette option pour désadresser le volume
de I'néte et déplacer le volume vers la Corbeille. Au besoin, le volume peut étre récupéré a partir de la
Corbeille a une date ultérieure (@ moins que la Corbeille soit vidée). Pour récupérer un volume de la
Corbeille, utilisez Storage Center System Manager ou Enterprise Manager.

» Permanently delete (Supprimer définitivement) : sélectionnez cette option pour désadresser le
volume et supprimer définitivement le volume. Une fois définitivement supprimé, le volume ne peut
pas étre récupéré.

Sélection de VM

Si un volume de RDM est associé a la machine virtuelle, utilisez la page VM Selection (Sélection de VM)
de récupération pour sélectionner la machine virtuelle a utiliser pour accéder aux données récupéreées.

Customize virtual machine seftings:
Name

New Virtual Machine1
Mew Virtual Machine2
Mew Virtual Machine3
Mew Vifdual Machine4

MNew Virtual Machines

Virtual Machine Settings

Name: Mew Virtual Machine1

CPL: 1

Memory (MB): 4096

Network: Hetwork

VM Metwork 2

- Update

Back Next Cancel
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