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Préface :
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Présentation d'Unisphere

Unisphere est une application Web qui vous permet de vous connecter a un seul Storage Center ou plusieurs Storage Centers. La gestion
de plusieurs Storage Centers nécessite I'installation d'un Data Collector.Unisphere vous permet de contrbler, de gérer et d'analyser des
Storage Centers a partir d'une console de gestion centralisée.

e Unisphere for SC Series est utilisé pour vous connecter directement a un seul Storage Center.

e Unisphere Central for SC Series se connecte a plusieurs Storage Centers via un Storage Manager Data Collector. Le Storage Manager
Data Collector stocke les données qu’il collecte aupres des Storage Centers dans une base de données. Unisphere Central se connecte
au Data Collector pour effectuer des taches administratives et de surveillance.

Sujets :

¢ Configuration matérielle et environnementale
*  Composants Unisphere

e Ports par défaut utilisés par Unisphere Central
*  Prise en charge d'IPv6

. Fonctions Unisphere

Configuration matérielle et environnementale

Pour afficher la derniére configuration matérielle et environnementale de Unisphere Central 2020 R1, voir les notes de mise a jour de
Storage Manager 2020 R1 sur https://www.dell.com/support.

Configuration requise pour le navigateur Web Unisphere

Unisphere sur les navigateurs Web suivants :

e (Google Chrome
e Internet Explorer 11
@ REMARQUE : Unispherepourrait ne pas fonctionner correctement si la mise en cache du site Web est activée dans Internet
Explorer 11. Pour désactiver la mise en cache dans Internet Explorer 11, ouvrez la boite de dialogue Options Internet et cliquez sur
Parameétres dans la zone d'historique de navigation pour afficher la boite de dialogue Paramétres des données du site Web.
Ensuite, sélectionnez le bouton radio Chaque fois que je visite la page Web dans I'onglet Fichiers Internet temporaires et
décochez la case Autoriser les caches et bases de données de sites Web dans I'onglet Caches et bases de données.
e Mozilla Firefox
REMARQUE : Google Chrome est le navigateur recommandé. Les autres navigateurs web peuvent fonctionner, mais ne sont pas
officiellement pris en charge.

Compatibilité avec le systéme d'exploitation Storage Center

Unisphere 2020 R1 est compatible avec les versions 7.2 et supérieures de Storage Center.

Composants Unisphere

Unisphere et Unisphere Central comprend les composants suivants :
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Tableau 2. Composants d’Unisphere et Unisphere Central

Composant Description Documentation d’installation
Storage Manager Data Service collectant les données de Guide d’installation de Storage Manager
Collector principal rapport et les alertes aupres des
systemes de stockage gérés.
Unisphere Central for SC Interface Web qui s’affiche lors de Guide de I'administrateur d’Unisphere et Unisphere Central
Series la connexion a Storage Manager Data for SC Series

Collector. Unisphere Central for SC
Series fournit une interface de gestion
centralisée pour un ou plusieurs Storage
Centers.

Unisphere for SC Series Interface Web qui s’affiche lors de la Guide de I'administrateur d’Unisphere et Unisphere Central
connexion directe a un Storage Center. | for SC Series

Unisphere for SC Series fournit une
interface de gestion pour le Storage

Center.
Storage Manager Data Un deuxiéme Storage Manager Data Guide d’installation de Storage Manager et Guide de
Collector distant Collector connecté au Storage Manager | I'administrateur de Storage Manager

Data Collector principal. Le Storage
Manager Data Collector distant peut
servir a activer un site de reprise apres
sinistre si le Storage Manager Data
Collector principal devient indisponible.

Storage Manager Server Agent | Logiciel installé sur un serveur Windows | Guide de I'administrateur de Storage Manager
qui permet au Storage Manager Data
Collector de rassembler des informations
sur les objets de stockage sur un serveur
Windows.

Ports par défaut utilisés par Unisphere Central

Les composants Unisphere Central utilisent des connexions réseau pour communiquer entre eux et avec d'autres ressources réseau. Les
tableaux suivants répertorient les ports réseau par défaut utilisés par Storage Manager Data Collector, Unisphere Central for SC Series et
Storage Manager Server Agent. La plupart de ces ports sont configurables.

REMARQUE : Certains ports peuvent étre inutiles dans votre configuration. Pour plus d’informations, consultez la colonne Objectif

de chaque tableau.

Ports du Data Collector

Les tableaux suivants répertorient les ports par défaut utilisés par le Storage Manager Data Collector :

Ports du Data Collector entrants

@ REMARQUE : Configurez les regles de pare-feu sur le serveur sur lequel le Data Collector est installé pour activer les connexions
entrantes sur les ports Data Collector entrants.

LLe Data Collector accepte les connexions sur les ports suivants :

Port Protocole Nom Objectif

3033 TCP Port de serveur Web e Communications émanant des clients, notamment Unisphere
Central for SC Series, Unisphere Central et Dell Storage
Replication Adapter (SRA)

e Communication avec le répartiteur pour basculement
automatique
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Port Protocole Nom Objectif
e Alertes émanant des clusters FluidFS
3034 TCP Port de serveur Web Réception de la communication ESXi/vCenter pour |'attribution de
privileges d'acces a et I'administration de VASA et VVol
8080 TCP Port des services Web Réception :
herités e Communication Storage Manager Server Agent
e Alertes transmises par les SAN Storage Center
5989 TCP SMI-S sur HTTPS Réception des communications SMI-S cryptées

Ports du Data Collector sortants

LLe Data Collector lance des connexions vers les ports suivants :

Port Protocole Nom Objectif
25 TCP SMTP Envoi des notifications par e-mail
443 TCP SSL e Communication avec le Storage Manager Data Collector
e Envoi de données de diagnostic avec SupportAssist
199 TCP SIMS RMI Communication avec les Groupes PS Series gérés
1433 TCP Microsoft SQL Server Connexion a une base de données Microsoft SQL Server externe
3033 TCP SSL Communication avec les Storage Centers gérés
3306 TCP MySQL Connexion a une base de données MySQL externe
8080 TCP SDK VMware Communication avec les serveurs VMware
27355 TCP Port du service d'écoute | Communication Storage Manager Server Agent
du socket d'agent Server
Agent
35451 TCP FluidFS Communication avec les clusters FluidFS gérés
44421 TCP Diagnostics FluidFS Récupération de diagnostics depuis les clusters FluidFS gérés

Ports client

Les clients Unisphere Central utilisent les ports suivants :

Ports entrants

Unisphere Central n'utilise pas de ports entrants.

Ports sortants

Unisphere Central établit des connexions sur le port suivant :

Port

Protocole

Nom

Objectif

3033

TCP

Port de serveur Web

Communication avec le Storage Manager Data Collector

Ports de I’agent Server Agent

Les tableaux suivants répertorient les ports utilisés par Storage Manager Server Agent.
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Port Server Agent entrant

Le Server Agent accepte les connexions sur le port suivant.

Port

Protocole

Nom

Objectif

27355

TCP

Port du service d'écoute du socket d'agent
Server Agent

Réception des communications émanant du Data
Collector

Port Server Agent sortant

Le Server Agent lance des connexions vers le port suivant.

Port

Protocole

Nom

Objectif

8080

TCP

Port des services Web hérités

Communication avec le Data Collector

Prise en charge d'IPv6

Le Storage Manager Data Collector peut utiliser IPv6 pour accepter des connexions a partir de Unisphere et pour communiquer avec

les SAN Storage Center gérés.

Pour utiliser IPv6, attribuez des adresses IPv6 comme I'explique le tableau suivant.

Connexion IPv6

Configuration requise

Unisphere a Data Collector

L'ordinateur Unisphere doit avoir une adresse IPv6.

Le serveur Data Collector doit disposer a la fois d'une
adresse IPv4 et d'une adresse IPV6.

Data Collector vers Storage Center e | e serveur Data Collector doit disposer a la fois d'une
adresse IPv4 et d'une adresse IPv6.

e Le SAN Storage Center doit disposer a la fois d'une
adresse IPv4 et d'une adresse IPv6 sur l'interface de gestion.

Fonctions Unisphere

Unisphere offre les fonctions suivantes.

Gestion de Storage Center

Unisphere vous permet de gérer de maniére centralisée plusieurs Storage Centers. Pour chaque Storage Center, vous pouvez configurer
des volumes, des profils d'instantané et des profils de stockage. Vous pouvez €galement présenter le stockage configuré a des serveurs en
définissant des objets de serveur et en adressant des volumes sur ces objets.

Concepts associés

Administration d'un Storage Center , page 47

Serveurs

Unisphere vous permet de gérer le stockage qui est alloué aux serveurs.

Deux méthodes permettent de gérer les serveurs dans Unisphere :

e Ajout des serveurs a un Storage Center
e Enregistrement des serveurs Windows et VMware dans Storage Manager Data Collector.
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SMI-S

Unisphere Central prend en charge les spécifications SMI-S (Storage Management Initiative Specification), norme d'interface standard
développée par la SNIA (Storage Networking Industry Association). SMI-S permet a Unisphere Central d'interagir avec le logiciel et le
matériel de gestion du stockage d'autres fabricants.

@ REMARQUE : Le Storage Manager Data Collector doit étre installé dans un environnement Microsoft Windows. SMI-S n'est pas pris

en charge sur une appliance virtuelle.

VVols

Unisphere Central prend en charge l'infrastructure de volumes virtuels VMware (VVols). Les administrateurs VMware utilisent vCenter
pour créer des machines virtuelles et des VVols. vous devez étre connecté a un Data Collector pour pouvoir utiliser des VVols.

Lorsqu'il est correctement configuré, vous pouvez utiliser Unisphere Central pour gérer et afficher les VVols, les conteneurs de stockage,
les banques de données, et d'autres aspects de l'infrastructure VMware.

Surveillance des journaux

La fonction Surveillance des journaux fournit un emplacement centralisé pour I'affichage les alertes, indications et journaux Storage Center
collectés par Storage Manager Data Collector, ainsi que les événements systeme journalisés par Unisphere.

Concepts associés

Surveillance des Storage Centers , page 275

Surveillance des performances

La fonction Surveillance des performances permet d'accéder a des informations de synthese concernant les Storage Centers gérés, et
a des informations sur les performances d'E/S historiques et actuelles. Utilisez ces informations pour surveiller le statut et I'intégrité des
Storage Centers.

Concepts associés

Affichage des informations Storage Center , page 267

18 Présentation d'Unisphere



Mise en route

Pour gérer plusieurs Storage Centers, ouvrez un navigateur Web et connectez-vous au Data Collector.

Pour gérer un seul Storage Center, ouvrez un navigateur Web et connectez-vous directement au Storage Center.

Sujets :

e Connexion a plusieurs Storage Centers a I'aide d'Unisphere Central
¢ Connexion directe a un Storage Center a I'aide d'Unisphere
«  Etapes suivantes

Connexion a plusieurs Storage Centers a l'aide
d'Unisphere Central

Dans un navigateur Web, connectez-vous au Data Collector.

A propos de cette tache

Par défaut, vous pouvez ouvrir une session en tant qu'utilisateur Data Collector local. Si le Data Collector est configuré pour utiliser un
service d'annuaire externe, vous pouvez ouvrir une session en tant qu'utilisateur Active Directory ou Open LDAP. Si l'authentification
Kerberos est configurée, vous pouvez vous connecter automatiquement a l'aide de vos identifiants de session Windows sans avoir a les
saisir manuellement.

Etapes
1. Ouvrez un navigateur Web.

2. Saisissez I'adresse du Data Collector au format suivant :
https://Data Collector host name or IP address:3033/ui/home

3. Saisissez le nom d'utilisateur et le mot de passe d'un utilisateur Data Collector dans les champs Nom d'utilisateur et Mot de passe.

4. Cliquez sur Connexion.
Le navigateur Web se connecte au Data Collector et affiche la page Unisphere Central Accueil.

Connexion directe a un Storage Center a l'aide
d'Unisphere
Depuis un navigateur Web, connectez-vous directement au Storage Center.

A propos de cette tache

Par défaut, vous pouvez ouvrir une session en tant qu'utilisateur Storage Center local. Si le Storage Center est configuré pour utiliser
un service d'annuaire externe, vous pouvez ouvrir une session en tant qu'utilisateur Active Directory ou Open LDAP. Si l'authentification
Kerberos est configurée, vous pouvez vous connecter automatiquement a |'aide de vos informations de connexion de votre session
Windows sans avoir a les saisir manuellement.

Etapes
1. Ouvrez un navigateur Web.

2. Saisissez I'adresse du Storage Center au format suivant :
https://Storage Center host name or IP address/

3. Saisissez le nom d'utilisateur et le mot de passe d'un utilisateur Storage Center dans les champs Nom d'utilisateur et Mot de passe.
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4. Cliquez sur Connexion.
Le navigateur Web se connecte au Storage Center et affiche la page Unisphere Récapitulatif.

Etapes suivantes

Cette section décrit les opérations de base que vous devrez peut-étre réaliser aprés votre premiere connexion a Unisphere. Ces taches
dépendent de la configuration ; certaines sont inutiles sur certains sites.

Ajouter des utilisateurs Unisphere

En fonction de votre configuration, vous pouvez ajouter des utilisateurs a votre systéeme a I'aide du Data Collector, ou vous pouvez créer
des utilisateurs locaux sur le Storage Center a l'aide de Unisphere.

e Data Collector : le Data Collector contréle I'acces des utilisateurs aux fonctionnalités Unisphere Central et aux Storage Centers
associés sur la base des privileges attribués a ces utilisateurs : Créateur de rapports, Gestionnaire de volumes ou Administrateur. Les
nouveaux utilisateurs et Storage Centers associés sont créés et gérés uniquement par le Data Collector. Si vous souhaitez octroyer
I'acces aux Storage Centers a d'autres membres de I'organisation, utilisez Unisphere Central pour leur accorder I'accés a l'aide d'une
des méthodes suivantes :

o Créez des utilisateurs Data Collector locaux.

o Configurez le Data Collector afin d'authentifier les utilisateurs a l'aide d'un service d'annuaire Active Directory ou OpenlLDAP
externe, puis accordez I'acces a des utilisateurs et/ou des groupes d'utilisateurs d'annuaire particuliers.
e Storage Center : lorsqu'il est connecté directement & un Storage Center, vous avez la possibilité des groupes d'utilisateurs locaux pour
controler les objets de stockage qui peuvent étre visualisés par un utilisateur Storage Center. Le niveau de privilege d'un utilisateur
Storage Center contrble ce que I'utilisateur peut faire sur un Storage Center.

Ajout de Storage Centers

Ajoutez des Storage Centers au Data Collector afin qu'ils puissent étre gérés a l'aide d'Unisphere Central.

Concepts associés

Ajout et organisation de Storage Centers , page 47

Configurer des volumes Storage Center

Apres avoir ajouté des Storage Centers au Data Collector ou réalisé une connexion directe a un seul Storage Center, vous pouvez créer et
gérer des volumes sur les Storage Centers.

Vous pouvez également gérer les profils d'instantanés et les profils de stockage sur les Storage Centers.

Concepts associés

Gestion des volumes , page 51
Gestion des profils d'Snapshot , page 90

Ajout de serveurs a vos Storage Centers

Utilisez Unisphere pour ajouter des serveurs utilisant des volumes Storage Center aux Storage Centers associés. Pour activer des
fonctions supplémentaires, comme la possibilité d'afficher les informations concernant le systeme d'exploitation et la connectivité, ainsi que
la gestion des volumes ou Datastores mappés sur les serveurs, enregistrez ces serveurs aupres du Storage Manager Data Collector.

Concepts associés

Serveur Administration Storage Center , page 104
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Configuration des notifications par e-mail

Le Data Collector peut envoyer des e-mails pour vous avertir en cas d'alertes et de rapports automatisés préts. Pour activer les
notifications par e-mail, configurez les parametres SMTP sur le Data Collector et ajoutez une adresse e-mail a votre compte d'utilisateur
sur le Data Collector.

Concepts associés

Configuration d’alertes par e-mail pour les événements Unisphere Central , page 280
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Présentation de Storage Center

Storage Center est un réseau de zone de stockage (SAN) qui fournit un stockage centralisé au niveau bloc accessible via Fibre Channel,
iSCSI ou SAS.

Sujets :

*  Composants matériels de Storage Center
*  Fonctionnement de la virtualisation du stockage
e Interface utilisateur pour la gestion des Storage Center

Composants matériels de Storage Center

Un Storage Center est constitué d'un ou deux contréleurs et de commutateurs, et il peut également contenir un ou plusieurs boitiers de
disques.

Controleurs

Un contréleur de Storage Center fournit la capacité de traitement centralisé nécessaire au systeme d'exploitation de Storage Center
et a la gestion du stockage RAID. Un Storage Center est généralement configuré avec une paire de contréleurs. Dans le cas d'une
configuration Storage Center a deux contrdleur, les deux controleurs doivent &tre du méme modele.

Les cartes E/S du contrdleur assurent la communication avec les boitiers de disques et les serveurs qui utilisent le stockage. Les
Controleurs comportent deux types de ports d'E/S :

e Ports frontaux : les hotes, serveurs ou appliances NAS (Network Attached Storage) acceédent au stockage en se connectant aux
cartes E/S Fibre Channel du contréleur, aux cartes E/S FCoE ou iSCSI par l'intermédiaire d'un ou plusieurs commutateurs réseau.
Certains systemes de stockage sont équipés de ports SAS, désignés en tant que ports frontaux, et qui peuvent étre connectés
directement & un serveur. Les ports disponibles pour ces connexions se trouvent a l'arriere du contréleur, mais sont configurés comme
des ports frontaux.

e Ports arriére : les Boitiers, qui stockent les disques physiques fournissant le stockage arriere (back-end), se connectent directement
au contréleur. Les transports Fibre Channel et SAS sont pris en charge via des ports congus comme ports arriere. Les ports arriere
résident dans leur propre réseau privé entre les contrdleurs et les boitiers de lecteurs.

Commutateurs

Les commutateurs assurent une connectivité robuste sur les serveurs, ce qui autorise l'utilisation de plusieurs contréleurs et de chemins
de transport redondants. Le céblage entre les cartes E/S des contrdleur, les commutateurs et les serveurs est appelé « connectivité
frontale ».

Boitiers

Les Boitiers hébergent et contrdlent les lecteurs qui fournissent le stockage. Les Boitiers sont connectés directement sur les cartes E/S
des contréleur. Ces connexions sont appelées connectivité arriere.

Les battiers Fibre Channel Switched Bunch of Disks (SBOD) et Serial Advanced Technology Attachment (SATA) sont pris en charge
uniguement pour les Storage Centers existants et les migrations du contréleur.

Fonctionnement de la virtualisation du stockage

Le Storage Center virtualise le stockage en regroupant les disques dans des pools de stockage appelés types de stockage, qui contiennent
les petits blocs (pages) de données. Le systeme alloue le stockage de niveau bloc pour utilisation en définissant des volumes et en les

22 Présentation de Storage Center



adressant sur des serveurs. Le type de stockage et le profil de stockage associés au volume déterminent la maniere dont ce volume utilise
l'espace de stockage.

Le Storage Center combine les fonctions suivantes pour fournir un stockage virtualisé.

e \/olumes : allocation de stockage pour utilisation.
Types de stockage : définition d'une taille de page de données et de niveaux de redondance pour le dossier de disques.

Data Progression : déplacement de pages entre les différents niveaux et types de disques, de méme qu'entre les divers niveaux
de RAID d'un méme niveau de stockage.

e Profils de stockage : définition de la fagon dont Data Progression déplace les pages entre les divers niveaux.

Volumes

Un volume Storage Center est une unité logique de stockage qui peut représenter davantage d'espace logique que ce qui est
physiquement disponible sur le Storage Center. Pour pouvoir écrire des données sur un volume, vous devez |'adresser sur un serveur, puis
le formater en tant que lecteur. Selon la configuration du serveur, des données peuvent étre écrites sur le volume via iSCSI, Fibre Channel
ou SAS.

Le type de stockage et le profil de stockage sélectionnés lors de la création du volume déterminent le comportement de ce volume. Le
type de stockage définit la taille de page de données et les niveaux de redondance. Le profil de stockage détermine la maniére dont
Data Progression (Avancement des données) déplace des pages sur le volume entre les différents niveaux de disques et les divers
niveaux RAID.

Types de stockage

Un type de stockage est un pool de stockage d'une taille unique de page de données et avec des niveaux de redondance spécifiés. Le
Storage Center évalue les disques disponibles dans un dossier de disques et présente les options de type de stockage applicables. Une fois
la sélection établie, elle ne peut pas &tre modifiée sans I'assistance du support technique, méme lorsque les types de disque changent.

@ REMARQUE : Les systemes de stockage Série SCv2000 gerent les types de stockage automatiquement en affectant chaque classe
de disque a un nouveau type de stockage. Les types de stockage SSD ont une taille de page de données de 512 Ko et les types de
stockage sur disque dur ont une taille de page de données de 2 Mo. Ces types de stockage ne peuvent pas étre modifiés et les types
de stockage non redondants ne sont pas autorisés.

Types de disque

Le type des disques présents dans un Storage Center détermine la fagon dont Data Progression déplace les données entre les niveaux.
Storage Center prend en charge les disques SSD a écritures intensives et les disques durs 7 K, 10 K et 15 K. Un nombre minimal de disques
est requis : ils peuvent étre installés dans le contréleur ou dans un Boitier d'extension :

e Une matrice flash nécessite un minimum de quatre disques SSD de la méme classe de disque, par exemple quatre disques SSD a
écritures intensives.

e Une matrice hybride nécessite un minimum de sept disques durs ou de quatre disques SSD de la méme classe de disque, par exemple
sept disques durs 10 K.

Taille de page de données

Par défaut, les données sont migrées entre les couches et les niveaux RAID en blocs de 2 Mo. Les données peuvent étre déplacées dans
des blocs plus petits ou plus grands pour répondre aux besoins d'une application spécifique. Ces blocs sont appelés pages de données.

e 2 Mo : taille de page de données par défaut. Ce choix est le plus approprié pour la plupart des applications.

e 512 Ko : choix adapté aux applications dont les besoins en performances sont élevés ou dans les environnements ou les Snapshots
sont nombreux avec des E/S importantes. Le choix de cette taille augmente la charge de traitement et réduit I'espace maximal
disponible dans le type de stockage. Les systemes de stockage flash utilisent 512 Ko par défaut.

e 4 Mo : choix adapté aux systemes utilisant beaucoup d’espace disque et des Snapshots rares.
Avant de modifier le paramétre de page de données, contactez le support technique pour discuter de
I'impact sur les performances et obtenir des conseils sur la maniére de garantir que les ressources systéme restent
équilibrées.
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Redondance

LLa redondance fournit une tolérance de pannes en cas de défaillance d'un lecteur. Deux options de redondance sont disponibles.

e Redondant : protege contre la perte d'un lecteur (redondance simple) ou de deux lecteurs (redondance double) quelconques.

e Non redondant : utilise RAID O dans toutes les classes de toutes les couches. Les données sont réparties en bandes, mais il n'y a
aucune redondance. La défaillance d'un lecteur entrainera la perte de toutes les données.
@ REMARQUE : L'option Non redondant n'est pas recommandée, car les données ne sont pas protégées en cas de défaillance d'un

lecteur. N'utilisez le stockage non redondant pour un volume que si les données ont été sauvegardées ailleurs.

Les niveaux de redondance par niveaux une redondance simple ou double. Les options de redondance peuvent &tre restreintes en fonction
de la taille de disque.

e Redondance simple : les niveaux a redondance simple peuvent contenir I'un des types de stockage RAID suivants :
o RAID 10 (chaque lecteur est mis en miroir)
o RAID 5-5 (réparti sur 5 disques)
o RAID 5-9 (réparti sur 9 disques)

e Double redondance : la redondance double est le niveau recommandé pour tous les niveaux. Il est appliqué pour les disques durs
de 3 To ou plus et pour les SSD de 18 To ou plus. Les niveaux a redondance double peuvent contenir n'importe lequel des types de
stockage RAID suivants :

o RAID 10 Dual-Mirror (Double miroir) (les données sont écrites simultanément sur trois lecteurs séparés)
o RAID 6-6 (4 segments de données, 2 segments de parité par entrelacement)
o RAID 6-10 (8 segments de données, 2 segments de parité par entrelacement)

Configuration requise pour la redondance

La taille du lecteur permet de déterminer le niveau de redondance a appliquer a un niveau de lecteurs. Si un lecteur d'un niveau dépasse
une taille seuil, un niveau de redondance spécifigue peut étre appliqué au niveau contenant ce lecteur. Si un niveau de redondance est
requis, le systeme d'exploitation du Storage Center le définit et il ne peut pas étre modifié.

Tableau 3. Exigences et recommandations relatives a la redondance HDD

Taille du disque Niveau de redondance recommandé ou appliqué
Jusqu'a 3 To LLa redondance double correspond au niveau recommandé
@ REMARQUE : Le stockage non redondant n’est pas une option pour les systemes de stockage
Série SCv2000 a .
3 To et plus Redondance double requise et appliquée

Tableau 4. Exigences et recommandations relatives a la redondance SSD

Taille du disque Niveau de redondance recommandé ou appliqué
Jusqu'a 18 To La redondance double correspond au niveau recommandé
@ REMARQUE : Le stockage non redondant n’est pas une option pour les systemes de stockage
Série SCv2000 a .
18 To et plus Redondance double requise et appliquée

Gestion des disques

Le Storage Center geére a la fois les disques physiques et le mouvement des données dans le pool de disques virtuels. Les disques sont

organisés de fagon physique, logique et virtuelle.

e Physiquement : les disques sont regroupés en fonction du Boftier ou ils résident, comme l'affiche le dossier Boitiers.

e Logiquement : les disques sont regroupés par classe dans des dossiers de disques. Les boftiers Storage Center peuvent contenir
n'importe quelle combinaison de classes de disques.

e Virtuellement : tout I'espace disque est alloué a des niveaux. Les disques les plus rapides résident au niveau 1 et les disques plus
lents avec des performances plus faibles sont situés au niveau 3. Les données frégquemment utilisées restent au niveau 1, alors que
les données qui n'ont pas été consultées au cours des 12 derniers cycles d'avancement sont graduellement migrées vers les niveaux 2
et 3. Les données sont promues vers un niveau plus élevé apres trois jours d'activité constante. Les différents niveaux de disques
s'affichent lorsque vous sélectionnez un type de stockage.
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Pour les systemes de stockage SCv3000, SC5020 et SC7020, Storage Center utilise la fonction de placement automatique des lecteurs
pour gérer automatiquement les lecteurs. Lors de la configuration d'un systeme de stockage, Storage Center gere les disques dans les
dossiers selon leur fonction. Les lecteurs a cryptage automatique (SED) certifiés FIPS sont gérés dans un dossier séparé de celui des
autres disques. Lorsque Storage Center détecte de nouveaux disques, il les gere dans le dossier approprié.

Dans Storage Center version 7.3 et les versions supérieures, la fonction Placement de lecteurs automatique peut étre activée ou
désactivée pour toutes les instances Storage Centers (a I'exception des systemes de stockage Série SCv2000) a I'aide des parametres de
stockage de Storage Center.

Gestion des disques pour les systemes de stockage Série SCv2000

Les instances de Storage Centers avec des systemes de stockage Série SCv2000 gerent les disques automatiquement, ce qui limite les
options de gestion du disque. Apres I'sjout de disques, le Storage Center reconnait les nouveaux disques, crée un nouveau dossier de
disques si nécessaire, puis gere les disques dans le dossier de disques. Si un disque est arrété volontairement a des fins de test puis
supprimé, vous pouvez le restaurer afin de le gérer a nouveau dans un dossier de disques.

Les options de gestion de disque suivantes ne sont pas disponibles pour les systemes de stockage Série SCv2000 :
e (Création des dossiers de disques
e Ajout de disques aux dossiers de disques

e (Gestion des disques de secours

Dossiers de disques

Un dossier de disques contient a la fois des disques gérés et des disques de secours. Les disques gérés sont utilisés pour le stockage de
données. Les disques de secours sont conservés en réserve pour remplacer automatiquement un disque s'il tombe en panne. Par défaut, le
dossier de disques Attribué est le dossier de disques parent de tous les disques. Les lecteurs sont d'autre part regroupés par classe dans
des dossiers secondaires.

Classes de disques

Les disques sont classés en fonction de leurs caractéristiques de performances. Chaque classe est affichée dans un dossier différent dans
le dossier de disques Affecté.

e Disques durs : pour les disques durs, la classification de disque décrit sa vitesse de rotation et peut étre n'importe laquelle des trois
types de disque.
o 7K (RPM)
o 10K (RPM)
o 15K (RPM)
e Disques SSD : les disques SSD se distinguent par 'optimisation des opérations de lecture ou d'écriture.
o Intensif en écriture (SSD SLC)
o Intensif en lecture (SSD MLC)

Lecteurs de secours

Les lecteurs de secours sont des lecteurs ou espaces disque réserves par le Storage Center pour compenser un lecteur défaillant.
Lorsqu'un lecteur tombe en panne, le Storage Center répartit les données sur les lecteurs restants.

Capacité de remplacement distribuée

Lors de la mise a jour de Storage Center version 7.3, un message de banniere vous invite a optimiser les disques. Cliquez sur le lien

pour &tre guidé a travers le processus d’optimisation des disques de Capacité de remplacement distribuée. Au cours de I'optimisation des
disques, un compteur affiche la progression dans I'affichage Disques. Lorsque les disques sont optimisés, I'espace disque de secours est
distribué sur tous les lecteurs dans un dossier de lecteur et est désigné comme espace supplémentaire. Cela permet au systeme d’utiliser
tous les disques de maniere équilibrée et optimisée, et d’assurer un délai de reprise plus rapide apres une panne de disque. Capacité de
remplacement distribuée est la valeur par défaut pour les systemes livrés avec Storage Center version 7.3 ou supérieure.
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Lecteur de secours réservé

Pour les versions antérieures a Storage Center 7.3, un lecteur de secours est utilisé en remplacement du lecteur en panne. Storage Center
désigne au moins un lecteur de secours pour chaque classe de disque. Storage Center regroupe les lecteurs par groupes de 21 lecteurs
maximum. Dans chaque groupe de lecteurs, Storage Center désigne un lecteur de secours. Par exemple, une classe de lecteurs contenant
21 lecteurs comporte 20 lecteurs gérés et un lecteur de secours. En revanche, une classe de lecteurs contenant 22 lecteurs a 20 lecteurs
gérés et deux lecteurs de secours. Storage Center désigne un lecteur supplémentaire comme lecteur de secours. Storage Center désigne
le plus grand lecteur de la classe comme lecteur de secours.

Lorsque Storage Center utilise un lecteur de secours, une fonction appelée Redimensionnement du lecteur de secours permet a Storage
Center de modifier la taille d’'un lecteur de secours a plus grande capacité afin de correspondre a la capacité du lecteur en cours de
remplacement dans le niveau. Une fois que la taille du lecteur a été modifiée, elle ne peut plus retrouver sa taille d’origine. L'option
Redimensionnement du lecteur de secours est activée par défaut pour tous les contréleurs exécutant Storage Center version 7.2 a partir
de la version 7.2.11. Cette fonction permet au support technigue d’envoyer des lecteurs de plus grande capacité de la méme classe de
disques lorsqu’un lecteur de méme taille n’est pas disponible, proposant ainsi des délais de livraison plus rapides.

Data Progression

Le Storage Center utilise Data Progression pour déplacer les données au sein d'un environnement de stockage virtualisé. Data Progression
déplace les données entre les couches et les types de disques, de méme qu'entre les divers niveaux de RAID d'une méme couche, pour un
équilibre constant entre performances et codts.

Fonctionnement de Data Progression

Toutes les 24 heures, le Storage Center évalue |'utilisation des disques et déplace les données vers |'espace disque le plus efficace pour
l'utilisation de ces données. Par défaut, Data Progression s'exécute tous les jours a 19 h (heure systeme), mais le calendrier d'exécution
peut &tre modifié dans les parametres du Storage Center. Le comportement de Data Progression est déterminé par le profil de stockage
appliqué a chague volume. Data Progression s'exécute jusqu'a ce qu'elle soit terminée ou ait atteint la limite maximale d'exécution.

@ REMARQUE : Sur les systemes de stockage Série SCv2000, Data Progression déplace les données entre RAID 10 et RAID 5/6 et
resegmente RAID, mais il ne déplace pas les données entre les niveaux de stockage.

Data Progression et Snapshots

Storage Center utilise également Data Progression pour déplacer des Snapshots. Lorsqu'un Snapshot est créé, soit selon la planification
définie, soit manuellement, les données sont gelées et déplacées vers le niveau spécifié par le profil de stockage comme celle qui doit
stocker les Snapshots.

Les Snapshots peuvent se produire sous forme d'événement planifié selon le profil d'instantané, en créant manuellement un Snapshot ou a
la demande par Storage Center pour déplacer les données du Niveau 1 dans un type de stockage optimisé par Flash.

Modes Espace insuffisant

Un Storage Center passe en mode Economie d'énergie lorsque I'espace libre devient insuffisant et entre en mode Urgence lorsque le
systeme ne peut plus écrire sur les disques en raison d'un manque d'espace libre.

Avant de passer en mode Economie d'énergie, le Storage Center affiche les alertes indiquant que I'espace disque est faible. L'alerte refléte
la quantité d'espace restant, a 10 % de l'arrét du systeme. L'alerte se met a jour a chaque fois que I'espace restant diminue de 1 %.

Mode Conservation

Un Storage Center passe en mode Conservation lorsque I'espace non alloué devient insuffisant. Une action immédiate est alors nécessaire
pour éviter de passer en mode Urgence.
@ REMARQUE : Le mode Conservation étant proche du seuil d'urgence, veillez & ne pas I'utiliser comme un outil pour gérer le stockage

ou planifier I'ajout de lecteurs supplémentaires au Storage Center.

En mode Conservation, Unisphere réagit avec les actions suivantes :

e (Géneére une alerte mode Conservation.
e Empéche la création de nouveaux volumes.
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e Active l'expiration des instantanés plus rapidement que la normale (Storage Center version 7.2 et versions antérieures).

Mode Urgence

Storage Center entre en mode Urgence lorsque le systéme ne fonctionne plus en raison d'un manque d'espace libre.
En mode Urgence, Storage Center réagit avec les actions suivantes :

Géneére une alerte Mode Urgence.
Active I'expiration des instantanés plus rapidement que la normale (Storage Center version 7.2 et versions antérieures).
Empéche la création de nouveaux volumes.
Les volumes sont accessibles en lecture seule ou ils sont inaccessibles.
Empéche toute opération de redémarrage ou d'arrét
N'éteignez pas les controleurs de stockage en mode Urgence. Contactez le support technique pour
obtenir de I'aide afin de sortir du mode Urgence.

Comme le mode Urgence interdit toute E/S de serveur, le mode Urgence affecte le service. Les
administrateurs doivent apporter un soin particulier a la surveillance constante de I'espace libre sur le Storage Center
et, si nécessaire, ajouter ou libérer de I'espace pour éviter d'atteindre le seuil du mode Urgence.

Dépannage du mode Economie ou Urgence

Pour résoudre le mode Economie ou Urgence, récupérez I'espace disque utilisé.

A propos de cette tache

Effectuez chaque étape, puis attendez quelques minutes et vérifiez |'espace disque disponible.

Etapes
1. Supprimez tous les volumes inutiles et videz la corbeille.
2. Activez I'expiration des instantanés devenus inutiles.

Etapes suivantes

Si ces étapes ne permettent pas de sortir du mode Economie ou Urgence, contactez le support technique.

Prévention des modes Espace insuffisant

Gérez votre espace disque de facon & empécher un Storage Center de passer en mode Economie ou Urgence.
Pour éviter les problemes d'espace insuffisant, aidez-vous des conseils ci-dessous :

Videz la corbeille régulierement.
Diminuez la fréguence des Snapshots ou définissez les Snapshots de fagon a ce qu'ils expirent plus tot.

Remplacez le profil de stockage par un profil qui permet d'économiser plus d'espace. Les profils disponibles peuvent inclure Priorité
faible (Niveau 3) et Optimisation de I'efficacité.

Configurez une définition de seuil de fagon a créer une alerte lorsque l'espace commence a manqguer.

Migrez des volumes a partir d'un pagepool complet vers un autre pagepool avec davantage d'espace disponible.

Supprimez les volumes inutiles.

Si la réduction des données est sous licence, activez la compression ou la déduplication avec la compression sur certains volumes.

Profils de stockage

Les profils de stockage contrélent la maniere dont le Storage Center gere les données de volume. Pour chaque volume, le profil de

stockage sélectionné détermine le niveau de disque qui accepte les écritures initiales, ainsi que la fagon dont Data Progression déplace les

données entre les différents niveaux pour équilibrer performances et codts. Les profils de stockage prédéfinis constituent la méthode la

plus efficace pour gérer les données dans le Storage Center. Les profils de stockage disponibles sont déterminés par le type de stockage.
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Profils personnalisés pour les types de stockage standard

Le tableau ci-dessous récapitule les profils de stockage disponibles pour les types de stockage standard. Chaque profil est décrit plus en

détail apres le tableau.

Nom Couche d'écriture initiale Couche (T) et niveaux RAID | Avancement
Recommandé (Toutes les 1 Ecritures : T1 RAID 10 - Qui - tous les niveaux
couches) Snapshots : RAID 5/RAID 6
Priorité élevée (Couche 1) 1 Ecritures : T RAID 10 - Non

Snapshots : T1 RAID 5/RAID 6
Priorité moyenne (Couche 2) 2 Ecritures : T2 RAID 10 - Non

Snapshots : T2 RAID 5/RAID 6
Priorité faible (Couche 3) 3 Ecritures : T3 RAID 10 - Non

Snapshots : T3 RAID 5/RAID 6

@ REMARQUE : les profils Recommandé, Priorité élevée et Priorité moyenne ne sont pas disponibles pour le type de stockage Flash

Optimized.

Recommandé (Toutes les couches)

Le profil de stockage Recommandé n'est disponible que si vous disposez d'une licence Data Progression. Le codt et les performances sont
optimisés lorsque tous les volumes utilisent le profil de stockage Recommandé. Le profil Recommandé permet I'avancement automatique
des données a travers les différents niveaux de stockage, en fonction du type des données et de leur utilisation.

Lorsqu'un volume utilise le profil Recommandé, toutes les nouvelles données sont écrites sur le stockage de niveau 1 RAID 10. Data

Progression déplace les données moins actives vers le niveau 1 RAID 5/RAID 6 ou vers un niveau plus lent, en fonction de la fréguence
d'acces aux données. De cette maniére, les blocs de données les plus actifs restent sur les disques hautes performances, tandis que les
blocs moins actifs migrent automatiquement vers des disques SAS haute capacité économiques.

Comme les disques SSD sont automatiquement attribués au niveau de stockage 1, les profils qui incluent ce niveau 1 permettent aux
volumes d'utiliser le stockage SSD. Si vous possédez des volumes qui contiennent des données rarement consultées et qui ne nécessitent
pas les performances des disques SSD de niveau 1, utilisez un profil de priorité faible ou moyenne, ou bien créez et appliquez un nouveau

profil excluant le niveau de stockage 1.

Priorité élevée (Couche 1)

Le profil de stockage Priorité élevée offre les meilleures performances en stockant les données sur le niveau 1. Il est efficace concernant
l'utilisation de RAID 5 ou 6, mais il requiert des supports plus onéreux pour le stockage des données. La création d'un volume a I'aide du
profil de stockage Priorité élevée stocke les données écrites sur le niveau 1 RAID 10. Les données d'Snapshot sont stockées sur le niveau 1
RAID 5/RAID 6. Le Storage Center ne migre pas les données vers les niveaux de stockage inférieurs tant que le stockage de niveau 1 n'est

pas saturé.

Si vous n'avez pas de licence Data Progression, le profil de stockage par défaut est Priorité élevée. Sans avancement des données, vous
devez configurer les volumes afin d'utiliser un niveau de stockage spécifique, car les données ne sont pas migrées d'un niveau a l'autre.

Priorité moyenne (Couche 2)

Le profil de stockage Priorité moyenne offre un équiliore entre performances et économie. La création d'un volume a I'aide du profil
Priorité moyenne permet de stocker les données écrites sur le niveau 2 RAID 10. Les données d'Snapshot sont stockées sur le niveau 2
RAID 5/RAID 6. Le Storage Center ne migre pas les données vers les autres niveaux de stockage tant que le stockage de niveau 2 n'est

pas saturé.

Priorité faible (Couche 3)

Le profil Faible priorité offre le stockage le plus économique. La création d'un volume a I'aide du profil Faible priorité stocke les données
écrites sur le niveau 3 RAID 10. Les données d'Snapshot sont stockées sur le niveau 3 RAID 5/6. Le Storage Center ne migre pas les
données vers les niveaux de stockage supérieurs tant que le stockage de niveau 3 n'est pas saturé.
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Profils de stockage Flash Optimized

Le tableau ci-dessous récapitule les profils de stockage disponibles pour les types de stockage Flash Optimized. Chaque profil est décrit

plus en détail apres le tableau.

(Couche 3 vers couche 2)

Nom Couche d'écriture initiale Couche (T) et niveaux RAID | Avancement
Priorité faible (Couche 3) 3 Ecritures : T3 RAID 10 - Non
Snapshots : T3 RAID 5/6
Optimisé pour flash avec 1 Ecritures : TTRAID 10 - QOui pour tous les niveaux
avancement (Couche 1 vers Snapshots : T2/T3 RAID 5/6
toutes les couches)
Intensif en écriture (Couche 1) |1 Ecritures : TTRAID 10 - Non
Snapshots : T1 RAID 10
Flash uniguement avec 1 Ecritures : T1 RAID 10 - Oui pour le niveau 2 uniguement
avancement (Couche 1 vers Snapshots : T2 RAID 5
couche 2)
Priorité faible avec avancement |3 Ecritures : T3 RAID 10 - Qui pour le niveau 2 uniquement

Snapshots : T3 RAID 5/6 ou T2
RAID 5

Priorité faible (Couche 3)

Le profil Faible priorité offre le stockage le plus économique. La création d'un volume a I'aide du profil Faible priorité stocke les données
écrites sur le niveau 3 RAID 10. Les données d'Snapshot sont stockées sur le niveau 3 RAID 5/6. Le Storage Center ne migre pas les
données vers les niveaux de stockage supérieurs tant que le stockage de niveau 3 n'est pas saturé.

Flash Optimized avec avancement (Niveau 1 vers tous les niveaux)

Le profil de stockage Flash Optimized avec avancement offre le stockage le plus efficace pour un Boitier contenant des disques SSD
intensifs en lecture et intensifs en écriture. Lorsqu'un type de stockage utilise ce profil, toutes les nouvelles données sont écrites sur les
disques de niveau 1 intensifs en écriture. Les données d'Snapshot sont déplacées vers le niveau 2 et les données moins actives avancent

vers le niveau 3.

Si le niveau 1 est rempli a 95 %, le Storage Center crée un Snapshot avec gestion d’espace et le déplace immédiatement vers le

niveau 2 pour libérer de I'espace sur le niveau 1. L'Snapshot avec gestion d’espace est déplacé immédiatement et n'attend pas I'opération
d’avancement des données planifiée. Les Snapshots avec gestion d’espace sont marqués Created On Demand et ne peuvent pas
étre modifiés manuellement, ni utilisés pour créer des volumes d'affichage. Les Snapshots avec gestion d'espace s'intégrent au prochain
Snapshot manuel ou planifié. Le Storage Center ne crée qu’'un seul Snapshot a la demande a la fois pour chaque volume.

Intensif en écriture (Niveau 1)

Le profil de stockage Intensif en écriture dirige toutes les écritures initiales vers les disques SSD a écritures intensives de niveau 1 RAID 10.
Ces données n'avancent pas vers un autre niveau. Ce profil est utile pour le stockage de journaux de transaction et de fichiers de base de

données temporaires.

Flash uniguement avec avancement (Couche 1 vers couche 2)

Le profil de stockage Flash uniquement avec avancement effectue les écritures initiales sur des disques de niveau 1 hautes performances.
Les données moins actives avancent vers le niveau 2, mais elles demeurent sur les disques SSD. Ce profil est utile pour le stockage
de volumes avec des données nécessitant des performances de lecture optimale, comme la version Gold des images, les clones liés et

certaines bases de données.
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Priorité faible avec avancement (Couche 4 vers couche 2)

Le profil de stockage Priorité faible avec avancement dirige les écritures initiales vers des lecteurs RAID 10 de niveau 3 moins colteux, puis
permet I'avancement des données fréquemment utilisées vers le niveau 2. Ce profil est utile pour migrer de gros volumes de données vers
le Storage Center sans saturer les disques SSD de niveau 1.

Virtualisation du stockage pour les systéemes de stockage
Série SCv2000

Les systemes de stockage Série SCv2000 gerent automatiquement la plupart des options de virtualisation du stockage.

Gestion des disques sur les systemes de stockage Série SCv2000

Les systemes de stockage Série SCv2000 gerent les disques automatiquement, ce qui limite les options de gestion du disque. Aprés I'ajout
de disques, Storage Center reconnait les nouveaux disques, crée un nouveau dossier de disques si nécessaire, puis gere les disques dans
le dossier de disques. Si un disque est arrété volontairement a des fins de test puis supprimé, vous pouvez le restaurer afin de le gérer a
nouveau dans un dossier de disques.

Les options de gestion de disque suivantes ne sont pas disponibles pour les systemes de stockage Série SCv2000 :
e (Création des dossiers de disques
e Ajout de disques aux dossiers de disques

e (Gestion des disques de secours

Types de stockage des systémes de stockage Série SCv2000

Les controleurs de la série Série SCv2000 créent un type de stockage pour chaque classe de disque et gerent les types de stockage
automatiquement.

Les systemes de stockage Série SCv2000 gerent automatiquement les types de stockage de I'une des manieres suivantes :

Les types de stockage sont créés automatiquement pour chaque classe de disque.

Les types de stockage ont une taille de page de 2 Mo pour les dossiers de disque dur et une taille de page de 512 Mo pour les dossiers
SSD.

Les types de stockage ne peuvent pas étre modifiés.
Les types de stockage non redondants ne sont pas autorisés.

Hiérarchisation du RAID pour les systéemes de stockage Série SCv2000

La hiérarchisation du RAID pour les systemes de stockage Série SCv2000 déplace les données entre RAID 10 et RAID 5/6, mais il ne
déplace pas les données entre les niveaux de stockage.

Profils de stockage des systémes de stockage Série SCv2000

Le tableau suivant récapitule les profils de stockage disponibles pour les systémes de stockage Série SCv2000 :

Nom Couche d'écriture | Couche (T) et niveaux RAID Hiérarchisation du RAID
initiale
Equilibré 1 Ecritures : T1 RAID 10 Entre les types RAID
uniguement

Snapshots : T1 RAID 5/6

—_

Optimisation des performances Ecritures : T1RAID 10 Non

Snapshots : T1 RAID 10

Optimisation de I'efficacité 1 Ecritures : T1RAID 5/6 Non
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Nom Couche d'écriture | Couche (T) et niveaux RAID Hiérarchisation du RAID
initiale

Snapshots : T1 RAID 5/6

Equilibré
Le profil de stockage Equilibré équilibre I'efficacité et les performances de n'importe quel volume & I'aide de ce profil de stockage.

Lorsqu'un volume utilise le profil de stockage Equilibré, toutes les nouvelles données sont écrites sur le RAID 10. Lorsque le Storage Center
crée un Snapshot, Data Progression déplace les données de I'Snapshot de RAID 10 vers RAID 5/6.

Optimisation des performances

|'optimisation des performances conserve les nouvelles données et les données d'Snapshot sur RAID 10 pour améliorer les performances.
|'optimisation des performances convient a des volumes contenant des données importantes et fréquemment utilisées.

Optimisation de l'efficacité

|'optimisation de l'efficacité écrit les nouvelles données sur RAID 5/6 et conserve les données d'Snapshot sur RAID 5/6. Utilisez
I'optimisation de I'efficacité pour les volumes contenant des données de moindre importance et des données peu utilisées.

Interface utilisateur pour la gestion des Storage Center

Linterface utilisateur varie selon que vous vous connectez directement a un Storage Center ou via un Data Collector.

Vues Unisphere

Les vues Unisphere suivantes s’affichent lorsque vous connectez un navigateur Web a un Storage Center.

Vue Reécapitulatif

La vue Synthése est un tableau de bord qui affiche le résumé des informations sur le Storage Center.
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Figure 1. Tableau de bord Vue Synthése

Menu Stockage

Vue Volumes : pour créer et gérer des volumes et dossiers de volumes sur le Storage Center sélectionné.
Vue Serveurs : pour créer et gérer des adressages de serveur sur le Storage Center sélectionné.

Vue Profils : pour afficher, modifier et créer des profils de snapshot, de stockage et QoS pour le Storage Center sélectionné et les
appliquer aux volumes sélectionnés. La gestion des profils QoS est disponible uniqguement si elle est activée dans les parametres du
Storage Center.

e \/ue Disques : pour afficher et gérer les disques et dossiers de disques, notamment le rééquilibrage RAID et 'analyse des nouveaux
disques.

e Types de stockage : pour afficher des informations concernant I'utilisation actuelle du type, puis ajouter ou modifier les types du
Storage Center sélectionné.

Menu Systeme
e \/ue Matériel : pour afficher I'état du matériel et les informations de cablage, et pour configurer ou modifier les paramétres du

matériel.
e Vue Ports : pour afficher les informations d'état et de configuration des ports de controleur et des domaines de pannes.

Menu Mobilité des données

e Vue Importations : pour créer et afficher les connexions distantes iSCSI aux contrdleurs de stockage auxquels vous avez acces.
Cette vue vous permet également de rechercher et d'importer des données a partir de périphériques externes.
e \ue Controles de la bande passante : pour définir la priorité des E/S.
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Menu Surveillance

Vue Alertes : pour afficher et acquitter les alertes générées pour le Storage Center.

Vue Journaux : pour afficher les journaux provenant du Storage Center.

Vue Seuils : pour afficher I'utilisation d’'E/S et les alertes de seuil de stockage pour le Storage Center.

Vue Performances : pour afficher les statistiques historiques des performances d'E/S du Storage Center sélectionné et des objets de
stockage associés.

e \ue Croissance : pour afficher les graphiques de croissance des objets de stockage du Storage Center.

Menu Rapports

Contient la vue Temps réel qui permet d'afficher I'état actuel d'un volume et ses statistiques.

Pages et vues Unisphere Central

Les pages et vues Unisphere Central s'affichent lorsque vous connectez un navigateur Web a un Data Collector :

Page d’accuell

La page d’'Accueil est un tableau de bord qui affiche des informations relatives aux Storage Centers gérés par le Data Collector.

= DYLLEMC | Unisphere Central for SC Series W rluswhatyouthiokl & Adminv g 2
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Figure 2. Tableau de bord de la page d’accueil

Stockage

Les vues suivantes sont accessibles sous le menu Stockage :

e \/ue Storage Centers : permet d’afficher I'état des Storage Centers gérés par le Data Collector.

e Vue Volumes : permet d’'afficher et de créer des volumes sur tous les Storage Centers gérés par le Data Collector.

e \/ue Serveurs : permet de créer et de gérer des serveurs connectés sur tous les Storage Centers gérés par le Data Collector.

Mobilité des données

Les vues suivantes sont accessibles sous le menu Mobilité des données :

e Réplications & vue Live Volumes : permet d’afficher et de créer des réplications et des migrations de données entre des Storage
Centers gérés par le Data Collector. Egalement utilisé pour gérer les connexions aux Storage Centers distants.

e Vue Reprise apreés sinistre : permet d'afficher et de créer des options de reprise apres sinistre pour les Storage Centers gérés par le
Data Collector.

e \/ue Importations : permet d’'afficher et de créer des connexions aux périphériques externes eux-mémes connectés aux Storage
Centers gérés par le Data Collector.

e Vue Contrdles de la bande passante : permet d’afficher et de créer des contréles de la bande passante d'E/S sur les Storage
Centers gérés par le Data Collector.
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Surveillance
Les vues suivantes sont accessibles sous le menu Surveillance :
e \ue Alertes : permet d'afficher et d’acquitter les alertes générées pour les Storage Centers sur le Data Collector.

e Vue Journaux : permet d’afficher et d’exporter des journaux envoyés depuis les Storage Centers gérés par le Data Collector.

e \ue Seuils : permet d'afficher les alertes de seuil, de créer des définitions de seuils et de créer des requétes de seuil pour les Storage
Centers gérés par le Data Collector.

Rapports

Les vues suivantes sont accessibles sous le menu Rapports :
e \/ue Historique : permet d'afficher et de générer des rapports historiques pour les Storage Centers gérés par le Data Collector.

Controleur de données

La vue Data Collector permet d’accéder a toutes les options de gestion du Data Collector, notamment I'acces utilisateur au systeme,
SupportAssist et les options de collecte de données, ainsi que d’autres fonctions générales du systeme.
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Déploiement de Storage Center

Utilisez I'Assistant Initialiser Storage Center dans Unisphere Central pour découvrir et configurer les Storage Centers.

Si vous ne disposez pas d'un acces a Unisphere Central, utilisez I'Unisphere Discovery Utility afin de découvrir et de configurer les Storage
Centers.

Sujets :

Initialisation d’'un Storage Center
Unisphere Discovery Utility

Initialisation d’un Storage Center

Utilisez I'Assistant Initialiser Storage Center pour découvrir et déployer des Storage Centers non configurés.

Ouverture de I’Assistant Initialiser Storage Center

Pour ouvrir I'Assistant Initialiser Storage Center, suivez les étapes ci-dessous :

Etapes

e Pour accéder a I'Assistant Initialiser Storage Center a partir du Data Collector :

1.
2.

3.

4,

5.

Ouvrez un navigateur Web.
Saisissez I'adresse du Data Collector dans le navigateur, au format suivant :
https://Data Collector host name or IP address:3033/

@l REMARQUE : L'ordinateur qui accéde au Data Collector doit se trouver sur le méme sous-réseau que le Data Collector.

Saisissez le nom d'utilisateur et le mot de passe d'un utilisateur Data Collector dans les champs Nom d'utilisateur et Mot de
passe.

Cliguez sur Connexion.

Le navigateur Web se connecte au Data Collector et affiche la page d’Accueil d'Unisphere Central.

A partir de la page d’Accueil d’Unisphere Central, cliquez sur I'+ ¥ (Nouveau), puis sélectionnez Initialiser Storage Center.
L’Assistant Initialiser Storage Center s’affiche, ainsi que la page d’Introduction.

e Sile Storage Center est installé sur un réseau avec DHCP activé, vous pouvez accéder a I'Assistant Initialiser Storage Center en vous
connectant directement a un Storage Center.

1.

2,

e

8.

Ouvrez un navigateur Web.

Saisissez le numéro de service ou I'adresse IP du Storage Center dans le navigateur, au format suivant :

https://Storage Center service tag or IP address/

Saisissez Admin dans le champ Nom d’utilisateur.

Saisissez mmm dans le champ Mot de passe.

Cliquez sur Connexion.

Le navigateur web se connecte au Storage Center et la boite de dialogue Modifier le mot de passe s'affiche dans I'interface
Unisphere.

Saisissez mmm dans le champ Mot de passe actuel.

Saisissez un nouveau mot de passe pour |'utilisateur Admin dans les champs Nouveau mot de passe et Confirmer le mot de
passe.

Cliquez sur OK.

L’Assistant Initialiser Storage Center s’affiche, ainsi que la page d’Accueil.

Si vous n'avez pas acces a un Data Collector et que vous ne parvenez pas a vous connecter directement a un Storage Center, utilisez

Unisphere Discovery Utility pour découvrir et initialiser un Storage Center.
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Onglet Installer

Utilisez I'onglet Installer pour configurer le réseau de gestion et les paramétres de sécurité d’'un Storage Center.

Connecte a I'Assistant Initialiser Storage Center sur le Data Collector
Découverte des Storage Centers , page 36

Bienvenue sur Storage Center , page 37

Configuration des parametres de réseau de gestion , page 37

Définir un mot de passe , page 38

Confirmation de la configuration du Storage Center , page 38

Réalisation de I'installation , page 38

Connecte a I'Assistant Initialiser Storage Center sur le Storage Center

e Bienvenue sur Storage Center , page 37
e Configuration des parametres de réseau de gestion , page 37
e (SC9000 uniguement) Créer un dossier de disques , page 37

Présentation de la configuration initiale de Storage Center

La page Configuration initiale de Storage Center fournit une liste des actions préalables a exécuter et des informations nécessaires pour
configurer un Storage Center.

E

1. Vérifiez que les conditions préalables répertoriées sur la page Configuration initiale de Storage Center sont remplies.
2. \Vérifiez que les informations requises pour configurer le Storage Center sont collectées.
3

Cliquez sur Suivant. La page Découverte des instances de Storage Centers s’affiche et répertorie les instances de Storage Centers
non configurées.

@ REMARQUE : Si I'Assistant ne découvre pas le Storage Center que vous souhaitez configurer, effectuez les actions suivantes :
e Assurez-vous que le matériel Storage Center est physiqguement connecté a tous les réseaux nécessaires.

e Cliquez sur C' (Actualiser) pour redécouvrir les instances de Storage Centers non configurées.

Découverte des Storage Centers

Utilisez la page Découverte des Storage Centers pour sélectionner le Storage Center a initialiser.

Etapes

1. (Facultatif) Pour rafraichir la liste des Storage Centers non configurés, cliquez sur I'C* (Rafraichir).

2. Sélectionnez le Storage Center a initialiser.

3. (Facultatif) Pour faire clignoter le voyant situé a I'avant du Storage Center sélectionné, cliqguez sur Activer le voyant lumineux.
Vous pouvez utiliser le voyant lumineux pour vérifier visuellement que vous avez sélectionné le bon Storage Center.

4. Pour afficher les lecteurs détectés par le Storage Center sélectionné, cliquez sur Affichez les disques.

B. Sile Storage Center sélectionné est partiellement initialisé et que la sécurité est activée :

a. Cliquez sur Fournissez un mot de passe.
La boite de dialogue Fournissez un mot de passe s'ouvre.

b. Saisissez le mot de passe de I'utilisateur Admin du Storage Center dans le champ Mot de passe.

®| REMARQUE : Le mot de passe par défaut de I'utilisateur Admin de Storage Center est mmm.

6. Cliquez sur Suivant.
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Bienvenue sur Storage Center

Accédez a la page d'accueil pour attribuer un nom au Storage Center et afficher le Contrat de licence d'utilisateur final.

Saisissez un nom pour le Storage Center dans le champ Nom.
Vérifiez que le numéro de service ou numéro de série qui s'affiche sur la page d’accueil correspond au Storage Center a initialiser.

Sélectionnez la langue du Contrat de licence d'utilisateur final & afficher dans le menu déroulant, puis cliquez sur Conditions
d’utilisation pour ouvrir le contrat.

Pour autoriser I'installation du Storage Center, saisissez le nom du client et le titre dans les champs Nom du client approbateur et
Titre du client approbateur.

@ REMARQUE : Les champs Nom du client approbateur et Titre du client approbateur ne s’affichent pas pour les Série SCv3000
systemes de stockage.

Cliquez sur Suivant.

Configuration des parameétres de réseau de gestion

Utilisez la page Réseau de gestion pour configurer les paramétres du réseau de gestion pour le Storage Center.

Etapes

1.

2,

3.

Sélectionnez le mode de configuration du réseau de gestion a partir du menu déroulant Source de la configuration réseau.
e DHCP IPv4 uniquement : les adresses IP sont attribuées de fagon dynamique.
e Statique : les adresses IP doivent étre spécifiées manuellement.

Si la source de la configuration réseau est définie sur Statique, spécifiez les parametres du réseau de gestion dans les champs
suivants :

Parameétres IPv4 de gestion
a. Saisissez I'adresse IPv4 de gestion pour le Storage Center dans le champ Adresse virtuelle.

L’adresse de gestion IPv4 correspond a I'adresse IP qui est utilisée pour gérer le Storage Center. Elle differe de I'adresse de
gestion IPv4 des controleurs de stockage.

b. Saisissez une adresse de gestion IPv4 pour chaque contrdleur de stockage dans les champs associés.

c. Saisissez le masque de sous-réseau IPv4 du réseau de gestion dans le champ Masque de sous-réseau.
d. Saisissez I'adresse de la passerelle IPv4 du réseau de gestion dans le champ Adresse de la passerelle.
(Facultatif) Parameétres IPv6 de gestion

a. Saisissez I'adresse IPv6 de gestion pour le Storage Center dans le champ Adresse virtuelle.

L’adresse de gestion IPv6 correspond a I'adresse IP qui est utilisée pour gérer le Storage Center. Elle differe de I'adresse de
gestion IPv6 des contrdleurs de stockage.

b. Saisissez une adresse de gestion IPv6 pour chaque controleur de stockage dans les champs associés.

c. Entrez le préfixe de I'adresse IPv6 dans le champ Préfixe.

d. Entrez I'adresse de passerelle IPv6 dans le champ Adresse de la passerelle.

Parameétres réseau

a. Saisissez le nom de domaine du réseau de gestion dans le champ Nom du domaine.

b. Saisissez les adresses de serveur DNS du réseau de gestion dans les champs Serveur DNS et Serveur DNS secondaire.

¢. (Facultatif) Saisissez les adresses de serveurs DNS secondaires du réseau de gestion dans les champs Serveur DNS secondaire.
Cliquez sur Suivant.

(SC9000 uniquement) Créer un dossier de disques

1.
2.

Créez un dossier de disques pour gérer les disques non attribués.

Etapes

Attribuez un nom au dossier de disques.
(Facultatif) Pour créer un dossier de disques sécuris€, cochez la case Créer en tant que dossier de données sécurisées.
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®| REMARQUE : Cette option est uniguement disponible si tous les lecteurs prennent en charge les données sécurisées.

3. Sélectionnez les lecteurs a inclure dans le dossier de disques.
4. Cliquez sur Terminer.

Définir un mot de passe

La page Sécurité permet de définir un mot de passe pour I'utilisateur Admin du Storage Center.

Etapes

1. Saisissez un mot de passe pour I'utilisateur Admin du Storage Center dans le champ Nouveau mot de passe.

2. Saisissez de nouveau le mot de passe de l'utilisateur Admin du Storage Center dans le champ Confirmer le mot de passe.
3. Cliquez sur Suivant.

Confirmation de la configuration du Storage Center

Assurez-vous que les informations de configuration affichées sur la page Résumé sont correctes avant de continuer. Si vous avez
sélectionné DHCP IPv4 comme source de configuration réseau, les adresses IP attribuées dynamiquement sont affichées sur cette page.

Etapes
1. Vérifiez que les parametres de Storage Center sont corrects.
2. Siles informations de configuration sont correctes, cliqguez sur Suivant.

Si les informations de configuration sont incorrectes, cliquez sur Précédent et fournissez les informations correctes.
@ REMARQUE : Une fois que vous cliquez sur le bouton Suivant, la configuration ne peut pas étre modifiée tant que le Storage
Center n'est pas entierement déployé.

Reéalisation de ’'installation

Utllisez la page Installation terminée pour vous connecter au Storage Center lorsque tous les parametres dans la page Résumé sont
appliqués au Storage Center.

Etapes

Cliquez sur Terminer.
L'onglet Configurer de I'Assistant Initialiser Storage Center s'affiche.

Onglet Configurer

Utilisez I'onglet Configurer pour déployer le Storage Center, puis configurez d’autres parametres de Storage Center.

Déploiement du Storage Center , page 38

Entrée des parametres du serveur gestionnaire de clés , page 39
Créer un type de stockage , page 39

Sélection des types de ports a configurer , page 39

Configurer les parametres d'heure , page 41

Configurer les parametres de serveur SMTP , page 42

Déploiement du Storage Center

L’Assistant Storage Center réalise des taches de déploiement de systeme.

Etapes

1. (SC9000 uniquement) Pour ajouter un second contrdleur au systeme de stockage, procédez comme suit :
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2.
3.

Cochez la case Ajouter un second contréleur.

Saisissez le numéro de série du matériel du second contrdleur dans le champ Nouveau contrdleur HSN.
Saisissez I'adresse IPv4 du port de gestion du second contréleur dans le champ Adresse 1Pv4 EthO.

Saisissez I'adresse IPv4 du port Eth1 du second contrdleur dans le champ Adresse IPv4 Eth1.

Saisissez I'adresse IPv6 du port de gestion du second contréleur dans le champ Adresse IPv6 EthO.

Saisissez le préfixe de sous-réseau du port de gestion du second contrdleur dans le champ Préfixe IPv6 EthO.
g. Cliquez sur Commencer le déploiement.

P a0 oo

Attendez que toutes les taches de déploiement de Storage Center soient terminées.
Cliquez sur Suivant.

Entrée des parametres du serveur gestionnaire de clés

Spécifiez les parametres du serveur de gestion de clés, comme le nom d'hdte et le port.

Etapes

1.

2.
3.

Dans le champ Nom de I'hdte, entrez le nom d'hdte ou l'adresse IP du serveur de gestion des clés.
Dans le champ Port, entrez le numéro d'un port pouvant communiguer avec le serveur de gestion de clés.

Dans le champ Délai d'attente, entrez le délai (en secondes) a l'issue duguel le Storage Center doit cesser ses tentatives de
reconnexion au serveur de gestion de clés apres un incident.

Pour ajouter d'autres serveurs de gestion de clés, entrez le nom d'héte ou I'adresse IP d'un autre serveur de gestion de clés dans la
zone Noms d'hdte de remplacement, puis cliquez sur Ajouter.

Si le serveur de gestion de clés requiert un nom d'utilisateur pour valider le certificat du Storage Center, entrez le nom dans le champ
Nom d'utilisateur.

Si le serveur de gestion de clés requiert un mot de passe pour valider le certificat du Storage Center, entrez le mot de passe dans le
champ Mot de passe.

Cliquez sur Parcourir en regard du certificat d'autorité de certification (CA) racine. Sur votre ordinateur, naviguez jusqu'a
I'emplacement du certificat d'autorité de certification (CA) racine et sélectionnez-le.

Cliquez sur Parcourir en regard des champs des certificats des contréleurs. Sur votre ordinateur, naviguez jusqu'a I'emplacement des
certificats des contrdleur et sélectionnez-les.

Cliquez sur Suivant.

Créer un type de stockage

La page Nouveau type de stockage permet de créer un type de stockage pour le Storage Center.

E
1.
2.
3
4

tapes

(Facultatif) Pour créer le type de stockage aprés la configuration initiale, décochez la case Créer un type de stockage.
Sélectionnez le niveau de redondance pour le type de stockage.

Sélectionnez la taille de page pour le type de stockage dans le menu déroulant Taille de page.

Sélectionnez le niveau de redondance pour chaque niveau a partir des menus déroulants Niveau.

®| REMARQUE : Une redondance double peut étre forcée au sein d'un niveau selon la taille des lecteurs présents dans ce niveau.

Cliquez sur Suivant.

Sélection des types de ports a configurer

Utilisez la page Tolérance aux pannes pour sélectionner les types de ports a configurer sur le Storage Center.

Etapes

1.

2,

Cochez les cases des types de ports a configurer.
Cliquez sur Suivant.
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Configuration des ports Fibre Channel

La page Fibre Channel : la fonctionnalité Configuration du domaine de pannes permet de créer des domaines de pannes pour les ports
Fibre Channel.

Etapes
1. Pour générer automatiquement une configuration des domaines de pannes en fonction du zonage Fibre Channel détecté, cliquez sur
Générer la configuration.

2. Siles zones Fibre Channel n'ont pas été configurées, cliquez sur +(Nouveau) pour créer manuellement un domaine de pannes Fibre
Channel.

La boite de dialogue Créer un domaine de pannes Fibre Channel s’affiche.
a. Saisissez le nom du domaine de pannes dans le champ Nom.
b. (Facultatif) Saisissez les remarques relatives au domaine de pannes dans le champ Remarques.

c. Sélectionnez les ports & inclure dans le domaine de pannes.
d. Cliquez sur OK.

3. Cliquez sur Suivant.
La page Fibre Channel - Récapitulatif du domaine de pannes s’affiche.

4. Siles zones Fibre Channel n'ont pas été configurées, utilisez le logiciel de votre fournisseur de commutateurs pour créer des zones
pour chague domaine de pannes Fibre Channel.

5. Cliquez sur Suivant.

(Série SCv3000 uniquement) Configuration des ports Fibre Channel

Utilisez la page Fibre Channel — Vérification des domaines de pannes pour afficher les domaines de pannes générés automatiquement.

Etapes
1. Sil'Assistant affiche un message d’erreur a propos du cablage du port Fibre Channel, corrigez le probleme de céblage, puis cliquez sur
I'C' (Régénérer) pour régénérer les domaines de pannes Fibre Channel.

2. Cliquez sur Suivant.
La page Fibre Channel - Récapitulatif du domaine de pannes s’affiche.

3. Utilisez le logiciel de votre fournisseur de commutateurs pour créer des zones pour chaque domaine de pannes Fibre Channel.
4. Cliquez sur Suivant.

Configuration des ports iSCSI

La page iSCSI — Configuration du domaine de pannes permet de créer des domaines de pannes pour les ports iSCSI.

Etapes

1. Cliquez sur + (Nouveau) pour créer un domaine de pannes iSCSI.

La boite de dialogue Créer un domaine de pannes iSCSI s'ouvre.

Saisissez le nom du domaine de pannes dans le champ Nom.

Saisissez I'adresse cible pour le port de contréle iSCSI dans le champ Adresse IPv4 cible.

Saisissez le masque de sous-réseau du réseau iISCSI dans le champ Masque de sous-réseau.

Saisissez I'adresse IP de la passerelle par défaut du réseau iSCSI dans le champ Adresse IPv4 de la passerelle.
(Facultatif) Saisissez les remarques sur le domaine de pannes dans le champ Remarques.

N oo hoN

Configurez les ports a inclure dans le domaine de pannes.

a. Cliquez sur # (Modifier).

Sélectionnez le port a inclure dans le domaine de pannes.
Cochez la case Inclure dans le domaine de pannes.
Saisissez I'adresse IP du port dans le champ Adresse IPv4.
Cliquez sur Définir.

oo o

Répétez les étapes précédentes pour ajouter d'autres ports au domaine de pannes.
8. Cliquez sur OK.
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9.

Répétez les étapes précédentes pour créer d’autres domaines de pannes.
Cliquez sur Suivant.

10. Affichez les domaines de pannes iSCSI qui ont été créés, puis cliquez sur Suivant.

(Série SCv3000 uniquement) iSCSI - Vérification des domaines de pannes

Utilisez la page iSCSI — Vérification des domaines de pannes pour afficher les configurations de domaine de pannes générées
automatiguement.

Etapes

1.

o

N o o N

9.

Si I'Assistant affiche un message d'erreur relatif au cablage du port iSCSI, corrigez le probléme, puis cliquez sur I'C' (Régénérer) afin
de régénérer les domaines de pannes iSCSI.

Sélectionnez le domaine de pannes sur lequel spécifier les adresses IP pour la cible et les ports de contrdleur.
Cliquez sur Définir les adresses IPv4 pour domaine de pannes.
La boite de dialogue Définir des adresses IPv4 pour le domaine de pannes s’affiche.
Saisissez I'adresse cible du port de contrble iSCSI dans le champ Adresse IPv4 cible.
Saisissez le masque de sous-réseau du réseau iISCSI dans le champ Masque de sous-réseau.
Saisissez I'adresse IP de la passerelle par défaut du réseau iSCSI dans le champ Adresse IPv4 de la passerelle.
Pour configurer les adresses IP des ports iSCSI, procédez comme suit :
a. Sélectionnez un port a modifier.
b. Cliquez sur # (Modifier).
c. Saisissez 'adresse IP du port dans le champ Adresse IPv4.
d. Cliquez sur Définir.
Répétez les étapes précédentes pour ajouter d'autres ports au domaine de pannes.

Cliquez sur OK.
Répétez les étapes précédentes pour les autres domaines de pannes.

Cliquez sur Suivant.

10. Affichez les domaines de pannes iSCSI qui ont été créés, puis cliquez sur Suivant.

Configuration des ports SAS

Pour créer des domaines de pannes pour les ports SAS, procédez comme suit :

Prérequis

Un port provenant de chaque contrdleur dans le méme domaine d'erreur doit étre cablé.

e Les ports pour chaque domaine d'erreur doivent &tre cablés sur le méme serveur.

Etapes

1. Vérifiez les informations de la page SAS - Ports de cable. Si le Storage Center n’est pas céblé correctement pour créer des
domaines de pannes, réparez le cablage, puis cliquez sur Rafraichir.

2. Cliquez sur Suivant.
Passez en revue les domaines de pannes qui ont été créeés.

3. Cliquez sur Suivant.

Configurer les parameétres d'heure

Configurez un serveur NTP pour régler I'heure automatiquement ou définir I'heure et la date manuellement.

Etapes

1.

2,

Dans la région de fuseau horaire et de menus déroulants, sélectionnez la région et le fuseau horaire utilisée pour définir I'horaire.

Sélectionnez Utiliser un serveur NTP et saisissez le nom d'hdte ou I'adresse IPv4 du serveur NTP, ou sélectionnez Définir I'heure
actuelle et définissez la date et I'hneure manuellement.
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3. Cliquez sur Suivant.

Configurer les parameétres de serveur SMTP

Si vous avez un serveur SMTP, configurez les parametres d'e-mail SMTP de fagon a recevoir des informations de la part des Storage
Center a propos des erreurs, avertissements et événements.

Etapes

1. Par défaut, la case Activer la messagerie SMTP est cochée et activée. Si vous n'avez pas de serveur SMTP, vous pouvez
désactiver la messagerie SMTP en décochant la case Activer la messagerie SMTP.
2. Si, au contraire, si vous avez un serveur SMTP, configurez les parametres de serveur SMTP.
a. Dans le champ Adresse e-mail du destinataire, saisissez |'adresse e-mail a laquelle les informations seront envoyées.
b. Dans le champ Serveur de messagerie SMTP, saisissez I'adresse IP ou le nom de domaine entierement qualifié (FQDN) du
serveur de messagerie SMTP.
c. (Facultatif) Dans le champ Serveur de messagerie SMTP de sauvegarde, saisissez 'adresse IP ou le nom de domaine
entierement qualifié (FQDN) d'un serveur de messagerie SMTP de sauvegarde, puis cliquez sur OK.
d. Cliquez sur Tester le serveur pour vérifier la connectivité au serveur SMTP.
e. Sile serveur SMTP requiert que les e-mails contiennent une adresse d'expéditeur (MAIL FROM), spécifiez une adresse
électronique dans le champ Adresse e-mail de I'expéditeur.
f.  (Facultatif) Dans le champ Ligne d'objet commune, entrez la ligne d'objet & utiliser pour tous les messages envoyés par le
Storage Center.

3. Cliquez sur Terminer.

Onglet Connecter

Utilisez I'onglet Connecter pour configurer SupportAssist et mettre a jour le logiciel Storage Center.

Acceptation du contrat de collecte de SupportAssist , page 42
Fournir les coordonnées de contact , page 42

Fourniture des informations d'adresses sur site , page 43
Validation de la connexion SupportAssist , page 43

Mise a jour du Storage Center , page 43

Acceptation du contrat de collecte de SupportAssist

Utilisez la page Accepter le contrat de collecte de SupportAssist pour accepter les termes du contrat et activer SupportAssist.

Etapes

1. Pour permettre a SupportAssist de collecter les données de diagnostic et d'envoyer ces informations au support technique, cochez la
case En cochant cette case, vous acceptez les conditions ci-dessus et activez SupportAssist.

2. Cliquez sur Suivant.
REMARQUE : Si vous décochez la case En cochant cette case, vous acceptez les conditions ci-dessus et activez

SupportAssist, une boite de dialogue SupportAssist recommandé s'ouvre.
e Pour revenir a la page Accepter le contrat de collecte de SupportAssist, cliquez sur Non.
e Pour refuser SupportAssist, cliquez sur Oui.

Fournir les coordonnées de contact

Spécifiez les coordonnées de contact a fournir a SupportAssist et au support technique.

Etapes

1. Indiquez les informations de contact générales.
2. Sélectionnez les préférences de contact.

3. Cliquez sur Suivant.
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Fourniture des informations d’adresses sur site

Indiquez une adresse pour envoyer les pieces en cas de panne.

Etapes
1. Saisissez I'adresse de livraison ou les pieces du Storage Center de remplacement peuvent étre envoyées.
2. Cliquez sur Suivant.

Validation de la connexion SupportAssist

La page Connecter affiche un résumé des informations de contact SupportAssist et confirme que le Storage Center peut se connecter a
SupportAssist.

Etapes

e Cliquez sur Suivant.

Mise a jour du Storage Center

Le Storage Center tente de contacter le serveur de mise a jour SupportAssist pour rechercher des mises a jour. Si vous n'utilisez pas
SupportAssist, vous devez utiliser I'utilitaire Storage Center Update Utility pour mettre a jour le systeme d'exploitation du Storage Center
avant de poursuivre.

Etapes
Si aucune mise a jour n'est disponible, la page Storage Center a jour s’affiche. Cliquez sur Suivant.
Si une mise a jour est disponible, les versions Storage Center actuelles et disponibles sont affichées.
1. Cliquez sur Installer pour effectuer une mise a jour vers la derniere version.
2. Sila mise a jour échoue, cliquez sur Réessayer la mise a jour pour tenter une nouvelle mise & jour.
3. Une fois la mise a jour terminée, cliquez sur Suivant.
e Sjl'accord de stockage et de collecte des données SupportAssist n'a pas été accepté, le Storage Center ne peut pas rechercher les
mises a jour.
o Pour continuer sans d'abord vérifier s'il existe une mise a jour, cliquez sur Suivant.
o Pour effectuer des mises a jour en utilisant I'Update Utility du Storage Center, cliquez sur Utiliser I’Update Utility.
o Pour accepter le contrat SupportAssist et rechercher une mise a jour :

1. Cliquez sur Utiliser un serveur SupportAssist pour vérifier le contrat.
2. Cochez la case En cochant cette case, vous acceptez les conditions ci-dessus et activez SupportAssist.
3. Cliquez sur Suivant. Le Storage Center tente de contacter le serveur de mise a jour de SupportAssist pour rechercher des mises a

jour.

e | a boite de dialogue des parametres de proxy du programme d'installation de SupportAssist s'affiche si le Storage Center ne peut
pas se connecter au serveur de mise a jour SupportAssist. Si ce site ne dispose pas d'un acces direct a Internet mais utilise un proxy
Web, configurez les parameétres de proxy :

1. Sélectionnez Activé.
2. Entrez les parametres de proxy.
3. Cliquez sur OK. Le Storage Center tente de contacter le serveur de mise a jour SupportAssist pour rechercher des mises a jour.

Unisphere Discovery Utility

Utilisez I'Unisphere Discovery Utility pour rechercher et configurer les Storage Centers non initialisés.
L'Unisphere Discovery Utility est pris en charge sur les versions 64 bits des systemes d’exploitation suivants :

Oracle Linux 7.3 - 7.6

Red Hat Enterprise Linux 7.5, 7.6 et 8.0
SUSE Linux Enterprise 12 et 15
Windows 8.1 et Windows 10
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Windows Server 2012 R2 2016 et 2019

L’'ordinateur qui exécute I'Unisphere Discovery Utility doit satisfaire les exigences suivantes :

L'ordinateur doit se situer dans le méme domaine de diffusion que les Storage Centers pour effectuer une découverte.

Le pare-feu de I'ordinateur doit &tre configuré afin d’autoriser les communications sortantes sur le port UDP 5353.

DHCP ou IPv6 doit &tre activé sur I'ordinateur qui exécute I'Unisphere Discovery Utility. Si DHCP ou IPv6 ne sont pas active, deux
adresses |IPv4 doivent étre configurées sur I'ordinateur :

o Une adresse IP sur le sous-réseau cible des Storage Centers pour effectuer une découverte.

o Une adresse IP locale sur le sous-réseau 169.254.x.x

Pour exécuter I'Unisphere Discovery Utility sur un systeme d'exploitation Linux, vous devez accorder I'autorisation d’exécution au
fichier Unisphere Discovery Utility.

Avant de continuer, assurez-vous que le matériel de Storage Center est physiquement connecté a tous les réseaux et mis sous tension.

Présentation de la configuration initiale de Storage Center

La page Configuration initiale de Storage Center fournit une liste des actions préalables & exécuter et des informations nécessaires pour
configurer un Storage Center.

Etapes

1.

2.
3.

Vérifiez que les conditions préalables répertoriées sur la page Configuration initiale de Storage Center sont remplies.
Vérifiez que les informations requises pour configurer le Storage Center sont collectées.

Cliquez sur Suivant. La page Découverte des instances de Storage Centers s’affiche et répertorie les instances de Storage Centers
non configurées.

@ REMARQUE : SiI'Assistant ne découvre pas le Storage Center que vous souhaitez configurer, effectuez les actions suivantes :
e Assurez-vous que le matériel Storage Center est physiguement connecté a tous les réseaux nécessaires.

e Cliquez sur C' (Actualiser) pour redécouvrir les instances de Storage Centers non configurées.

Découverte des Storage Centers

Utllisez la page Découverte des Storage Centers pour sélectionner le Storage Center a initialiser.

Etapes

1.

2.
3.

6.

(Facultatif) Pour rafraichir la liste des Storage Centers non configurés, cliquez sur I'C' (Rafraichir).

Sélectionnez le Storage Center a initialiser.

(Facultatif) Pour faire clignoter le voyant situé a I'avant du Storage Center sélectionng, cliquez sur Activer le voyant lumineux.
Vous pouvez utiliser le voyant lumineux pour vérifier visuellement que vous avez sélectionné le bon Storage Center.

Pour afficher les lecteurs détectés par le Storage Center sélectionné, cliquez sur Affichez les disques.

Si le Storage Center sélectionné est partiellement initialisé et que la sécurité est activée :

a. Cliquez sur Fournissez un mot de passe.
La boite de dialogue Fournissez un mot de passe s'ouvre.

b. Saisissez le mot de passe de I'utilisateur Admin du Storage Center dans le champ Mot de passe.

®| REMARQUE : Le mot de passe par défaut de I'utilisateur Admin de Storage Center est mmm.

Cliquez sur Suivant.

Bienvenue sur Storage Center

Accédez a la page d'accueil pour attribuer un nom au Storage Center et afficher le Contrat de licence d'utilisateur final.

Etapes

1.

a4

Saisissez un nom pour le Storage Center dans le champ Nom.
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2. \Veérifiez que le numéro de service ou numéro de série qui s'affiche sur la page d’accueil correspond au Storage Center a initialiser.

3. Sélectionnez la langue du Contrat de licence d'utilisateur final a afficher dans le menu déroulant, puis cliquez sur Conditions
d’utilisation pour ouvrir le contrat.

4. Pour autoriser l'installation du Storage Center, saisissez le nom du client et le titre dans les champs Nom du client approbateur et
Titre du client approbateur.

@ REMARQUE : Les champs Nom du client approbateur et Titre du client approbateur ne s’affichent pas pour les Série SCv3000
systemes de stockage.

5. Cliquez sur Suivant.

Configuration des parameétres de réseau de gestion
Utilisez la page Réseau de gestion pour configurer les paramétres du réseau de gestion pour le Storage Center.

Etapes

1. Sélectionnez le mode de configuration du réseau de gestion a partir du menu déroulant Source de la configuration réseau.
e DHCP IPv4 uniquement : les adresses IP sont attribuées de fagon dynamique.
e Statique : les adresses IP doivent étre spécifiées manuellement.

2. Sila source de la configuration réseau est définie sur Statique, spécifiez les parametres du réseau de gestion dans les champs
suivants :

Parameétres IPv4 de gestion
a. Saisissez I'adresse IPv4 de gestion pour le Storage Center dans le champ Adresse virtuelle.

L’adresse de gestion IPv4 correspond a I'adresse IP qui est utilisée pour gérer le Storage Center. Elle differe de I'adresse de
gestion IPv4 des controleurs de stockage.

b. Saisissez une adresse de gestion IPv4 pour chaque contrdleur de stockage dans les champs associés.

c. Saisissez le masque de sous-réseau IPv4 du réseau de gestion dans le champ Masque de sous-réseau.
d. Saisissez I'adresse de la passerelle IPv4 du réseau de gestion dans le champ Adresse de la passerelle.
(Facultatif) Paramétres IPv6 de gestion

a. Saisissez I'adresse IPv6 de gestion pour le Storage Center dans le champ Adresse virtuelle.

L’adresse de gestion IPv6 correspond a I'adresse IP qui est utilisée pour gérer le Storage Center. Elle differe de I'adresse de
gestion IPv6 des contrdleurs de stockage.

b. Saisissez une adresse de gestion IPv6 pour chaque controleur de stockage dans les champs associés.
c. Entrez le préfixe de I'adresse IPv6 dans le champ Préfixe.
d. Entrez I'adresse de passerelle IPv6 dans le champ Adresse de la passerelle.

Parameétres réseau

a. Saisissez le nom de domaine du réseau de gestion dans le champ Nom du domaine.
b. Saisissez les adresses de serveur DNS du réseau de gestion dans les champs Serveur DNS et Serveur DNS secondaire.
¢. (Facultatif) Saisissez les adresses de serveurs DNS secondaires du réseau de gestion dans les champs Serveur DNS secondaire.

3. Cliquez sur Suivant.

Définir un mot de passe
La page Sécurité permet de définir un mot de passe pour I'utilisateur Admin du Storage Center.

Etapes
1. Saisissez un mot de passe pour I'utilisateur Admin du Storage Center dans le champ Nouveau mot de passe.

2. Saisissez de nouveau le mot de passe de |'utilisateur Admin du Storage Center dans le champ Confirmer le mot de passe.
3. Cliquez sur Suivant.
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Confirmation de la configuration du Storage Center

Assurez-vous que les informations de configuration affichées sur la page Résumé sont correctes avant de continuer. Si vous avez
sélectionné DHCP IPv4 comme source de configuration réseau, les adresses IP attribuées dynamiquement sont affichées sur cette page.

Etapes
1. Vérifiez que les paramétres de Storage Center sont corrects.
2. Siles informations de configuration sont correctes, cliquez sur Suivant.

Si les informations de configuration sont incorrectes, cliquez sur Précédent et fournissez les informations correctes.
@ REMARQUE : Une fois que vous cliquez sur le bouton Suivant, la configuration ne peut pas étre modifiée tant que le Storage

Center n'est pas entierement déployé.

Terminer ’installation

Utilisez la page Installation terminée pour vous connecter au Storage Center lorsque tous les paramétres dans la page Résumé sont
appliqués au Storage Center.

Etapes
1. Cliquez sur Connexion .
L'interface Unisphere s'ouvre dans un navigateur Web.
2. Connectez-vous a Unisphere pour continuer l'initialisation de Storage Center :
a. Saisissez Admin dans le champ Nom d’utilisateur.
b. Saisissez le mot de passe de I'utilisateur Admin du Storage Center dans le champ Mot de passe.

¢. Cliquez sur Connexion.
L'onglet Configurer de |'Assistant Initialiser Storage Center s’affiche.
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Administration d'un Storage Center

Un Storage Center permet un stockage centralisé de niveau bloc, accessible par les connexions Fibre Channel, iSCSI et SAS.

Sujets :

¢ Ajout et organisation de Storage Centers

e  Gestion des volumes

*  Migration de volumes

* Réinitialisation d'un contréleur sur les parametres par défaut
e Exécution de I'Assistant Récupération d’espace

*  Gestion des volumes virtuels avec Unisphere Central

e Gestion des conteneurs de stockage

*  Gestion de réduction des données

e Gestion des profils d'Snapshot

e Gestion des profils de stockage

¢ Gestion des profils QoS

¢ Importation de volumes depuis une matrice de stockage externe

Ajout et organisation de Storage Centers

L’ajout et I'organisation des Storage Centers ne peuvent se faire qu'a I'aide de Unisphere Central connecté a un Data Collector.
Notez les restrictions suivantes relatives aux comptes d'utilisateur Unisphere Central :

e Chaque utilisateur Unisphere Central ne peut afficher et gérer que les Storage Centers qui ont été adressés a son compte. Cette
restriction signifie que les Storage Centers visibles pour un utilisateur Unisphere Central ne sont pas nécessairement visibles pour un
autre utilisateur.

e | orsqu’un utilisateur de Unisphere Central ajoute un Storage Center, il doit fournir les informations d'identification d’un utilisateur
Storage Center. Le niveau de privileges et les groupes d'utilisateurs affectés a I'utilisateur Storage Center déterminent I'acces autorisé
dans le Data Collector.

e La premiere fois qu’'un Storage Center est ajouté dans un Data Collector, vous devez spécifier un compte d’utilisateur Storage Center
doté de privileges d’administration. Lorsque le Storage Center est ensuite ajouté pour d’autres utilisateurs Unisphere Central, vous
pouvez définir des comptes utilisateur Storage Center avec n'importe quel niveau de priviléges.

e Sjvotre compte d'utilisateur Unisphere Central dispose des privileges Rapporteur, vous devez spécifier un compte d'utilisateur Storage
Center doté de privileges Rapporteur.

@ REMARQUE : un administrateur Unisphere Central peut également utiliser le Data Collector pour accorder I'acces du Storage
Center a un utilisateur Unisphere Central avec les privileges Créateur de rapports.

e Un Storage Center doit étre géré par un Data Collector unique. Des problemes peuvent survenir si un Storage Center est géré par
plusieurs Controéleurs de données.

Droits utilisateur et groupes d'utilisateurs d'un Storage Center

Les groupes Storage Center déterminent les objets de stockage qui peuvent étre visualisés par |'utilisateur d'un Storage Center, et le
niveau de droit définit les actions que peut exécuter |'utilisateur.

@ REMARQUE : Les privileges utilisateur Storage Center et Unisphere Central partagent le méme nom mais ne sont pas identiques.
Les privileges utilisateur Storage Center controlent I'acces aux fonctionnalités du Storage Center et les privileges utilisateur de
Unisphere Central contrélent I'acces aux fonctionnalités de Unisphere Central. Un utilisateur peut bénéficier d'un role différent dans
Unisphere Central et dans Storage Center. Cette différence de role a une incidence sur de petits détails de I'acces de cet utilisateur.

Concepts associés

Privileges d'utilisateur Unisphere Central , page 327
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Niveaux de privileges d'utilisateurs

Chaque utilisateur se voit attribuer un seul niveau de privilege. Le Storage Center offre trois niveaux de privileges utilisateur :

Tableau 5. Niveaux de privileges de Storage Center

Niveau des Acceés autorisé
privileges
Administrateur Accés en lecture et en écriture a I'ensemble du Storage Center (aucune restriction). Tous les administrateurs

ont les mémes privileges prédéfinis. Seuls les administrateurs peuvent gérer les utilisateurs et les groupes
d'utilisateurs.

Gestionnaires de Acces en lecture ou en écriture sur les dossiers associés aux groupes d'utilisateurs. Les utilisateurs disposant de
volumes ce droit peuvent créer des volumes dans les dossiers de volumes autorisés et les adresser aux serveurs existants
dans les dossiers de serveurs autorisés.

Créateur de rapports | Acceés en lecture seule aux dossiers associés aux groupes d'utilisateurs attribués.

Ajout et suppression de Storage Centers

Vous devez étre connecté a un Data Collector pour pouvoir ajouter ou supprimer des Storage Centers.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Ajout d’un Storage Center

Ajoutez un Storage Center a Unisphere Central pour gérer et surveiller le Storage Center a I'aide du tableau de bord Unisphere Central.

Prérequis
e | e Data Collector doit disposer d'une connectivité réseau a l'interface de gestion du Storage Center.

e \ous devez connaitre le nom d'utilisateur et le mot de passe d’'un compte d’utilisateur du Storage Center.

o La premiere fois qu'un Storage Center est ajouté au Storage Manager Data Collector, vous devez spécifier un compte d'utilisateur
Storage Center doté de privileges Administrateur. Lorsque le Storage Center est ajouté pour d'autres utilisateurs Unisphere
Central, vous pouvez définir des comptes d'utilisateur Storage Center avec n'importe quel niveau de privileges.

o Sivotre compte d'utilisateur Unisphere Central dispose des privileges Créateur de rapports, vous devez spécifier un compte
d'utilisateur Storage Center doté de privileges Créateur de rapports.
@ REMARQUE : les utilisateurs dotés de privileges Créateur de rapports disposent d'un acces limité aux Storage Centers
dans Unisphere Central. Pour accorder a un utilisateur Créateur de rapports I'accés aux Storage Centers, ajoutez les
adressages Storage Center a cet utilisateur dans le Data Collector. Seuls les utilisateurs Unisphere Central dotés de privileges
Administrateur peuvent définir les adressages pour les utilisateurs Unisphere Central.

Etapes

A
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Cliquez sur + ¥ (Nouveau) et sélectionnez Ajouter un Storage Center.

La boite de dialogue Ajouter un Storage Center s'ouvre.
3. Dans les champs suivants, saisissez les informations nécessaires pour ajouter le Storage Center.

e Nom d'héte ou adresse IP : saisissez le nom d'hdte ou I'adresse IP d'un contrdleur de Storage Center. Pour un Storage Center a
deux controleur, saisissez I'adresse IP ou le nom d'hdte du contréleur de gestion.
o Nom d'utilisateur et Mot de passe : saisissez le nom d'utilisateur et le mot de passe de |'utilisateur du Storage Center.
@ REMARQUE : si vous indiquez un utilisateur Storage Center disposant de privileges Créateur de rapports ou Gestionnaire
de volumes, 'acces au Storage Center depuis Unisphere Central est restreint en fonction des priviléges et des groupes
d'utilisateurs attribués & |'utilisateur Storage Center.
e Dossier : sélectionnez le dossier parent du Storage Center.
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4. (Facultatif) Configurez le Storage Center pour qu'il utilise les parametres appliqués a un autre Storage Center en cochant la case
Hériter les paramétres d'un Storage Center existant. Si cette case est cochée, la boite de dialogue Hériter les paramétres
s'ouvre a la fermeture de la boite de dialogue Ajouter un Storage Center.

5. Cliquez sur OK.

e Sivous n'avez pas coché la case Hériter les paramétres d'un Storage Center existant, le Storage Center est ajouté a
Unisphere Central.

e Sjvous avez coché la case Hériter les paramétres d'un Storage Center existant, |a boite de dialogue Hériter les paramétres
s'ouvre.

o

Hériter les parametres uniguement) Sélectionnez les parametres Storage Center a hériter.
Sélectionnez le Storage Center a partir duquel vous souhaitez hériter des parametres.
Cochez la case de chaque catégorie de parametres a hériter.

Cliquez sur OK.

o To

e Siles mots de passe ne sont pas configurés pour le proxy SupportAssist, le proxy de console sécurisée ou le serveur SMTP, la
boite de dialogue se ferme.

e Siun mot de passe est configuré pour le proxy SupportAssist, le proxy de console sécurisée ou le serveur SMTP, vous étes
invité a saisir a nouveau les mots de passe requis.

d. Saisissez le ou les mots de passe requis pour fermer la bofte de dialogue.

Taches associées

Définition des adressages Storage Center pour un utilisateur Créateur de rapports , page 335

Reconnexion a un Storage Center

Si Unisphere Central ne peut pas communiguer avec un Storage Center ou ne peut pas s'y connecter, le Data Collector marque ce
Storage Center comme étant arrété. Reconnectez-vous au Storage Center pour fournir les informations de connectivité ou les identifiants
ajour.

Etapes

1. Sivous étes connecté a un Data Collector et qu’un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.
2. Dansle menu @ STOCKAGE, cliquez sur Storage Centers.
La vue Storage Centers s'affiche.

3. Dans la vue Storage Centers, cliquez sur le nom d'un Storage Center avec un état Down.
La boite de dialogue Reconnecter au Storage Center s'ouvre.

4. Saisissez les informations nécessaires pour rétablir la connexion au Storage Center.

e Hote ou adresse IP : saisissez le nom d'hdte ou I'adresse IP d'un contréleur de Storage Center. Pour un Storage Center a deux
contréleur, saisissez I'adresse IP ou le nom d'hdte du contréleur de gestion.

e Nom d'utilisateur et Mot de passe : saisissez le nom d'utilisateur et le mot de passe de 'utilisateur du Storage Center.
@ REMARQUE : si vous indiquez un utilisateur Storage Center disposant de privileges Créateur de rapports ou Gestionnaire
de volumes, 'acces au Storage Center depuis Unisphere Central est restreint en fonction des privileges et des groupes
d'utilisateurs attribués a l'utilisateur Storage Center.

5. Cliquez sur OK.

Suppression d’un Storage Center

Supprimez un Storage Center lorsque vous ne voulez plus le gérer depuis Unisphere Central.
Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Administration d'un Storage Center 49



2. Dansle menu @ STOCKAGE, cliquez sur Storage Centers.
La vue Storage Centers s'affiche.

Dans la vue Storage Centers, sélectionnez le Storage Center a supprimer.

4. Cliquez sur I (Supprimer).
Une boite de dialogue de confirmation s'affiche.

B. Cliquez sur Oui pour supprimer le Storage Center.

Organisation des Storage Centers

Utilisez les dossiers pour regrouper des Storage Centers dans Unisphere Central.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un dossier Storage Center

Utilisez les dossiers pour regrouper et organiser vos Storage Centers.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ Stockage, cliquez sur Storage Centers.
La vue Storage Centers s'affiche.

3. Dans la vue Storage Centers, cliquez sur + ¥ (Nouveau) et sélectionnez Nouveau dossier.
La boite de dialogue Créer un dossier s'ouvre.

4. Dans le champ Nom, attribuez un nom au dossier.
5. Dans la liste déroulante Parent, sélectionnez un dossier parent.
6. Cliquez sur OK.

Déplacement d'un Storage Center vers un dossier

Les Storage Centers peuvent étre organisés en dossiers.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ Stockage, cliquez sur Storage Centers.
La vue Storage Centers s'affiche.

3. Dans la vue du Storage Center, cliquez sur ... (Plus d'actions), puis sélectionnez Déplacer.
La boite de dialogue Déplacer vers un dossier s'ouvre.

4. Sélectionnez le dossier vers lequel déplacer le Storage Center.
5. Cliquez sur OK.

Changement du nom d’un dossier Storage Center

Utilisez la boite de dialogue Modifier pour renommer un dossier Storage Center.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ Stockage, cliquez sur Storage Centers.
La vue Storage Centers s'affiche.
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3. Dans la vue Storage Center, sélectionnez le dossier Storage Center a modifier.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier s'ouvre.

5. Dans le champ Nom, attribuez un nom au dossier.
6. Cliquez sur OK.

Suppression d'un dossier Storage Center

Supprimez un dossier Storage Center s'il n'est plus nécessaire.

Prérequis

Le dossier Storage Center doit étre vide.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Sous le menu @ STOCKAGE, cliquez sur Storage Centers.
La vue Storage Centers s'affiche.
Dans la vue Storage Center, sélectionnez le dossier Storage Center a supprimer.

4. Cliquez sur l'icone 1l (Supprimer).
La boite de dialogue Suppression de dossier s'ouvre.
5. Cliquez sur Oui.

Gestion des volumes

Un volume Storage Center est une unité logique de stockage a laquelle les serveurs peuvent accéder sur un réseau. Vous pouvez allouer
davantage d’espace logique a un volume que ce qui est physiquement disponible sur le Storage Center.

Attributs déterminant le comportement du volume

Lorsqu'un volume est créé, des attributs sont associés au volume pour en contréler le comportement.

Attribut Description

Type de stockage Spécifie le dossier de disques, la redondance de niveau et la taille de page de données du stockage utilisé par
le volume.

Profil de stockage Controle le type RAID, les niveaux de stockage et le comportement de la progression des données des pages

utilisées par le volume.

Profil d'Snapshot Décrit le moment ou il faut capturer des Snapshots périodiques (également dénommés copies @ un moment
donné) d'un ou plusieurs volumes et le moment auquel les Snapshots sont supprimés (expirent).

Profil QoS Spécifie un profil a appliquer aux volumes, pour limiter potentiellement les E/S exécutées par les volumes et
définit également leur priorité relative aux heures de congestion.

Concepts associés

Gestion des profils d'Snapshot , page 90

Création de volumes

Créez des volumes pour présenter aux serveurs une unité logique de stockage sur un Storage Center.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.
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Création d'un seul volume

Utilisez la boite de dialogue Nouveau volume pour créer un seul volume.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

Dans la vue Volumes, cliquez sur + ¥ (Nouveau) et sélectionnez Nouveau volume.

La boite de dialogue Nouveau volume s'ouvre.

Dans le champ Nombre de volumes, saisissez 1 pour créer un seul volume.

Dans le champ Nom, entrez le nom du volume.

Dans le champ Taille configurée, saisissez la nouvelle taille des volumes.

Les unités de stockage sont les octets, les kilo-octets (Ko), les méga-octets (Mo), les giga-octets (Go) et les téra-octets (To).

Dans le volet Dossier, sélectionnez le dossier parent du volume.

(Facultatif) Configurez les attributs de volume restants de maniere appropriée.

e Importer vers le niveau le plus bas : cochez cette case pour forcer I'écriture de toutes les données sur le niveau de stockage le
plus bas configuré pour le volume. L’activation de cette option diminue les performances du volume.
@ REMARQUE : Lorsque la case Importer vers le niveau le plus bas est cochée, la création automatique de snapshots n'est

plus assurée, les profils de snapshot ne peuvent pas étre modifiés et le volume n’est pas conforme aux profils de stockage.

e Afficher dans la recommandation Live Migration : cochez cette case pour ajouter le volume a la liste des volumes disponibles
pour Live Migration.

Serveur : sélectionnez un serveur auguel mapper le volume.

Adressage avancé : une fois qu’un serveur est sélectionné, cliquez sur Adressage avancé pour configurer les parametres
de LUN, restreindre les chemins d'adressage, configurer le multi-acheminement ou présenter le volume en lecture seule.

e Allocation préalable de I’espace de stockage : lorsqu’un serveur est sélectionné, cochez la case Allocation préalable de
I’espace de stockage pour allouer le stockage au volume avant que le volume ne soit adressé au serveur.
REMARQUE : lorsqu’un volume est préalloué, le Storage Center alloue la totalité de I'espace du volume au serveur. L'espace
libre du volume est de O Mo et I'espace utilisé/actif de ce volume équivaut a la taille du volume du Storage Center. Pour
maintenir le volume préalloué lorsqu'’il est formaté sur le serveur, la fonctionnalité de suppression du mappage SCSI doit étre
désactivée sur le serveur.
e Snapshot : cliquez sur Modifier pour sélectionner les profils de Snapshot pour le volume.

Les options Profils de qualité de service et hiérarchisation suivantes sont disponibles uniquement si elles sont activées dans la
boite de dialogue Parametres du Storage Center :

e Profil de stockage : sélectionnez le profil de stockage a attribuer au volume. Sélectionner le profil de stockage Recommandé
(tous les niveaux) permet au volume de tirer pleinement parti de I'avancement des données.

e Type de stockage : sélectionnez le type de stockage a attribuer au volume.
o Profil QoS de volume : sélectionnez le profil QoS de volume a attribuer au volume.
e Profil QoS de groupe : sélectionnez le profil QoS de groupe a attribuer au volume.

Les options Profil de réduction des données suivantes sont disponibles uniquement si elles sont activées dans la boite de dialogue
Parametres du Storage Center :

e Sélectionnez Compression pour activer la compression des données et réduire I'utilisation de I'espace disque.
e Sélectionnez Déduplication avec compression pour appliquer la déduplication et la compression aux nouveaux volumes.

@ REMARQUE : Le parametre Compression des données est appliqué a tous les volumes qui partagent un ou plusieurs snapshots
avec ce volume. Ces volumes partagés sont appelés freres dans le message qui s’affiche.

Cliquez sur OK.

Créer plusieurs volumes simultanément

Vous pouvez créer plusieurs volumes a la fois.
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Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

Dans la vue Volumes, cliquez sur + ¥ (Nouveau) et sélectionnez Nouveau volume.
La boite de dialogue Nouveau volume s'ouvre.
Dans le champ Nombre de volumes, entrez le nombre de volumes a créer.

Dans le champ Nom, entrez le nom de base des volumes. Le nom de chagque volume est constitué de la combinaison du nom de base
et du numéro du volume.

Dans le champ Taille configurée, saisissez la nouvelle taille des volumes.

Les unités de stockage sont les octets, les kilo-octets (Ko), les méga-octets (Mo), les giga-octets (Go) et les téra-octets (To).

Dans le volet Dossier de volumes, sélectionnez le dossier parent des volumes.

(Facultatif) Configurez les attributs de volume restants de maniere appropriée.

e Importer vers le niveau le plus bas : cochez cette case pour forcer I'écriture de toutes les données sur le niveau de stockage le
plus bas configuré pour le volume. L’activation de cette option diminue les performances du volume.
@ REMARQUE : Lorsque la case Importer vers le niveau le plus bas est cochée, la création automatique de snapshots n'est

plus assurée, les profils de snapshot ne peuvent pas étre modifiés et le volume n’est pas conforme aux profils de stockage.

e Afficher dans la recommandation Live Migration : cochez cette case pour ajouter le volume a la liste des volumes disponibles
pour Live Migration.
Serveur : sélectionnez un serveur auguel mapper le volume.

Adressage avancé : une fois qu'un serveur est sélectionné, cliquez sur Adressage avancé pour configurer les parametres
de LUN, restreindre les chemins d'adressage, configurer le multi-acheminement ou présenter le volume en lecture seule.

e Allocation préalable de I’espace de stockage : lorsqu’un serveur est sélectionné, cochez la case Allocation préalable de

I’espace de stockage pour allouer le stockage au volume avant que le volume ne soit adressé au serveur.

@ REMARQUE : lorsqu’un volume est préalloué, le Storage Center alloue la totalité de I'espace du volume au serveur. L'espace
libre du volume est de O Mo et I'espace utilisé/actif de ce volume équivaut a la taille du volume du Storage Center. Pour
maintenir le volume préalloué lorsqu'’il est formaté sur le serveur, la fonctionnalité de suppression du mappage SCSI doit étre
désactivée sur le serveur.

e Snapshot : cliquez sur Modifier pour sélectionner les profils de Snapshot pour le volume.

Les options Profils de qualité de service et hiérarchisation suivantes sont disponibles uniquement si elles sont activées dans la
boite de dialogue Parameétres du Storage Center :

o Profil de stockage : sélectionnez le profil de stockage a attribuer au volume. Sélectionner le profil de stockage Recommandé
(tous les niveaux) permet au volume de tirer pleinement parti de I'avancement des données.

e Type de stockage : sélectionnez le type de stockage a attribuer au volume.

e Profil QoS de volume : sélectionnez le profil QoS de volume a attribuer au volume.

o Profil QoS de groupe : sélectionnez le profil QoS de groupe a attribuer au volume.

Les options Profil de réduction des données suivantes sont disponibles uniquement si elles sont activées dans la boite de dialogue
Parametres du Storage Center :

e Sélectionnez Compression pour activer la compression des données et réduire I'utilisation de I'espace disque.
e Sélectionnez Déduplication avec compression pour appliquer la déduplication et la compression aux nouveaux volumes.

@ REMARQUE : Le paramétre Compression des données est appliqué a tous les volumes qui partagent un ou plusieurs snapshots
avec ce volume. Ces volumes partagés sont appelés freres dans le message qui s'affiche.

Cliquez sur OK.

Modification de volumes

Vous pouvez renommer, déplacer ou étendre un volume apres sa création. Vous pouvez également modifier les attributs avancés des
volumes, si nécessaire.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Administration d'un Storage Center 53



Changement de nom d'un volume

Un volume peut étre renommé sans que sa disponibilité soit attribuée.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

Dans le champ Nom, entrez le nouveau nom du volume.
Cliquez sur OK.

Déplacer un volume vers un autre dossier de volumes

Les volumes peuvent étre organisés en les placant dans des dossiers.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

Cliquez sur Déplacer.
La boite de dialogue Déplacer vers un dossier s'ouvre.

Dans le panneau de navigation, sélectionnez un nouveau dossier de volumes parent.
Cliquez sur OK.

Déplacer plusieurs volumes vers un autre dossier de volumes

Cliquez avec le bouton droit de la souris sur une sélection de volumes pour les transférer vers un autre dossier.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez les volumes a déplacer.

e Pour sélectionner des volumes contigus, sélectionnez le premier volume, puis maintenez la touche Maj enfoncée et sélectionnez le
dernier volume.

e Pour sélectionner des volumes individuels, maintenez la touche Ctrl enfoncée tout en cliquant sur les volumes.
Cliquez sur Déplacer. La boite de dialogue Déplacer vers un dossier s'ouvre.

Dans le panneau de navigation, sélectionnez un nouveau dossier de volumes parent.

Cliquez sur OK.

Développement d'un volume

Etendez la taille d'un volume s'il a besoin de davantage d'espace.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans le sous-onglet Volumes, sélectionnez le volume a développer.

4. Cliquez sur ... (Plus d'actions) et sélectionnez Développer un volume.
La boite de dialogue Développer un volume s'ouvre.

5. Entrez une nouvelle taille pour le volume, puis cliquez sur OK.

@ REMARQUE : Le développement d'un volume a une taille configurée supérieure a la moitié prise, tel que défini dans les Notes de
version Storage Center, ne sera plus pris en charge.

Activation ou désactivation de la mise en cache de lecture/d'écriture pour un
volume

La mise en cache des lectures et des écritures améliore généralement les performances. Pour améliorer les performances, désactivez le
cache en écriture sur les volumes qui utilisent le stockage SSD.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Activez I'option Autoriser le cache est activée pour les volumes dans les préférences utilisateur du Storage Center.

a. Dans l'angle supérieur droit, cliquez sur I'icone % (Paramétres de Storage Center).
La boite de dialogue Paramétres de Storage Center s'ouvre.

b. Cliquez sur I'onglet Préférences.

C. Assurez-vous que la case Autoriser la sélection de cache est activée.

d. Cliquez sur OK.

3. Dans le menu =] STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

4. Dans la vue Volumes, sélectionnez le volume a modifier.

Cliquez sur # (Modifier).
La boite de dialogue Modifier le volume s'ouvre.

6. Développez Paramétres avancés.
7. Activez ou désactivez les options de cache selon vos besoins.
e Sélectionnez ou désélectionnez la case a cocher Cache de lecture.

Pour les volumes utilisant le stockage SSD, testez les applications avant d'activer ou de désactiver le cache de lecture.
e Sélectionnez ou désélectionnez la case a cocher Cache en écriture.

Pour améliorer les performances, désactivez le cache en écriture sur les volumes qui utilisent le stockage SSD pour la plupart des
applications.

8. Cliquez sur OK.

Attribution de Snapshot Profiles a un volume
Attribuez un ou plusieurs profils d'instantané si vous voulez que des Snapshots soient créés selon une planification automatisée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
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Dans la vue Volumes, sélectionnez le volume a modifier.

Sélectionnez -..(Plus d'actions) et sélectionnez Définir des profils d'Snapshot.
La boite de dialogue Définir des profils d'Snapshot s'ouvre.

Sélectionnez les profils d'instantané a appliquer au volume.
Cliquez sur OK.

Affectation de profils d'Snapshot a plusieurs volumes

Des profils d'Snapshot Profiles peuvent étre affectés a plusieurs volumes en une seule opération.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez les volumes a modifier.

e Pour sélectionner des volumes contigus, sélectionnez le premier volume, puis maintenez la touche Maj enfoncée et sélectionnez le
dernier volume.

e Pour sélectionner des volumes individuels, maintenez la touche Ctrl enfoncée tout en cliquant sur les volumes.
Cliquez sur ... (Plus d'actions) et sélectionnez Définir des profils d'Snapshot.

La boite de dialogue Définir des profils d'Snapshot s'ouvre.

Sélectionnez chaque profil d'instantané que vous souhaitez affecter a des volumes.

Pour supprimer les profils d'instantanés qui ont été précédemment affectés au volume, sélectionne Remplacer les profils
d'Snapshot existants.

Cliquez sur OK.

Affectation d'un profil de stockage différent a un volume

Le profil de stockage détermine le type RAID et les niveaux de stockage utilisés par le volume.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

Cliquez sur ... (Plus d'actions) et sélectionnez Définir un profil de stockage.
La boite de dialogue Configurer un profil de stockage s'ouvre.

Dans le menu déroulant Profil de stockage, sélectionnez un profil de stockage.
Cliquez sur OK.

Affecter un profil de stockage différent a plusieurs volumes

Un profil de stockage détermine le type RAID et les niveaux de stockage utilisés par le volume. Un profil de stockage peut étre attribué a
plusieurs volumes en une seule opération.

Etapes

1.
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Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

Dans la vue Volumes, sélectionnez les volumes a modifier.
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e Pour sélectionner des volumes contigus, sélectionnez le premier volume, puis maintenez la touche Maj enfoncée et sélectionnez le
dernier volume.

e Pour sélectionner des volumes individuels, maintenez la touche Ctrl enfoncée tout en cliquant sur les volumes.
4. Cliquez sur -.. (Plus d'actions) et sélectionnez Définir un profil de stockage.

La boite de dialogue Configurer un profil de stockage s'ouvre.
5. Dans le menu déroulant Profil de stockage, sélectionnez un profil de stockage.
6. Cliquez sur OK.

Forcer les écritures vers le niveau de stockage le plus bas d'un volume

L'option Importer vers le niveau le plus bas force I'écriture de toutes les données vers le niveau de stockage le plus bas configuré pour
ce volume. Cette option est généralement utilisée lors de I'importation de données sur un nouveau volume a partir d’'une source externe.

Prérequis

Le volume doit utiliser un type de stockage standard. L'option Importer vers le niveau le plus bas n'est pas disponible pour les types de
stockage optimisés Flash.

A propos de cette tache

Lorsque la case Importer vers le niveau le plus bas est cochée, la création automatique de snapshots n’est plus assurée, les profils de
snapshot ne peuvent pas étre modifiés et le volume n'est pas conforme aux profils de stockage. Une fois I'importation terminée, décochez
la case Importer vers le niveau le plus bas pour éviter une dégradation potentielle des performances provoquée par I'écriture sur le
niveau le plus bas des disques. Les nouvelles écritures effectuées a partir d'un hote vers le volume suivent le profil de stockage du volume
une fois que la case Importer vers le niveau le plus bas est décochée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume & modifier.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier le volume s'ouvre.

B. Activez la case Importer vers le niveau le plus bas.
6. Cliquez sur OK.

Configurer une limite de consommation d'espace d'un volume

Définissez une limite de consommation d'espace pour spécifier I'espace maximal pouvant étre utilisé sur le volume. Cette option n'est pas
disponible pour un SCv2000 ou les systéemes de stockage Série SCv3000.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

4, Cliquez sur # (Modifier).
La boite de dialogue Modifier le volume s'ouvre.

5. Développez Paramétres avancés.
6. Configurez les options Limite de consommation d'espace.

a. Cochez la case Limite de consommation d'espace.

b. Dans le champ, entrez l'espace maximal pouvant étre utilisé sur le volume, en kilo-octets (Ko), mégaoctets (Mo), gigaoctets (Go)
ou téraoctets (To).
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7. Cliquez sur OK pour fermer la boite de dialogue Modifier un volume.

Configurer un ID de disque OpenVMS unique pour un volume

Configurez un ID de disque OpenVMS unique pour identifier le volume sur les serveurs exécutant le systeme d'exploitation OpenVMS.
Vous devrez peut-étre réinitialiser cette valeur lors de la récupération d'un volume a partir d'un Snapshot. Par exemple, si vous adressez
un volume a un serveur, créez un Snapshot, puis montez un nouveau volume d'affichage sur le serveur ; le nouveau volume d'affichage
possede un nouvel ID de disque. Pour permettre au serveur de considérer qu'il s'agit du méme volume, vous devez modifier I'ID du disque
afin qu'il corresponde a la valeur d'origine.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a modifier.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

5. Développez Parameétres avancés.
Dans le champ ID de disque OpenVMS unique, entrez un nouvel ID de disque.
7. Cliquez sur OK pour fermer la boite de dialogue Modifier un volume.

Configurer le nombre maximal de volumes d'affichage associés a un volume

Pour un volume, vous pouvez configurer le nombre maximal de volumes d'affichage, y compris le volume original, pouvant étre créés pour
les volumes qui partagent le méme Snapshot. Vous pouvez également configurer la taille maximale combinée pour ces volumes.

Prérequis

Veuillez contacter le support technique avant de modifier ces limites.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier le volume s'ouvre.

5. Développez Parameétres avancés.

6. Dans le champ Nombre maximal de volumes, entrez le nombre maximal de volumes d'affichage, y compris le volume d'origine,
pouvant étre créés pour les volumes qui partagent le méme historique de Snapshot que le volume sélectionné.

7. Cliquez sur OK pour fermer la boite de dialogue Modifier un volume.

Copie de volumes

Copiez un volume pour créer un volume identique pour la sauvegarde ou la réutilisation des données.
Le volume cible d’'une copie, mise en miroir ou migration doit répondre aux exigences suivantes :

e Ne doit pas étre adressé a un serveur.
e Doit étre de la méme taille que le volume source ou de taille supérieure.
e Ne peut pas étre actif sur un autre controleur.
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Copie d'un volume

LLa copie d'un volume copie les données d'un volume source vers un volume de destination. Les modifications apportées au volume source
lors de la copie sont également apportées au volume de destination.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a copier.

4. Cliquez sur --. (Plus d'actions) et sélectionnez Volume de copie.
La boite de dialogue Volume de copie s'affiche.

5. Sélectionnez un volume existant ou créez un volume pour le volume de destination.

e Pour sélectionner un volume existant, sélectionnez un volume dans le tableau Volume de destination.
e Pour créer un volume pour le volume de destination, cliquez sur Créer le volume.

(Facultatif) Sélectionnez Copier Snapshots.

Dans le menu déroulant Priorité, sélectionnez un niveau de priorité pour I'opération de copie.

(Facultatif) Sélectionnez Planifier I'heure de début pour définir I'heure de création de la copie.

© © N D

Cliquez sur OK.

Taches associées

Création de volumes , page 51

Créer un volume en miroir

Un volume en miroir est une copie d'un volume qui change dynamiguement pour correspondre au volume source. Les volumes source et
de destination sont synchronisés en permanence.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliqguez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a copier.

4. Cliquez sur ... (Plus d'actions) et sélectionnez Volume de mise en miroir.
La bofte de dialogue Volume de mise en miroir s'affiche.

B. Sélectionnez un volume existant ou créez un volume pour le volume de destination.
e Pour sélectionner un volume existant, sélectionnez un volume dans le tableau Volume de destination.
e Pour créer un volume pour le volume de destination, cliquez sur Créer le volume.

(Facultatif) Sélectionnez Copier Snapshots.
Dans le menu déroulant Priorité, sélectionnez un niveau de priorité pour I'opération de copie.
(Facultatif) Sélectionnez Planifier I'heure de début pour définir I'heure de création de la copie.

© © N

Cliquez sur OK.

Taches associées

Création de volumes , page 51

Affichage des informations sur Copie/Mise en miroir/Migration

L'onglet Récapitulatif affiche des informations pour n'importe quelle relation de copie, miroir ou migration impliquant le volume sélectionné.
Les informations de copie et migration s'affichent dans I'onglet Récapitulatif uniqguement pendant I'opération de copie ou de migration.
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Prérequis

Le volume doit &tre dans une relation de copie, de miroir ou de migration.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a afficher.
La zone Copie/Mise en miroir/Migration dans I'onglet Résumé contient des informations sur n'importe quelle relation de copie, de
miroir ou de migration impliquant le volume sélectionné.

Création et gestion de dossiers de volumes

Utilisez des dossiers de volumes pour organiser les volumes ou limiter I'acces aux volumes.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un dossier de volumes

Créez des dossiers de volumes pour organiser les volumes ou limiter I'acces aux volumes.

A propos de cette tache
@| REMARQUE :

Les membres d'un groupe d'utilisateurs ont uniquement acces aux dossiers de volumes affectés a leur groupe d'utilisateurs, quelle que soit
l'organisation de ces dossiers. Par exemple, un sous-dossier créé avec des privileges d'administrateur dans un dossier de gestionnaire de
volumes ne sera pas visible par un utilisateur appartenant au groupe d'utilisateurs Gestionnaire de volumes.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, cliquez sur + ¥ (Nouveau) et sélectionnez Nouveau dossier.
La boite de dialogue Nouveau dossier de volumes s'ouvre.

4. Dans le champ Nom, attribuez un nom au dossier.
5. Dans le champ Parent, sélectionnez un dossier parent.
6. Cliquez sur OK.

Changement de nom d'un dossier de volumes

Utilisez la boite de dialogue Modifier les paramétres pour renommer un dossier de volumes.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a renommer.

4, Cliquez sur # (Modifier).
La boite de dialogue Modifier un dossier de volumes s'ouvre.

5. Dans le champ Nom, entrez un nouveau nom pour le dossier de volumes.
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6.

Cliquez sur OK.

Déplacement d'un dossier de volumes

Utilisez la boite de dialogue Modifier les parameétres pour transférer un volume vers un dossier de volumes. Les dossiers peuvent étre
imbriqués dans d'autres dossiers.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le dossier de volumes a déplacer.

Cliquez sur Déplacer.
La boite de dialogue Déplacer vers un dossier s'ouvre.

Accédez au dossier approprié.
Cliquez sur OK.

Création et gestion d'Snapshots de volumes

Utilisez des Snapshots pour créer une copie PITC (Point-in-time) d'un ou de plusieurs volumes. La création d'Snapshots de volumes
permet au volume de tirer pleinement parti de I'avancement des données.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création manuelle d'un Snapshot pour un volume

Créez un Snapshot manuel si vous avez besoin d'une copie des données a un moment donné et si vous ne souhaitez pas créer de
planification d'Snapshot.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume.

Cliquez sur l'icone ... (Plus d'actions) et sélectionnez Nouvel Snapshot.
La boite de dialogue Nouvel Snapshot s'ouvre.

Si une boite de dialogue de confirmation s'ouvre :

e Cliquez sur Oui pour créer des Snapshots pour tous les volumes associés au Snapshot Profile cohérent.

e Cliquez sur Non pour créer un Snapshot pour le volume sélectionné uniquement.

Dans le champ Délai d'expiration, indiguez le nombre de minutes, d'heures, de jours ou de semaines de conservation du Snapshot
avant sa suppression. Pour que le Snapshot n'expire jamais, sélectionnez Ne pas faire expirer.

(Facultatif) Dans le champ Description, entrez la description du Snapshot. Le texte descriptif par défaut est « Créé manuellement ».
Cliquez sur OK.

Affichage des Snapshots sur un volume

Affichez I'onglet Snapshots pour afficher des informations concernant les Snapshots, telles que I'neure de gel, le délai d'expiration, la taille
et la description. Vous pouvez également afficher les Snapshots d'un volume dans une arborescence.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la Volumes, sélectionnez le volume.

4. Cliquez sur l'onglet Snapshots.

Création d’un volume de récupération local (Afficher un volume) a partir d’un
Snapshot

Créez un volume de récupération (afficher un volume) a partir d’'un Snapshot pour accéder aux données contenues dans le Snapshot. Un
volume créé a partir d’'un Snapshot a accés aux mémes données et consomme le méme espace que le volume d’origine. En revanche, il
consomme plus d’espace lorsque de nouvelles données sont écrites sur ce nouveau volume.

Prérequis

Les options de profil QoS apparaissent uniqguement si I'option Autoriser la sélection du profil QoS a été activée dans le Storage Center,
boite de dialogue Préférences.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
3. Dans la vue Volumes, sélectionnez le volume.
4. Cliquez sur I'onglet Snapshots.
5. Sélectionnez le Snapshot a partir duguel vous souhaitez créer un volume de restauration locale, puis cliquez sur Créer un volume a
partir d’un Snapshot.
La boite de dialogue Créer un volume a partir d’un Snapshot.
6. (Facultatif) Modifiez les parametres par défaut du volume de restauration selon vos besoins.
e Nom : saisissez un nouveau nom pour la volume.
e Dossier de volumes : sélectionnez un dossier parent pour le volume.
e Importer vers le niveau le plus bas : cochez cette case pour forcer I'écriture de toutes les données sur le niveau de stockage le
plus bas configuré pour le volume. L'activation de cette option diminue les performances du volume.
@ REMARQUE : Lorsque la case Importer vers le niveau le plus bas est cochée, la création automatique de snapshots n'est
plus assurée, les profils de snapshot ne peuvent pas étre modifiés et le volume n’est pas conforme aux profils de stockage.
o Afficher dans la recommandation Live Migration : cochez cette case pour ajouter le volume a la liste des volumes disponibles
pour Live Migration.
Serveur : sélectionnez un serveur augquel mapper le volume.

Mappage avancé : une fois qu'un serveur est sélectionné, cliquez sur Mappage avancé pour configurer les parametres de LUN,
restreindre les chemins de mappage ou mettre le volume en lecture seule.

Snapshot : cliquez sur Modifier pour sélectionner les profils de Snapshot pour le volume.

Profil QoS de groupe : cliquez sur Modifier pour sélectionner le profil QoS de groupe a attribuer au volume.
Profil QoS de volume : sélectionnez le profil QoS de volume & attribuer au volume.

Profil QoS de groupe : sélectionnez le profil QoS de groupe a attribuer au volume.

7. Cliquez sur OK pour créer le volume de restauration local.

Suspension de la création de Snapshot d'un volume

Interrompt la création Snapshot d'un volume afin d'empécher temporairement les profils Storage Center de créer des Snapshots
automatiques pour ce volume. Lorsque la création d'instantanés est interrompue, I'option Créer un instantané n'est plus disponible
lorsque vous cliquez avec le bouton droit de la souris sur I'un des volumes du Storage Center.
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Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

Développez les options d'Snapshot.
Cochez la case Suspendre la création de I'Snapshot.
Cliquez sur OK.

Suspension de I'expiration de Snapshot d'un volume

Interrompt I'expiration Snapshot pour un volume afin d'empécher temporairement les profils Snapshot d'activer I'expiration des Snapshots
pour ce volume. Lorsque I'expiration d'instantanés est interrompue, les options Créer un instantané et Supprimer ne sont plus
disponibles lorsque vous cliquez avec le bouton droit de la souris sur I'un des volumes du Storage Center.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

Développez les options d'Snapshot.
Cochez la case Suspendre I'expiration de I'Snapshot.
Cliquez sur OK.

Autorisation de I'expiration du dernier Snapshot d'un volume

Si vous ne souhaitez pas conserver au moins un Snapshot pour un volume donné a tout moment, vous pouvez autoriser un Snapshot
Profile a faire expirer le dernier Snapshot de volume.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

Développez les options d'Snapshot.
Cochez la case Autoriser la fusion des Snapshots dans I'Snapshot actif.
Cliquez sur OK.

Expiration manuelle d'un Snapshot

Si vous n'avez plus besoin d'un Snapshot et que vous ne souhaitez pas attendre qu'il expire en fonction du profil d'instantané, vous pouvez
le faire expirer manuellement.
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Etapes

Cliquez sur l'onglet Stockage.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.

La vue Volumes s'affiche.

Dans le volet Volumes, sélectionnez le volume a modifier.

Cliquez sur I'onglet Snapshots.

Sélectionnez I'Snapshot a faire expirer, puis cliquez sur Expiration.
La boite de dialogue Expiration s'ouvre.

Cliquez sur Oui pour faire expirer le Snapshot sélectionné.

Concepts associés

Gestion des profils d'Snapshot , page 90

Adressage de volumes a des serveurs

L'adressage d'un volume a un serveur permet au serveur d’accéder au volume.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Adresser un volume a un serveur

Adressez un volume a un serveur pour autoriser le serveur a utiliser le volume pour le stockage.

Etapes

1.

N o o s o

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’'Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.

La vue Volumes s'affiche.

Dans la vue Volumes, sélectionnez le volume a modifier.

Sélectionnez I'onglet Adressages.

Au-dessus de la section Serveurs adresseés, cliquez sur +. L'Assistant Adressage d'un volume au serveur s'ouvre.
Sélectionnez le serveur auquel vous souhaitez adresser le volume, puis cliquez sur Suivant. L'Assistant affiche la page suivante.

(Facultatif) Développez Adressage avancé pour configurer les parametres LUN, restreindre les chemins d'adressage ou présenter le
volume comme volume en lecture seule.

Cliquez sur Terminer.

Adressage de plusieurs volumes a un serveur

Plusieurs volumes peuvent étre adressés a un serveur en une seule opération.

Etapes

1.

64

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez les volumes a adresser.

e Pour sélectionner des volumes contigus, sélectionnez le premier volume, puis maintenez la touche Maj enfoncée et sélectionnez le
dernier volume.

e Pour sélectionner des volumes individuels, maintenez la touche Ctrl enfoncée tout en cliquant sur les volumes.

Cliquez sur ...(Plus d'actions) et sélectionnez Adresser un volume au serveur.
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L'Assistant Adressage d'un volume au serveur s'ouvre.
B. Sélectionnez le serveur auguel vous souhaitez adresser les volumes, puis cliquez sur Suivant. L'Assistant affiche la page suivante.

6. (Facultatif) Développez Adressage avancé pour configurer les parametres LUN, restreindre les chemins d'adressage ou présenter le

volume comme volume en lecture seule.
7. Cliquez sur Terminer.

Annuler I'adressage d'un volume a un serveur

Dissociez un volume d'un serveur, si le serveur n'a plus besoin d'accéder au volume.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volume, cliquez sur le nom du volume a ne plus adresser a partir d'un serveur pour ouvrir la vue Volume.

4. Cliquez sur l'onglet Adressages.

5. Sélectionnez le(s) serveur(s) a ne plus adresser a partir du volume, puis cliquez sur 1l Supprimer.
La boite de dialogue Supprimer des adressages s'ouvre.

6. Cliquez sur Oui pour supprimer I'adressage entre le volume sur le serveur.

Promotion d'un adressage de volume d'un serveur a un cluster de serveurs

Si un volume est adressé a un serveur qui appartient a un cluster de serveurs, vous pouvez promouvoir |'adressage vers le cluster de
serveurs afin que le volume soit adressé a tous les serveurs du cluster.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, cliquez sur le nom du volume a promouvoir.

4. Cliquez sur l'onglet Adressages.

B. Sélectionnez le serveur dont vous voulez promouvoir |'adressage, puis cliquez sur Promouvoir en cluster.
La boite de dialogue Promouvoir en cluster s'ouvre.

6. Cliquez sur OK.

Rétrogradation d'un adressage d'un cluster de serveurs a un serveur

Si un volume est adressé a un cluster de serveurs, vous pouvez rétrograder I'adressage de sorte que le volume soit adressé a I'un des
serveurs du cluster.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volume, cliquez sur le nom du volume a ne plus adresser a partir d'un serveur pour ouvrir la vue Volume.

4. Cliquez sur l'onglet Adressages.

B. Sélectionnez le serveur pour lequel vous voulez rétrograder I'adressage, puis cliquez sur Rétrograder depuis un cluster.
La boite de dialogue Rétrograder depuis un cluster s'ouvre.

6. Cliquez sur OK.
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Déploiement d'une image de volume amorcable sur un nouveau serveur

Copiez une image de volume amorgable et mappez-la a un nouveau serveur afin de rationaliser le processus de déploiement de serveur.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

Dans le sous-onglet Volumes, sélectionnez le volume a copier.

Cliquez sur -..(Plus d’actions) et sélectionnez Nouveau démarrage depuis la copie SAN.

La boite de dialogue Nouveau démarrage depuis la copie SAN s'ouvre.

(Facultatif) Modifiez les parameétres par défaut de la copie de volume, le cas échéant.

e Pour modifier le nom du volume, modifiez le champ Nom.

e Pour changer le dossier parent du volume, sélectionnez un dossier dans le volet Dossier de volumes.
[ ]

Pour afficher ce volume comme étant disponible pour Live Migration, sélectionnez Afficher dans la recommandation Live
Migration.

Pour mapper le volume a un serveur, sélectionnez un serveur dans la liste.

Pour planifier la création et I'expiration de Snapshot pour le volume, appliquez un ou plusieurs profils de snapshot en cliquant sur
Modifier en regard de 'option Snapshotsnapshot.

Cliquez sur OK.

Modification du LUN utilisé par une adressage de volume/serveur

Le numéro d'unité logique (LUN) identifie le volume sur le systéeme d'exploitation du serveur.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.

La vue Volumes s'affiche.

Dans la vue Volumes, sélectionnez le volume a modifier.
Cliquez sur I'onglet Adressages.

Sélectionnez le serveur dont vous voulez modifier les paramétres d'adressage, puis cliquez sur # (Modifier).

La boite de dialogue Modifier les paramétres d'adressage d'un volume s'ouvre.

Configurez les paramétres LUN :

e Pour préciser un numéro de LUN, décochez la case Utilisez le LUN disponible suivant, puis saisissez le LUN dans le champ
LUN a utiliser lors de I'adressage a un volume.

e Pour attribuer le LUN suivant non utilisé pour le serveur, cochez la case Utiliser le LUN indisponible suivant.

e Pour rendre le volume amorcgable, cochez la case Adresser un volume a I'aide du LUN 0.

Cliquez sur OK.

Limite du nombre de chemins d'accés pouvant étre utilisés pour un adressage
volume-serveur

Vous pouvez spécifier le nombre maximum de chemins utilisés par les serveurs prenant en charge les E/S multivoies.

Etapes

1.

66

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
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3. Dans la vue Volumes, sélectionnez le volume a modifier.
4. Cliquez sur l'onglet Adressages.

Sélectionnez le serveur dont vous voulez modifier les paramétres d'adressage, puis cliquez sur # (Modifier).
La boite de dialogue Modifier les paramétres d'adressage d'un volume s'ouvre.

6. Utilisez les fleches en regard du champ Nombre maximum de chemins par serveur pour augmenter ou diminuer la limite des
chemins d'acceés.

7. Cliquez sur OK.

Modification d'un adressage volume-serveur en lecture seule

Pour empécher un serveur d'écrire sur un volume, convertissez |'adressage volume-serveur en association volume-serveur en lecture
seule.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a modifier.

4. Cliquez sur l'onglet Adressages.

Sélectionnez le serveur dont vous voulez modifier les paramétres d'adressage, puis cliquez sur # (Modifier).
La boite de dialogue Modifier les paramétres d'adressage d'un volume s'ouvre.

6. Cochez la case Le volume doit étre présenté au serveur en tant que lecture seule
7. Cliquez sur OK.

Suppression de volumes et de dossiers de volumes

Supprimez des volumes et des dossiers de volumes lorsqu'ils deviennent inutiles.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Supprimer un volume

Par défaut, un volume supprimé est placé dans la corbeille.

Prérequis
Supprimez toutes les réplications associées, les Live Volumes ou les Live Migrations avant de supprimer un volume.

Vous pouvez restaurer un volume supprimé qui a été placé vers la Corbeille. Toutefois, un volume
supprimé ne peut pas étre récupéré une fois la corbeille vidée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a supprimer.

4, Cliquez sur l'icbne I (Supprimer).
La boite de dialogue Suppression de dossier s'ouvre.

5. Cliquez sur Supprimer.
La boite de dialogue Supprimer s'ouvre.
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Sélectionnez I'option Ignorer la corbeille et supprimer définitivement les volumes si vous voulez
supprimer le volume immédiatement sans enregistrer les métadonnées dans la corbeille. Dans ce cas, les données
sont supprimées définitivement, et vous ne pouvez pas les récupérer.

6. Cliquez sur OK pour supprimer le volume.
Le volume est marqué pour la suppression et placé dans la corbeille.

Restauration d'un volume depuis la corbeille

Restaurez un volume depuis la corbeille si vous devez le conserver au lieu de le supprimer.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Cliquez sur Corbeille, puis sélectionnez dans la corbeille le volume que vous voulez restaurer.

4. Cliquez sur Restaurer le volume. Le volume est transféré de la corbeille vers son emplacement précédent.

Vidage de la corbeille

Videz la corbeille si vous étes certain de vouloir supprimer les volumes recyclés.

A propos de cette tiache

Apreés le vidage de la corbeille, les données sur les volumes recyclés sont irrécupérables.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, développez la Corbeille.

4. Cliquez sur Vider la corbeille.
La boite de dialogue Vider la corbeille s'ouvre.

5. Cliquez sur OK pour confirmer que vous souhaitez supprimer définitivement tous les volumes mis a la corbeille.

Suppression d'un dossier de volumes

Un dossier de volumes doit étre vide pour pouvoir étre supprimé. Si les volumes supprimés du dossier sont dans la corbeille, le dossier de
volumes n'est pas considéré comme vide et ne peut pas &tre supprimée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans le sous-onglet Volumes, sélectionnez le dossier de volumes a supprimer.

4. Cliquez sur I (Supprimer).
La bofte de dialogue Supprimer un dossier s'ouvre.

B. Cliquez sur OK pour supprimer le dossier.
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Migration de volumes

Les volumes peuvent étre déplacés vers d’'autres volumes et vers d’autres Storage Centers. Les trois options de migration de volumes

sont les suivantes :

Migrer vers un nouveau volume.
Migrer vers un autre Storage Center a 'aide de Live Migrate.
Migrer vers un autre Storage Center a I'aide d'une copie ponctuelle.

Migration d'un volume

LLa migration d'un volume copie un volume source avec ses adressages serveur-volume vers un volume de destination. Apres la migration
du volume, le volume de destination est adressé a tous les serveurs adressés précédemment au volume source.

Etapes

1.

9.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a copier.

Cliquez sur l'icdne -.. (Plus d'actions) et sélectionnez Migration du volume.
La boite de dialogue Migration du volume s'ouvre.

Sélectionnez un volume existant ou créez un volume pour le volume de destination.

e Pour sélectionner un volume existant, sélectionnez un volume dans le tableau Volume de destination.

e Pour créer un volume pour le volume de destination, cliquez sur Créer le volume.

(Facultatif) Cliquez sur le bouton Copier les Snapshots pour copier également les Snapshots du volume source.
Dans le menu déroulant Priorité, sélectionnez un niveau de priorité pour I'opération de copie.

(Facultatif) Sélectionnez une action de post-migration.

e Ne rien faire : migre le volume sans action de post-migration

e Supprimer la source : supprime le volume source apres la migration

e Inverser le miroir : le volume de destination est mis en miroir vers le volume source

(Facultatif) Sélectionnez Planifier I'heure de début pour définir I'heure de création de la copie.

10. Cliquez sur OK.

Migration de volumes via Live Migrate

La Live Migration déplace un volume d'un Storage Center vers un autre Storage Center sans aucun temps d'arrét.

Configuration requise pour Live Migration

Pour créer des Live Migrations, vous devez respecter les exigences répertoriées dans le tableau ci-dessous :

Exigence Description

Version de Storage Center Les Storage Centers source et cible doivent exécuter la version 7.1 ou ultérieure.

@ REMARQUE : Dell recommande que les deux Storage Centers exécutent la
méme version du logiciel Storage Center.

Licence Storage Center Aucune licence supplémentaire n'est nécessaire.
Configuration Unisphere Central Les Storage Centers source et cible doivent étre ajoutés a Unisphere Central.
Communication Storage Center Les Storage Centers source et de destination doivent &tre connectés par Fibre

Channel ou iSCSI, et chaque Storage Center doit étre défini sur l'autre Storage
Center.
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Exigence Description

e Sur le Storage Center source, le Storage Center de destination doit étre défini
comme Storage Center distant.

e Sur le Storage Center cible, le Storage Center source doit étre défini comme
Storage Center distant.

Controles de la bande passante de réplication Vous devez préciser des de réplication Contrdles de la bande passante sur le Storage
Center source.

Serveur e | es Storage Centers source et de destination doivent &tre adressés & un serveur.
MPIO doit étre activé sur le serveur de destination afin d'éviter toute interruption
d'E/S lors d'une Live Migration.

Roles de Live Migration

Les Live Migrations ont deux rdles : source et destination. Ces rdles déterminent le volume actif qui dessert les entrées/sorties. Ces roles
peuvent étre permutés une seule fois, automatiquement ou manuellement.

Dans les exemples suivants, un serveur envoie une demande E/S qui modifie le volume source. Les modifications apportées au volume
source sont répliquées sur le Storage Center de destination sur Fibre Channel ou iSCSI.

Avant la Live Migration
Avant une Live Migration, le serveur envoie les demandes d'entrées/sorties uniqguement au volume & migrer.

o
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=

2—

|
"

Figure 3. Exemple de configuration avant une Live Migration

g [E—

1. Serveur
2. Demande d'entrées/sorties du serveur au volume sur Fibre Channel ou iSCSI

3. Volume a migrer

Live Migration avant permutation des roles

Dans le diagramme suivant, le Storage Center source se trouve a gauche et le Storage Center de destination est a droite.
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Figure 4. Exemple de configuration d'une migration dynamique avant la permutation des réles

1. Serveur 2. Demande d'entrées/sorties du serveur au volume de destination
(retransmise au Storage Center source par le Storage Center de
destination)

3. Volume source 4. Réplication sur Fibre Channel ou iSCSI

5. Volume cible

Live Migration aprés permutation des roles

Dans le diagramme suivant, les roles ont été permutés : le Storage Center de destination se trouve a gauche et le nouveau Storage Center
source est a droite.

Figure 5. Exemple de configuration d'une Live Migration aprés la permutation des roles

1. Serveur 2. Demande d'entrées/sorties du serveur au volume de destination
(retransmise au Storage Center source par le Storage Center de
destination)

3. Volume cible 4. Nouveau volume source

Live Migration une fois I'opération terminée

Dans le diagramme suivant, la migration dynamique est terminée. Le serveur envoie des demandes d'entrées/sorties uniguement au
volume migré.

Administration d'un Storage Center 71



i === ]

8

2— - — 3
[
1 B ﬁ
Figure 6. Exemple de configuration d'une migration dynamique une fois I'opération terminée
1. Serveur 2. Ancien volume de destination
3. Volume migré 4. Demande d'entrées/sorties du serveur au volume migré sur Fibre

Channel ou iSCSI

Création d’une Live Migration

Créez une Live Migration pour déplacer un volume vers un autre Storage Center, et ce sans temps d’arrét.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Créer une nouvelle Live Migration

Utilisez une Live Migration pour déplacer un ou plusieurs volumes d’'un Storage Center vers un autre Storage Center avec peu ou pas de
temps d'arrét.

Prérequis

e |es volumes a migrer doivent étre adresses a un serveur.
e |es volumes ne peuvent pas faire partie d'une réplication, d'un Live Volume ou d’une Live Migration.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu K Mobilité des données, cliquez sur Réplications et Live Volumes.
Cliquez sur I'onglet Migrations.

4. Dans la vue Migrations, cliquez sur + ¥ (Nouveau) et sélectionnez Nouvelle Live Migration.
L'Assistant Nouvelle Live Migration s’ouvre.

5. Sur la page Sélectionner le Storage Centersource, sélectionnez le Storage Center qui contient les volumes a migrer, puis cliquez
sur Suivant.

6. Surla page Sélectionner un volume source, sélectionnez le ou les volumes a migrer, puis cliquez sur Suivant.

7. Sur la page Sélectionner le Storage Center cible, sélectionnez le Storage Center sur lequel vous souhaitez répliquer le volume, puis
cliquez sur Suivant.
Si la connectivité Fibre Channel ou iISCSI n'est pas configurée entre les Storage Centers local et distant, une boite de dialogue s'ouvre.
Cliquez sur Oui pour configurer la connectivité iISCSI entre les Storage Centers.

8. Sur la page Sélectionner un volume cible, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.

9. Sur la page Sélectionner I’adressage de serveur du volume cible, sélectionnez le serveur auquel le volume cible est adressé.
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10. Passez en revue et gjustez les parametres d'adressage avancé selon vos besoins, puis cliquez sur Suivant.
11. Sur la page Parameétres, sélectionnez les parametres de Live Migration.

e Dans la zone Attributs de transport et de transfert, sélectionnez le type de transport.

e Dans la zone Attributs de réplication, configurez les options qui déterminent le comportement de la réplication.

e Dans la zone Attributs de Live Migration, activez ou désactivez I'échange automatique des rdles. Lorsque I'échange
automatique des roles est activé, Live Migrate échange les réles immédiatement aprés la synchronisation du volume. Lorsqu’il
est désactivé, vous pouvez échanger les réles manuellement avant de terminer la migration quand le volume est prét a étre
échangé.

12. Cliquez sur Suivant.
13. Sur la page Synthése, passez en revue le résumé des parametres de Live Migration.

e Cliquez sur Terminer pour créer la Live Migration et fermer I'Assistant.

e Cliquez sur Arriére pour modifier vos parametres.

Etapes suivantes

Achevez la Live Migration

Créer une Live Migration pour un volume unique

Utilisez cette procédure pour créer une Live Migration directement a partir d'un volume existant.

Prérequis

e |es volumes a migrer doivent étre adressés a un serveur.
e Les volumes ne peuvent pas faire partie d'une réplication, d'un Live Volume ou d'une Live Migration.

Etapes

A
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Sélectionnez le volume a migrer.

4. Cliquez -.- sur (Plus d’actions) et sélectionnez Live Migrate.
L'Assistant Nouvelle Live Migration s’ouvre.

5. Sur la page Sélectionner le Storage Center cible, sélectionnez le Storage Center sur lequel vous souhaitez répliquer le volume, puis
cliquez sur Suivant.
Si la connectivité Fibre Channel ou iSCSI n'est pas configurée entre les Storage Centers local et distant, une bofte de dialogue s'ouvre.
Cliquez sur Oui pour configurer la connectivité iISCSI entre les Storage Centers.

6. Sur la page Sélectionner un volume cible, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.

7. Sur la page Sélectionner I’adressage de serveur du volume cible, sélectionnez le serveur auquel le volume cible est adressé.
8. Passez en revue et ajustez les parametres d’adressage avancé selon vos besoins, puis cliquez sur Suivant.
9. Sur la page Parameétres, sélectionnez les parametres de Live Migration.

e Dans la zone Attributs de transport et de transfert, sélectionnez le type de transport.

e Dans la zone Attributs de réplication, configurez les options qui déterminent le comportement de la réplication.

e Dans la zone Attributs de Live Migration, activez ou désactivez I'échange automatique des rdles. Lorsque I'échange
automatique des roles est activé, Live Migrate échange les réles immédiatement aprés la synchronisation du volume. Lorsqu’il
est désactive, vous pouvez échanger les réles manuellement avant de terminer la migration quand le volume est prét a étre
échangé.

10. Cliquez sur Suivant.
1. Sur la page Synthése, passez en revue le résumé des parametres de Live Migration.

e Cliquez sur Terminer pour créer la Live Migration et fermer I'Assistant.

e Cliquez sur Arriére pour modifier vos parametres.
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Etapes suivantes

Achevez la Live Migration

Exécution d'une Live Migration

Effectuez une Live Migration pour arréter les demandes d’entrées/sorties du serveur adressées au Storage Center source et envoyer
toutes les demandes d’entrées/sorties vers le Storage Center cible uniqguement. Vous pouvez effectuer une seule ou plusieurs
Live Migrations en une seule fois.

Prérequis
e Un rebalayage a la recherche de volumes ou de disques a €té effectué sur le serveur cible.
e La Live Migration doit étre a I'état Prét a étre terminé.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EEd MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur 'onglet Réplications.

8. Cliquez sur I'onglet Migrations.
La vue Migrations s’affiche.

4. Sélectionnez les Live Migrations ou migrations a effectuer, puis cliquez sur Achever la Live Migration.
La boite de dialogue Effectuer la Live Migration s'ouvre.

5. Passez en revue les informations contenues dans la bofte de dialogue et assurez-vous qu’un nouveau rebalayage a la recherche de
volumes sur le serveur cible a été effectué.

6. Sélectionnez Je confirme que la nouvelle recherche des disques sur les serveurs cibles est terminée.

7. Cliquez sur OK.
La Live Migration est effectuée. Le serveur arréte d’envoyer les demandes d’entrées/sorties au volume de I'ancien Storage Center
source et la Live Migration est retirée de I'onglet Live Migrations. L'ancien volume source recoit un nouvel ID de périphérique et tous
les adressages sont supprimeés.

Modification des migrations dynamiques

Modifiez une Live Migration si vous souhaitez modifier ses propriétés, la supprimer ou échanger son Storage Center source.

Echanger un volume source pour le volume Live Migration

Si vous n'avez pas choisi la permutation automatique des réles, vous devez permuter les réles avant d'effectuer une Live Migration.

Prérequis

La Live Migration doit étre a I'état Prét a étre échangé.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Migrations.
La vue Migrations s’affiche.

4. Cliquez sur la Live Migration a vérifier.
5. Cliquez sur ... (Plus d’actions) et sélectionnez Echanger un Storage Center source.
6. Cliquez sur OK.
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Activation ou désactivation de la déduplication d'une Live Migration

La déduplication réduit la quantité de données transférées et améliore l'efficacité de stockage du Storage Center distant. La déduplication

copie uniguement les portions de I'historique d'instantané qui ont changé sur le volume source, au lieu de copier toutes les données
capturées par chaque instantané.

Prérequis

La Live Migration doit étre & I'état En cours de synchronisation ou Prét a étre échangé.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu 24 MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Migrations.
La vue Migrations s'affiche.

4, Sélectionnez la Live Migration a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier la Live Migration s'ouvre.

B. Cochez ou décochez la case Déduplication de la réplication.
6. Cliquez sur OK.

Modifier la bande passante de réplication d’une Live Migration

Sélectionnez une autre bande passante de réplication afin de modifier la maniere dont la Live Migration utilise la bande passante.

Prérequis

La Live Migration doit étre a I'état En cours de synchronisation ou Prét a étre échangé.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Migrations.
La vue Migrations s’affiche.

4. Sélectionnez la Live Migration a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier la Live Migration s'ouvre.

5. Sélectionnez une nouvelle bande passante dans la liste Contrdles de la bande passante de réplication.
6. Cliquez sur OK.

Supprimer une Live Migration

Utilisez la vue Live Migrations pour supprimer une Live Migration dont les Storage Center source et cible n'ont pas été échangés.

Prérequis

La Live Migration doit étre & |'un des états suivants :
e En cours de synchronisation

e Prét a étre échangé

e FErreur

A propos de cette tache

®| REMARQUE : Supprimez une Live Migration uniquement lorsque les Storage Centers source et cible affichent leur état Actif.

Administration d'un Storage Center

75



Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EC MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Migrations.
La vue Migrations s'affiche.

4, Sélectionnez la Live Migration a supprimer, puis cliquez sur i(Supprimer).
La bofte de dialogue Supprimer s'ouvre.

B. Cliquez sur OK pour supprimer la Live Migration.

Affichage des informations sur la Live Migration

Utilisez la vue Live Migration pour passer en revue les informations récapitulatives de la Live Migration et les informations sur les
instantaneés, puis accéder aux volumes source et cible. La vue Live Migration est disponible jusqu’a ce que la Live Migration soit terminée.

Afficher la synthése de Live Migration

Utilisez la vue Live Migration pour afficher des informations de synthese sur la Live Migration.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Migrations.
La vue Migrations s’affiche.

4. Cliquez sur la Live Migration a vérifier.
La vue Live Migration s'ouvre sur I'onglet Synthése.

e Sila Live Migration n’a pas encore été exécutée, vous pouvez sélectionner Achever la Live Migration pour terminer la
migration.

e Sila Live Migration n’est pas configurée pour échanger automatiquement les réles apres la synchronisation, vous pouvez échanger
manuellement les réles ou modifier le parametre de remplacement automatique :

o Cliquez sur -.. (Plus d’actions) et sélectionnez Echanger un Storage Center source.
o Cliquez sur # (Modifier) pour ouvrir la boite de dialogue Modifier une Live Migration et modifier le paramétre.

Afficher les informations relatives aux volumes source ou cible de Live Migration

Utilisez la vue Live Migration pour consulter des informations sur le volume source ou cible.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur 'onglet Réplications.

3. Cliquez sur I'onglet Migrations.
La vue Migrations s'affiche.

4. Cliquez sur la Live Migration a vérifier.
La vue Live Migration s'ouvre.

B. Cliquez sur le nom du volume source ou cible pour ouvrir la vue Volume.
6. Dans la vue Volume, cliquez sur la Live Migration dans la zone Réplications et Live Volumes pour revenir a la vue Live Migration.
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Afficher les Snapshots de Live Migration

Utilisez la vue Live Migration pour consulter les informations sur les Snapshots de volume source et cible.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Migrations.
La vue Migrations s’affiche.

4. Cliquez sur la Live Migration a vérifier.
La vue Live Migration s'ouvre.

5. Cliquez sur l'onglet Instantanés.

Migrer un volume a I’aide d’une copie ponctuelle

Utilisez une copie ponctuelle pour déplacer des données d'un volume d’un Storage Center vers un autre. Une copie ponctuelle n’est
disponible que sur les volumes qui ne sont pas adressés sur des serveurs.

A propos de cette tache

@ REMARQUE : Un systeme de stockage SCv2000 Series exécutant Storage Center 7.3 ou ultérieur et tous les autres systemes
de stockage exécutant Storage Center 7.1 ou ultérieur peuvent déplacer un volume vers un autre Storage Center a I'aide de la
fonctionnalité Live Migration.

E
1. Créez un Snapshot pour le volume que vous souhaitez migrer.
2

Dans I'onglet Snapshots du volume, sélectionnez le Snapshot, puis cliquez sur Créer un volume a partir d’un snapshot.
Un volume d’affichage est créé.

3. Dans I'onglet Synthése du volume d’affichage, cliquez sur ... (Plus d’actions) et sélectionnez Créer une copie ponctuelle.
La boite de dialogue Nouvelle copie ponctuelle s'ouvre.

4. Sur la page Sélectionner le Storage Center cible, sélectionnez le Storage Center sur lequel vous souhaitez copier le volume, puis
cliquez sur Suivant.

5. Sur la page Sélectionner un volume, indiquez si vous souhaitez créer un nouveau volume ou utiliser un volume existant.
e Encas d'utilisation d'un volume existant, sélectionnez le volume cible.

e En cas de création d'un nouveau volume, définissez les attributs de volume selon vos besoins. Pour plus d'informations sur les
parametres, cliquez sur Aide.

6. Sur la page Parametres, définissez les Attributs de transport et de transfert, ainsi que les Attributs de réplication, puis cliquez
sur Suivant. Pour plus d’informations sur les parameétres, cliquez sur Aide.

7. Surla page Synthése, passez en revue le résumé des parametres.
e Cliquez sur Terminer pour créer la copie ponctuelle et fermer I'Assistant.
e Cliquez sur Arriére pour modifier vos parametres.

Concepts associés

Exigences concernant la réplication , page 222

Réinitialisation d'un controleur sur les parametres par
défaut

Lorsque vous réinitialisez un contréleur sur les parametres par défaut, toutes les données stockées sur le contréleur et toutes les données
des disques sont effacées.
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Prérequis

Le Storage Center doit &tre un systeme de stockage SCv2000 ou SCv3000 Series.

A propos de cette tiche

Lorsque vous réinitialisez le controleur sur les paramétres par défaut, toutes les informations du
controleur et toutes les données des disques sont effacées.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu déroulant de I'... (Plus d’actions), sélectionnez Restauration des paramétres par défaut.

La boite de dialogue Restauration des parameétres par défaut du Storage Center s’ouvre.

Dans le champ Jeton de réinitialisation a I'état défini a I'usine, saisissez le texte affiché au-dessus du champ Jeton de
réinitialisation a I'état défini a I'usine exactement tel qu'il apparait dans la boite de dialogue.

Dans le champ Nom d'utilisateur d'administrateur de Storage Center entrez le nom d'utilisateur d'un utilisateur Storage Center
doté des privileges Administrateur.

Dans le champ Mot de passe d'administrateur de Storage Center entrez le mot de passe de I'utilisateur Storage Center doté des
privileges Administrateur.

Pour redémarrer le contrdleur aprés la réinitialisation, cochez la case Mettez le Storage Center sous tension une fois les
parameétres par défaut réinitialisés.

Cliquez sur OK.
Le Storage Center se réinitialise avec les parametres par défaut.

Exécution de I’Assistant Récupération d’espace

Si un Storage Center passe en mode Conservation, utilisez I'Assistant Récupération d’espace pour analyser le Storage Center et exécuter
la récupération d’espace.

A propos de cette tache

L'Assistant Récupération d'espace est dynamique et n'affiche que les pages dont les volumes existent et peuvent étre supprimés.

Etapes

1.

N o o

10.

1.
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Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur I'... (Plus d’actions), puis sélectionnez I'option Récupération d’espace.
L'Assistant Récupération d’espace s'affiche.

Sélectionnez le type de stockage sur lequel effectuer une évaluation de récupération d’espace, puis cliguez sur Suivant.
(Facultatif) Si I'Assistant trouve des volumes dans la corbeille, sélectionnez les volumes a supprimer, puis cliquez sur Suivant.
(Facultatif) Si I'Assistant trouve des volumes non mappes, sélectionnez les volumes a supprimer, puis cliquez sur Suivant.

(Facultatif) Si I'Assistant trouve des volumes qui sont des destinations pour réplication, sélectionnez les volumes a supprimer, puis
cliqguez sur Suivant.

(Facultatif) Si I'Assistant trouve des volumes avec espace d'instantanés de plus de 1 Go, sélectionnez les volumes avec instantanés qui
peuvent &tre expirés, puis cliquez sur Suivant.
Pour chague volume sélectionné, sélectionnez les instantanés a faire expirer et cliqguez sur Suivant.

®| REMARQUE : L'instantané actif et le dernier instantané ne peuvent pas étre expirés.
(Facultatif) Si I'Assistant trouve les volumes qui peuvent &tre migrés vers un autre type de stockage, sélectionnez le type de stockage
cible, puis les volumes a migrer, et cliquez sur Suivant.

Dans la page Confirmation, passez en revue les actions de récupération d’espace sélectionnées.
Pour exécuter les actions, cochez la case J’ai examiné toutes les actions, puis cliquez sur Suivant.

Dans la page Résumé, affichez I'état des actions de récupération d'espace et cliquez sur Terminer lorsque les actions sont terminées.
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Gestion des volumes virtuels avec Unisphere Central

Vvals, le cadre d'intégration et de gestion du stockage de VMware, est congu pour renforcer |'efficacité opérationnelle du stockage
rattaché. Cette infrastructure englobe les fichiers qui constituent une machine virtuelle et les stocke en mode natif en tant qu'objets sur
une matrice.

L"architecture VVols permet I'annonce des capacités de stockage granulaire par le stockage sous-jacent. Les conteneurs de stockage, qui
définissent les capacités de stockage disponibles, peuvent &tre créés pour la gestion du stockage basée sur des regles vSphere.

Configuration de VVols dans Unisphere Central

VMware vSphere 6 ou versions ultérieures est requis pour exécuter VVols dans un environnement de stockage avec Unisphere Central.

Exigences et recommandations pour la configuration de VVols dans Unisphere Central

Les exigences et recommandations suivantes concernent la configuration d'Unisphere Central pour utiliser des VVols :

Unisphere Central doit étre utilisé sur I'hyperviseur en cluster de votre choix, pour lequel la haute disponibilité (HA) est activée.
La tolérance de pannes est recommandée.
VVols est pris en charge avec les interfaces iSCSI et Fibre Channel uniquement. Le réseau SAN frontal et FCoE ne sont pas pris en
charge pour les VVols.

e |a carte réseau doit prendre en charge la fonctionnalité LUNID secondaire. Pour plus d'informations, recherchez la section
« Périphériques d’entrées/sorties » avec la fonctionnalité « LUNID secondaire » dans le manuel Guide de compatibilité VMware,
disponible & cette adresse : http://www.vmware.com/resources/compatibility/search.php.

Protection des données VVols

Les métadonnées de machine virtuelle constituent un composant essentiel de la solution totale VVols. Le serveur ESXi de VMware lit
et écrit ces métadonnées sur chaque VVol pendant les opérations du panneau de commande, comme la mise sous tension, la mise hors
tension et la capture d'instantanés.

LLe Data Collector stocke les métadonnées VVols écrites par le fournisseur VASA dans une base de données.

Pendant le déploiement (installation ou migration) du Data Collector et pendant I'enregistrement du fournisseur VASA, il est rappelé a
I'utilisateur de production d'utiliser une base de données externe.

| 'utilisation de la base de données interne sert pour les déploiements en labo uniquement. Selon le modéle de protection utilisé pour le
déploiement, le fait de ne pas utiliser la base de données externe peut entrainer la perte d'une partie ou de I'ensemble des métadonnées
VVols lors de la désinstallation ou de la suppression de Data Collector. L'utilisation de la base de données externe supprime ce risque en cas
de désinstallation ou de suppression.

La base de données externe est censée étre déployée de fagon a étre tres disponible, avec notamment une connectivité de permutation
redondante.

Utilisation pour expérimentation en labo de VVols

Dans un environnement lab de pré-production, un utilisateur pourrait faire des expériences avec VVols et choisir de purger toutes les
données de la matrice et de redémarrer afin de redéployer un autre environnement lab VVols a des fins d’expérimentation.

Voici la procédure appropriée pour purger les données dans un environnement lab uniquement :

1. Al'aide de VMware vCenter : supprimer toutes les machines virtuelles VVVols respectives
2. Alaide de Storage Center : effectuer la purge

Si la commande est annulée, les métadonnées VVols restent dans la base de données méme si le Data Collector est désinstallé. Ces
métadonnées doivent étre supprimées pour assurer la robustesse de I'environnement d’exploitation si un nouvel environnement lab est
créé afin d'utiliser VVols. Si ces données ne sont pas supprimées, certaines opérations de machines virtuelles VVols échoueront et des
métadonnées incorrectes seront référenceées.

Si la commande est annulée, contactez le support technique pour terminer le processus de purge.
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Concepts de volumes virtuels VMware

La figure suivante illustre le modéle de volumes virtuels (Vvols) défini par VMware.

Storage Policy-Based Management

Virtual Volumes

VASA
Provider

I

Storage Container

Virtual Volumes

ek debts . oAkt -] Mdee et |

Le cadre VVol présente les composants suivants :

Fournisseur VASA : un fournisseur VASA (VP) est un composant logiciel qui fait office de service de détection de stockage pour
vSphere. Les fournisseurs de stockage développent des fournisseurs VASA a utiliser avec leurs matrices de stockage spécifiques.
Point de terminaison de protocole (PE) : un point de terminaison de protocole est utilisé pour le stockage VVol et vous permet
d’accéder aux conteneurs de stockage VVol. Le point de terminaison du protocole correspond également a I'endroit ou les contréles
d’acces sont placés et les initiateurs interrogés pour veiller a ce qu'ils soient autorisés a accéder aux conteneurs de stockage et aux
volumes virtuels. Les points de terminaison de protocole sont créés et présentés par Unisphere Central lorsqu’un type de serveur
VMware ESXi 6.0 est créé dans Unisphere Central.

vSphere les reconnait en tant que points de terminaison de protocole une fois le fournisseur VASA enregistré et le conteneur de
stockage créé a I'aide d'Unisphere Central.

Conteneur de stockage : un conteneur de stockage correspond a une quantité de stockage destinée aux machines virtuelles basées
sur les volumes virtuels. Chagque matrice possede au moins un conteneur de stockage. Chaque conteneur de stockage possede un ou
plusieurs points de terminaison de protocole associés.

@l REMARQUE : Les conteneurs de stockage ne sont pas pris en charge en dehors du contexte des volumes virtuels.

Vous devez utiliser Unisphere Central (connecté a un Data Collector) pour pouvoir créer des conteneurs de stockage.

Configuration des opérations VVols dans Unisphere Central

Pour configurer et exécuter des opérations VVols (volumes virtuels) dans Unisphere Central, procédez comme suit :

80

Enregistrez un serveur VMware vCenter dans Unisphere Central.

Enregistrez un serveur VMware vCenter Server dans Storage Center a 'aide de I'option Gérer automatiquement le Storage
Center dans Unisphere Central ou en ajoutant manuellement le serveur vCenter dans Storage Center.

Enregistrez le fournisseur VASA sur un serveur vCenter.
Créez les conteneurs de stockage qui stockeront les objets VVols créés par I'administrateur vCenter.
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e Ultilisez Unisphere Central pour créer des magasins de données de type VVOL. Ceux-ci seront adressés aux conteneurs de stockage
de la baie a I'aide d’Unisphere Central.

e Utilisez vCenter pour créer des machines virtuelles VVol.
Les vues Résumé et Stockage d’'Unisphere Central fournissent des informations sur les conteneurs de stockage, les magasins de

données, les VVols et les points de terminaison du protocole. Ces objets sont gérés a I'aide d’Unisphere Central. Les points de terminaison
du protocole sont créés automatiqguement par Unisphere Central et ne peuvent en aucun cas étre modifiés.

Restrictions des volumes virtuels

Les opérations portant sur des volumes virtuels (Vvols) sont restreintes.

Les administrateurs de stockage utilisent Unisphere Central pour créer des magasins de données vSphere avec conteneurs de stockage,
également appelés magasins de données de type VVOL. Sur le client Web vSphere, ces magasins de données VVol sont semblables aux
magasins de données VMFS ou NFS. Cela dit, les machines virtuelles stockées dans ou sur ces magasins de données le sont en tant que
volumes virtuels sur la matrice, organisés dans le conteneur de stockage. La plupart des opérations possibles sur des volumes traditionnels
le sont aussi sur des volumes virtuels.

Les opérations suivantes sont prises en charge pour les Vvols :

e Afficher

e Créer uninstantané

e Définir des profils d'instantané

e Configurer les définitions de seuils

Les opérations suivantes ne sont pas prises en charge pour les Vvols :

e Modifier le nom

o Modifier les propriétés

e Adresser le volume a un serveur
e FEtendre un volume

e Supprimer

e Migrer

e Copier

e Mettre en miroir

o Répliquer

L 'allocation statique n'est pas prise en charge pour certaines opérations telles que la création ou le clonage d'une machine virtuelle VVol.
Seule l'allocation dynamique est prise en charge.

Fournisseur VASA

Le fournisseur VASA permet de prendre en charge les opérations VMware VVols.

Un fournisseur VASA est une interface logicielle entre le serveur vSphere vCenter et les matrices de stockage du fournisseur. Le
fournisseur VASA proposé par Dell permet a vCenter d'utiliser le stockage Dell. Ce fournisseur VASA prend en charge les spécifications
VMware VASA 2.0 API.

Lorsque le fournisseur VASA est enregistré, vCenter peut étre utilisé pour créer et gérer des Vvols sur le Storage Center.

Pour utiliser des Vvols dans votre environnement, vous devez configurer le fournisseur VASA.

Restrictions relatives au fournisseur VASA

Les restrictions suivantes s'appliquent au fournisseur VASA :

e |e fournisseur VASA Unisphere Central peut &tre enregistré sur un seul serveur vCenter Server.
e Toutes les requétes ESXi et vCenter Server envoyées au fournisseur VASA sont adressées a un seul utilisateur Unisphere Central.

e |e fournisseur VASA ne prend pas en charge les profils de stockage définis par I'utilisateur. Les stratégies de stockage de machines
virtuelles autorisent seulement I'utilisation des profils de stockage définis par défaut par le systeme.
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Enregistrement d'un fournisseur VASA

Vous pouvez enregistrer un fournisseur VASA sur un serveur vCenter et le gérer a partir de la vue Serveurs du Storage Center.

Pou

®

r enregistrer un fournisseur VASA, utilisez I'une des méthodes suivantes :

Lors du premier enregistrement d'un serveur vCenter dans le client Unisphere Central, sélectionnez I'option Enregistrer un
fournisseur VASA.

Pour un serveur vCenter déja enregistré dans le client Unisphere Central, sélectionnez Modifier les parameétres, puis activez la case
Enregistrer un fournisseur VASA.

REMARQUE : Aprées une mise a jour logicielle, le message d'erreur suivant peut s'afficher :

Error registering VASA provider: Error running VMware method

[Method: RegisterVasaProvider] [Message: The VASA provider did not
respond]

Suivez les étapes ci-apres pour corriger 'erreur et enregistrer le fournisseur VASA :
1. Ouvrez le fichier :msaservice\plugins\module manager\product-metadata.json .
2. Modifiez I'Etat VASA sur déployer.

3. Redémarrez le Data Collector

Désenregistrement d'un fournisseur VASA

Dés

enregistrez un fournisseur VASA pour le supprimer de vCenter.

Prérequis

Eta

Le fournisseur VASA doit étre désenregistré avant le lancement de I’une de ces taches :
e Toute action relative a la désinstallation, la migration, la mise a niveau, la réinstallation d’Unisphere Central sur le
méme hote avec la méme adresse IP
e La désinstallation d’Unisphere Central avec I’intention de le réinstaller sur un autre héte
e La modification du FQDN d’Unisphere Central

e La modification de I’adresse IP d’Unisphere Central

Le désenregistrement de VASA affecte les opérations de contrdle sur les volumes virtuels, les machines virtuelles et les
magasins de données en cours d'utilisation. Cela n'affecte pas le transfert de données entre un hote ESXi et le stockage
SAN respectif.

Le désenregistrement du fournisseur VASA entraine une mise hors tension ; les machines virtuelles VVol apparaissent
comme étant inaccessibles et les magasins de données comme étant inactifs. Pour éviter une coupure prolongée des
opérations de contrdle, réduisez la période de temps durant laquelle le fournisseur VASA est désenregistré. Aprés la
réinscription, un retard de récupération du systéme peut apparaitre sur les machines virtuelles et les magasins de
données en raison de leur inaccessibilité ou de leur inactivité respective.

pes
Cliquez sur la vue Serveurs.
Sélectionnez le dossier Serveurs dans le volet Serveurs.

Cliquez avec le bouton droit de la souris sur I'icdne du serveur vCenter, puis sélectionnez Modifier les paramétres.
La boite de dialogue Modifier les parameétres du serveur VMware vCenter s'ouvre.

Cliquez sur Désenregistrer un fournisseur VASA.
Cliquez sur OK.

Utilisation des certificats Unisphere Central avec le fournisseur VASA

Lorsque vous exécutez I'Assistant Enregistrement du fournisseur VASA, I'URL du fournisseur VASA est générée automatiquement.

Cet
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te URL identifie I'note sur lequel le Data Collector est installé. Cet hote est identifié soit par une adresse IP, soit par un nom de domaine

Administration d'un Storage Center



qualifié complet (FQDN). Selon la maniere dont vous avez installé ou mis a niveau Unisphere Central ou selon que vous avez modifié I'héte
du Data Collector, vous devrez peut-étre prendre des mesures supplémentaires pour mettre a jour les certificats.

Nouvelle installation de Dell Unisphere Central

Si Unisphere Central est enregistré aupres d'un service de recherche de noms, tel qu'un serveur DNS ou Active Directory, les certificats
Unisphere Central sont générés en fonction de son nom de domaine qualifié complet. Les éventuelles modifications d'adresse IP
n'affectent en rien les certificats. Si vous modifiez le nom de domaine qualifié complet, Unisphere Central doit étre redémarré
manuellement s'il s'agit d'une installation Windows. Il est automatiquement redémarré pour l'installation de I'appliance virtuelle. Si

vous utilisiez le fournisseur VASA avant les modifications d'adresse IP, vous devrez désenregistrer puis enregistrer a nouveau le
fournisseur VASA manuellement.

Mise a niveau de Dell Unisphere Central

Dans Dell Unisphere Central, les certificats sont basés sur des adresses IP. Aprés une mise a niveau vers Dell Unisphere Central, les
certificats existants restent inchangés. Si vous avez besoin de modifier I'adresse IP de I'hote, les certificats doivent &tre mis a jour, comme
décrit dans le tableau suivant :

Changement d'adresse IP Action requise

Modifications d'adresse IP sur un Unisphere Central | Si Unisphere Central n'est pas enregistré aupres d'un service de recherche de
sous Windows nom comme un serveur DNS ou Active Directory, les certificats Unisphere Central
et VASA sont basés sur l'adresse IP de I'hdte Windows. Avant de modifier
I'adresse IP de I'nbte Windows, vous devez d'abord désinscrire le fournisseur
VASA. Ensuite, modifiez I'adresse IP de I'ndte Windows, avant de redémarrer
manuellement Unisphere Central pour régénérer des certificats basés sur la
nouvelle adresse IP. Aprés le redémarrage, vous devez réenregistrer le fournisseur
VASA.

Modifications d'adresse IP sur I'appliance virtuelle Sur une appliance virtuelle Dell Unisphere Central, les modifications de réseau
comme un changement d’adresse |IP s’effectuent via Unisphere Central. Unisphere
Central est donc informé de ces modifications. Vous devez d’abord désinscrire le
fournisseur VASA, puis modifier I'adresse IP. Une fois ces modifications terminées,
Unisphere Central redémarre de lui-méme pour régénérer des certificats basés sur
la nouvelle adresse IP. Ensuite, vous devez réenregistrer le fournisseur VASA.

Permuter d’'une adresse IP vers un nom de domaine | Pour permuter les certificats en vue d'utiliser le nom FQDN plutét que I'adresse IP
complet sur Dell Unisphere Central de I'héte, commencez par désinscrire le fournisseur VASA. Ensuite, enregistrez
I'ndte Unisphere Central auprés d’un service de recherche de nom, puis configurez
les propriétés de mise en réseau sur I'hdte. Aprés cela, suivez la procédure de

Dell Unisphere Central pour supprimer les certificats existants et redémarrer le
Unisphere Central. Aprés le redémarrage, réenregistrez le fournisseur VASA.

Modifications du nom FQDN sur Windows ou sur Si des certificats utilisent déja le nom FQDN et si vous souhaitez le modifier,

I'appliance virtuelle commencez par désinscrire le fournisseur VASA. Ensuite, modifiez le service de

recherche de nom ou I'ndte Unisphere Central (ou les deux) pour le nouveau

nom FQDN. Apres cela, suivez |'ancienne procédure pour supprimer les certificats

et redémarrer Storage Manager. Enfin, réenregistrez le fournisseur VASA lorsque

Unisphere Central fonctionne a nouveau.

@ REMARQUE : Si vous ne désinscrivez pas le fournisseur VASA avant de
modifier le service de recherche de nom, des erreurs d'initialisation se
produiront sur vCenter pour certains services et I'enregistrement VASA

échouera.
Permutation d’'un FQDN vers une adresse IP sur Si vous souhaitez arréter d'utiliser le nom FQDN et préférez utiliser a nouveau les
Dell Unisphere Central adresses IP, commencez par désinscrire le fournisseur VASA. Ensuite, modifiez le

service de recherche de nom ou I'ndte Unisphere Central (ou les deux) afin de

supprimer la configuration du nom FQDN. Enfin, redémarrez Unisphere Central

pour gque les modifications prennent effet, avant de réenregistrer le fournisseur

VASA.

@ REMARQUE : Si vous ne désinscrivez pas le fournisseur VASA avant de
modifier le service de recherche de nom, des erreurs d'initialisation se
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Changement d'adresse IP Action requise

produiront sur vCenter pour certains services et I'enregistrement VASA
échouera.

Gestion des conteneurs de stockage

Un conteneur de stockage est un pool de stockage utilisé dans un environnement VMware qui prend en charge VVols. une fois gu'ils
sont créés, vous pouvez afficher le récapitulatif des conteneurs de stockage, le volume et les informations de croissance. Pour utiliser le
conteneur de stockage pour VVols, vous devez inscrire le VMware vCenter Server ainsi que le fournisseur VASA & I'aide du Unisphere
Central for SC Series.

Apres qu’un conteneur de stockage a été crée, vous pouvez utiliser vCenter pour créer un magasin de données et le mapper (le monter)
au conteneur de stockage. Ce magasin de données pourra ensuite étre utilisé pour créer des machines virtuelles VVol.

Les détails relatifs aux conteneurs de stockage s'affichent dans I'onglet Récapitulatif lorsque vous sélectionnez le nceud Volumes.

Créer un conteneur de stockage

Créez un conteneur de stockage pour définir les options de stockage des volumes virtuels (VVols).

A propos de cette tache

®| REMARQUE : Storage Center prend en charge un maximum de 50 conteneurs de stockage par Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, cliquez sur + ¥ (Nouveau) et sélectionnez Nouveau conteneur de stockage.
La boite de dialogue Créer un conteneur de stockage s'ouvre.

4. Spécifiez des informations générales sur le conteneur de stockage :
a. Dans le champ Nom, saisissez le nom du conteneur de stockage.
b. Dans le champ Taille, saisissez la taille et sélectionnez une unité de mesure dans le menu déroulant.

c. Pour spécifier un dossier de volumes en tant qu'emplacement du nouveau conteneur de stockage, sélectionnez un dossier dans le
menu déroulant Dossier de volumes.

d. Dans le champ Type de stockage, sélectionnez un type de stockage dans la liste déroulante.
B. Spécifiez les capacités annoncées des nouveaux volumes créés au sein du conteneur de stockage :
a. Spécifiez si vous souhaitez autoriser la compression en cochant ou en décochant la case Compression autorisée.
b. Spécifiez si vous souhaitez autoriser la déduplication en cochant ou en décochant la case Déduplication autorisée.
c. Spécifiez si vous souhaitez autoriser le cryptage en cochant ou en décochant la case Utiliser le cryptage.
d. Pour spécifier les profils de stockage a autoriser pour les nouveaux volumes créés au sein du conteneur de stockage, sélectionnez
les profils dans le tableau Profils de stockage autorisés.
6. Spécifiez les paramétres par défaut pour les nouveaux volumes créés au sein du conteneur de stockage :
a. Sélectionnez le parametre de profil d'instantané par défaut dans le menu déroulant Profil d'instantané.
b. Sélectionnez le parametre de profil de stockage par défaut dans le menu déroulant Profil de stockage.

c. Sélectionnez le parametre de profil de réduction des données par défaut dans le menu déroulant Profil de réduction des
données.

d. Sélectionnez le paramétre d'entrée de réduction des données par défaut dans le menu déroulant Entrée de réduction des
données.

7. Cliquez sur OK.
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Modification d'un conteneur de stockage
Modifier un conteneur de stockage pour modifier ses parametres.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Cliquez avec le bouton droit sur le nom du conteneur de stockage a modifier.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier le conteneur de stockage s'ouvre.

5. Modifiez les champs du conteneur de stockage selon vos besoins.
6. Cliquez sur OK.

Supprimer un conteneur de stockage

Vous pouvez supprimer un conteneur de stockage s'il n'est pas en cours d'utilisation.

A propos de cette tache

@ REMARQUE : La tache Supprimer le conteneur de stockage échouera si vous tentez de supprimer un conteneur de stockage alors
qu'un ou plusieurs volumes virtuels sont associés a celui-ci.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Cliquez avec le bouton droit sur le conteneur de stockage a supprimer.

4. Cliquez sur I (Supprimer).
La boite de dialogue Supprimer les conteneurs de stockage s'ouvre.

5. Cliquez sur Oui.

Affichage des informations relatives aux conteneurs de stockage

Utilisez la vue Volumes pour afficher des informations sur les conteneurs de stockage et les volumes virtuels (VVols).

Les conteneurs de stockage s'affichent dans la vue Volumes de Storage Center avec les volumes. Pour afficher les détails d'un conteneur
de stockage, cliquez sur son nom.

Lors de I'affichage des informations sur un conteneur de stockage, vous pouvez sélectionner les onglets Récapitulatif, Volumes et
Croissance.

Gestion de réduction des données

La fonction de réduction des données utilise la compression et la déduplication pour réduire I'espace disque utilisé par les données d'un
volume.

LLa compression réduit I'espace utilisé par un volume en encodant les données. La déduplication recherche les pages en double et les
supprime, en conservant I'espace disque utilisé par les copies supplémentaires. Lorsque la déduplication est utilisée, la compression est
également appliquée au volume concerné.
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Plateformes matérielles prises en charge

Les séries de contréleurs suivantes prennent en charge la réeduction des données :
SCv3000 Series (prend en charge la compression uniquement)

SC4020

SC5020

SCH020F

SC7020

SC7020F

SC8000

SC9000

Données éligibles a la réduction des données

Pour réduire l'impact de la réduction des données sur les opérations de lecture et d'écriture, un volume limité de données est éligible a la
compression et a la déduplication. L'entrée de réduction des données limite le type de données éligible a la réduction des données. Les
options suivantes sont disponibles pour I'entrée de réduction des données :

e Pages d'Snapshot inaccessibles : permet la réduction des données pour traiter des données figées par un instantané et rendues
inaccessibles par les nouvelles données qui recouvrent les données d'origine dans I'Snapshot.

e Toutes les pages d'Snapshot : permet la réduction des données pour traiter des données figées par un Snapshot.

Modification de lI'entrée de réduction des données

Moaodifier le type de données que la compression et la déduplication réduit.

Prérequis

La réduction des données doit étre appliquée au volume.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.
2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.
4. Cliquez sur I'# (Modifier).
La boite de dialogue Modifier un volume s'ouvre.
5. Développez le menu Réduction des données.
6. Dans le menu déroulant Entrée de réduction des données, sélectionnez une entrée de réduction des données.

e Pages Snapshot inaccessible — Données gelées par un Snapshot qui sont devenues inaccessibles car elles ont été écrasées par
d'autres données

e Toutes les pages d'Snapshot : données figées par un Snapshot

7. Cliquez sur OK pour fermer la boite de dialogue Modifier les paramétres avancés du volume.
8. Cliquez sur OK.

Compression

La compression réduit la quantité d'espace utilisée par un volume en encodant les données. La compression s'exécute quotidiennement
avec Data Progression. Pour modifier la durée d'exécution de la compression, replanifiez Data Progression. La compression ne s'exécute
pas avec Data Progression a la demande.

Lorsque l'utilisateur lit les données compressées, elles sont temporairement décompressées en mémoire jusqu'a la fin de la lecture. Si
la compression est désactivée, les pages compressées sont définitivement décompressées au cours du cycle de compression suivant
et la page compressée d'origine est supprimée, si le temps et les ressources le permettent. Lors de la suppression d'un volume ou du
regroupement des Snapshot, les données compressées associées sont également supprimées.
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La suppression de ces données peut créer des trous dans la page compressée, qui peuvent &tre comblés par de nouvelles données
compressées. De plus, les pages compressées sont défragmentées lors de I'opération Data Progression (Avancement des données) afin de
supprimer les trous et d'utiliser I'espace plus efficacement.

Les économies réalisées grace a la compression sont déterminées en comparant la quantité totale d'espace économisé pour toutes les
pages compressées a la quantité totale d'espace utilisé qui est éligible a la compression. Par exemple, si la compression économise 1 Go sur
un volume avec 10 Go d'espace utilisé éligible a la compression, cela fait 10 % d'économie.

Application de la compression des données a un volume

Appliquez la compression des données a un volume pour réduire I'utilisation de I'espace disque de ce volume.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.
Dans la vue Volumes, sélectionnez le volume a modifier.

4, Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

5. Développez Réduction des données.
6. Dans la liste déroulante Profil de réduction des données, sélectionnez Compression.
7. Cliquez sur OK.

Taches associées

Création de volumes , page 51
Modification de volumes , page 53

Déduplication

La déduplication réduit I'espace utilisé par un volume en identifiant et en supprimant les pages en double. La déduplication requiert des
disques SSD.

Application de la déduplication avec compression a un volume

Appliquez la déduplication avec compression pour réduire la taille du volume. La déduplication et la compression s'effectuent lors de
I'exécution quotidienne de la progression des données.

Prérequis

L'option Autoriser la sélection de la réduction des données doit &tre activée dans I'onglet Préférences de la boite de dialogue Modifier
les paramétres Storage Center.

A propos de cette tache

@ REMARQUE : L'espace économisé grace a la réduction des données dépend de la quantité de données éligibles pour la réduction des
données sur le volume par rapport a l'espace total utilisé par ces données apres la réduction des données.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a modifier.

4. Cliquez sur # (Modifier).
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La boite de dialogue Modifier un volume s'ouvre.
5. Développez Réduction des données.
6. Dans le menu déroulant Profil de réduction des données, sélectionnez Déduplication avec compression.

Affichage de la quantité d'espace récupérée grace a la réduction des
données

La quantité totale d'espace économisée grace a la réduction des données dépend de la quantité de données éligible a la réduction des
données et le type de données en cours de traitement. Certains types de données bénéficient d'une réduction plus efficace que d'autres.
La quantité de données de volume éligible a la réduction des données est déterminée par la taille des données figées par les Snapshots et
le parameétre d'entrée de réduction des données.

Taux d'économies de données

Les taux de réduction et d'efficacité des données du systeme indiquent les économies de données sur le Storage Center via les fonctions
d'économie d'espace disque disponibles.

Rapport de réduction des données systéme : compare |'espace qui serait utilisé par les pages éligibles a la compression et a la
déduplication, a I'espace réellement utilisé par ces pages apres I'application de la réduction des données par Storage Center.

Rapport d’efficacité des données systéme : indique |'efficacité de la compression, de la déduplication, du RAID et du provisionnement
dynamique

Affichage de la quantité d'espace économisée pour un type de stockage

Storage Center détermine le pourcentage total d'espace économisé pour tous les volumes d'un type de stockage en comparant la quantité
d'espace traitée par la réduction des données a la quantité d'espace utilisée lorsque la réduction des données.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Types de stockage.
La vue Types de stockage s'affiche.

3. Sélectionnez un type de stockage.
L'espace économisé grace a la réduction des données est affiché dans la section Economies liées a la réduction des données.

Affichage de la quantité d'espace économisée sur un volume grace a la
réduction des données

Le pourcentage d'espace économisé grace a la réduction des données pour un volume est une estimation découlant de la comparaison
entre la quantité totale d'espace économisé grace a la compression et la déduplication a la quantité totale d'espace traitée par la réduction
des données dans le volume.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans le sous-onglet Volumes, sélectionnez le volume a afficher.

4. Cliquez sur le sous-onglet Hiérarchisation. La quantité d'espace récupérée par la réduction des données sur le volume s'affiche dans
la partie inférieure du sous-onglet Hiérarchisation.
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Modification du profil de réduction des données par défaut
Le profil de réduction des données par défaut détermine le type de réduction des données appliqué aux nouveaux volumes.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans la vue synthése, cliquez sur ¥ (Paramétres).
La boite de dialogue Modifier les paramétres de Storage Center s'ouvre.

3. Cliquez sur l'onglet Préférences.

4. Dans la liste déroulante Profil de réduction des données, sélectionnez le profil de réduction des données par défaut pour les
nouveaux volumes.

e Sélectionnez Compression pour appliquer la compression aux nouveaux volumes.

e Sélectionnez Déduplication avec compression pour appliquer la déduplication et la compression aux nouveaux volumes.

@ REMARQUE : La sélection de la case Autoriser la sélection de réduction des données permet aux utilisateurs de
sélectionner I'option de réduction des données a appliquer a un volume.

Suspension ou reprise de la réduction des données

Suspendez la réduction des données sur un volume pour éviter que la déduplication et/ou la compression ne s'exécutent lors de
I'avancement des données. La suspension de la réduction des données sur un volume interrompt la déduplication et/ou la compression
sur tous les volumes d'affichage créés a partir du volume d'origine. Apres la suspension de la réduction des données, la compression et la
déduplication arrétent de s'exécuter sur les nouvelles données, mais les données existantes ne sont pas décompressées.

Suspension ou reprise de la réduction des données pour un volume

LLa suspension de la réduction des données pour un volume empéche I'exécution de la compression et de la déduplication jusqu'a ce que la
réduction des données reprenne.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a modifier.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

B. Développez I'option Réduction des données.
6. Suspendez ou relancez la réduction des données sur le volume.

e Pour suspendre la réduction des données, cochez Réduction des données suspendue.
e Pour reprendre la réduction des données, décochez la case Réduction des données suspendue.

7. Cliquez sur OK.

Suspension ou reprise de la réduction des données pour tous les volumes

LLa suspension de la réduction des données a partir de la boite de dialogue Modifier les paramétres d'un Storage Center suspend la
compression et la déduplication de tous les volumes de ce Storage Center.

A propos de cette tiche

@ REMARQUE : La fonction Suspendre la réduction des données ne peut pas étre appliquée a d'autres Storage Centers a partir de
la boite de dialogue Storage Center de Storage Center a |'aide de |'option Hériter les parametres.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

D
2. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

3. Dans la vue Récapitulatif, cliquez sur l'icone Parametres.
La boite de dialogue Modifier les paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Stockage.
5. Suspension ou reprise de la réduction des données.
e Pour suspendre la réduction des données, cochez la case Suspendre la réduction des données.
e Pour reprendre la réduction des données, décochez la case Suspendre la réduction des données.

6. Cliquez sur OK.

Désactivation de la réduction des données pour un volume

LLa désactivation de la réduction des données sur un volume décompresse définitivement les données réduites a partir du cycle Data
Progression suivant.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Dans la vue Volumes, sélectionnez le volume a modifier.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier un volume s'ouvre.

5. Développez I'option Réduction des données.
6. Dans le menu déroulant Profil de réduction des données, sélectionnez Aucun.
7. Cliquez sur OK.

Gestion des profils d'Snapshot

Un profil d'Snapshot est un ensemble de regles décrivant a quel moment créer des Snapshots périodiques d'un ou plusieurs volumes et
combien de temps conserver ces Snapshots avant de les supprimer (expiration).

Un Snapshot est une copie ponctuelle (ou PITC) d'un ou plusieurs volumes. Les Storage Center Snapshots se distinguent des Snapshots
traditionnels/PITC car des blocs de données ou des pages sont gelés et non copiés. Aucune donnée utilisateur n'est déplacée, ce qui
renforce l'efficacité du processus en termes de temps nécessaire a la création de I'Snapshot et d'espace utilisé par les Snapshots.

@ REMARQUE : Si plusieurs Snapshots sont planifiés pour étre créés en méme temps pour un volume donné, le Storage Center ne
crée qu'un seul Snapshot. L'Snapshot au délai d'expiration le plus long est crégé, et les autres Snapshots planifiés sont ignorés.

Profils d'Snapshot par défaut

Par défaut, un Storage Center fournit deux profils d'instantané standard qui ne peuvent pas étre supprimés.

e Tous les jours : crée un Snapshot chaque jour a 00 h 01. Cet Snapshot expire une semaine plus tard.
e Exemple : applique trois regles de planification :
o Crée un Snapshot toutes les 12 heures entre 00 h 05 et 18 h 00. Celui-ci expire 5 jours plus tard.
o Crée un Snapshot le premier jour de chaque mois a 23 h 30. Celui-ci expire 26 semaines plus tard.
o Crée un Snapshot chaque samedi a 23 h 30. Celui-ci expire 5 semaines plus tard.
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Profils d'Snapshot cohérents et incohérents

Lors de la création d'un Snapshot pour un volume, les E/S sont suspendues pour permettre la réalisation de I'opération. Un profil
d'instantané cohérent interrompt les E/S vers tous les volumes associés jusgu'a ce gu'un Snapshot soit créé pour chaque volume, en
veillant a ce que les Snapshots contiennent des données pour la méme période. Un profil d'instantané incohérent crée des Snapshots pour
les volumes associés sans garantir que ces Snapshots finiront au méme moment, ce qui consomme moins de ressources.

Profil d'Snapshot cohérent

Profil d'Snapshot incohérent

Interrompt les E/S sur tous les volumes en tant que groupe

Arréte les E/S pour chaque volume indépendamment des autres
volumes.

Consommateur de ressources

Moins consommateur de ressources : dépend de la quantité de
données écrites depuis I'Snapshot précédent

Nombre maximal de volumes en fonction du contréleur de
stockage.

SC8000, SC9000, SC7020 et SC7020F : 100
SCH020 et SCH020F : 50

e SC4020:40

e SCv2000 et Série SCv3000 : 25

Aucune limite au nombre de volumes auxquels le profil d'instantané
est rattaché

Crée simultanément un Snapshots de tous les volumes

Choisissez entre Standard (un volume a la fois) et Parallele (tous
les volumes simultanément)

Peut définir une alerte si les Snapshots ne peuvent pas étre réalisés
dans le délai imparti. Les Snapshots non terminés avant l'alerte

ne sont pas capturés. (Cette suspension peut créer des groupes
incomplets d'Snapshots sur I'ensemble des volumes.)

Tous les Snapshots sont créés

Peut supprimer un groupe d'Snapshots incomplet

Tous les Snapshots sont créés

Peut étre converti en profil d'instantané incohérent

Peut étre converti en profil d'instantané cohérent

Création et application de profils d'Snapshot

Pour créer et faire automatiqguement expirer des Snapshots, créez un profil d'instantané, puis appliquez-le a un ou plusieurs volumes ou

serveurs.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un Snapshot Profile

Créez un Snapshot Profile pour définir des planifications de création et d'expiration de Snapshot automatisées qui peuvent étre appliquées

a des volumes.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche

d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profiles, cliquez sur Profils d'Snapshot.

4. Cliquez sur + ¥ Nouveau et sélectionnez Nouveau profil d'Snapshot dans le menu.

La boite de dialogue Nouveau profil d'Snapshot s'ouvre.
5. Dans le champ Nom, saisissez un nom pour le profil d'instantané.
6. Ajoutez une regle au Snapshot Profile.

Définissez les dates et heures de création des Snapshots.

aooo

Cliquez sur Ajouter une régle. La boite de dialogue Ajouter une régle s'ouvre.
Dans le menu déroulant, sélectionnez la fréquence d'exécution de la regle.

Dans le champ Expiration, entrez la durée pendant laquelle vous souhaitez conserver les Snapshots avant de les supprimer.
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e. Cliquez sur OK. La boite de dialogue Ajouter une régle se ferme.

(Facultatif) Créez des regles supplémentaires, si nécessaire.

Dans le menu déroulant Méthode de création d'Snapshot, sélectionnez une option pour contréler le mode de création des

Snapshots déclenchés par le profil d'instantané.

e Standard : lorsque vous sélectionnez cette option, des Snapshots sont créées en série pour tous les volumes associés au
Snapshot.

e Paralléle : lorsque vous la sélectionnez, cette option prend des Snapshots simultanément pour tous les volumes associés au
Snapshot.

e Cohérent : lorsqu'elle est sélectionnée, cette option arréte les E/S et prend des Snapshots de tous les volumes associés a
I'Snapshot. Elle fournit des options d'expiration pour la création d'Snapshot et pour I'expiration incomplete d'Snapshots.

Cliquez sur OK.

Application d'un Snapshot Profile a un ou plusieurs volumes

Pour ajouter des planifications de création et d'expiration d'Snapshot pour un volume, associez un profil d'instantané au volume.

Etapes

1.

oo~ o

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profiles, cliquez sur Profils d'Snapshot.

Sélectionnez le profil a utiliser dans la section Profil d'Snapshot.

Cliquez sur Appliquer aux volumes. La boite de dialogue Appliquer aux volumes s'ouvre.

Sélectionnez les volumes auxquels vous souhaitez appliquer le profil d'instantané. Pour sélectionner des volumes individuels dans un
dossier de volumes, développez le dossier et sélectionnez chaque volume individuellement.

(Facultatif) Pour supprimer des profils d'instantané des volumes sélectionnés, sélectionnez Remplacer les profils d'Snapshot
existants.

Cliquez sur OK.

Application d'un Snapshot Profile a un serveur

Pour ajouter des planifications de création et d'expiration de Snapshot a tous les volumes attribués a un serveur, associez un Snapshot
Profile au serveur.

Etapes

1.

92

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profiles, cliquez sur Profils d'Snapshot.
Sélectionnez le profil & utiliser dans la section Profil d'Snapshot.

Cliquez sur Appliquer au serveur.
La boite de dialogue Appliquer au serveur s'ouvre.

Sélectionnez le serveur auquel vous souhaitez appliquer le Snapshot Profile. Pour sélectionner des serveurs individuels dans un cluster
de serveurs, développez le cluster et sélectionnez chaque serveur individuellement.

@ REMARQUE : Si vous appliquez un Snapshot Profile a un cluster de serveurs, le Snapshot Profile est appliqué uniquement aux
volumes attribués directement au cluster de serveurs. Les volumes attribués exclusivement aux serveurs membres du cluster ne
sont pas attribués.

(Facultatif) Pour supprimer des Snapshot Profiles du serveur sélectionné, sélectionnez Remplacer les Snapshot Profiles existants.
Cliquez sur OK.
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Création d'un Snapshot pour tous les volumes associés a un Snapshot Profile

Vous pouvez créer un Snapshot pour tous les volumes associés a un Snapshot Profile au lieu de créer manuellement un Snapshot pour
chague volume.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.
Dans la vue Profiles, cliquez sur Profils d'Snapshot.

4. Cliquez sur + ¥ et sélectionnez Nouveau profil d'Snapshot dans le menu.
La boite de dialogue Nouveau profil d'Snapshot s'ouvre.

B. Dans le champ Délai d'expiration, indiquez le nombre de minutes, d'heures, de jours ou de semaines de conservation du Snapshot
avant sa suppression. Pour que le Snapshot n'expire jamais, sélectionnez Ne pas faire expirer.

6. (Facultatif) Dans le champ Description, entrez la description du Snapshot. Le texte descriptif par défaut est « Créé manuellement ».
7. Cliquez sur OK.

Modification des profils d'Snapshot

Modifiez un profil d'Snapshots pour changer les planifications automatisées de création et d'expiration des Snapshot qui sont appliquées
aux volumes associés. Les modifications apportées a un profil d'Snapshot s'appliquent uniqguement aux nouveaux Snapshots créés avec le
profil d'Snapshot modifié. Les instantanés existants ne sont pas modifiés.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Changement du nom d'un profil d'Snapshot

Utilisez la boite de dialogue Modifier le profil d'Snapshot pour renommer un profil d'Snapshot.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profiles, cliquez sur Profils d'Snapshot.

4. Sélectionnez le profil a renommer dans la section Snapshot.

5. Cliquez sur # (Modifier).
La boite de dialogue Modifier le profil d'Snapshot s'ouvre.

6. Dans le champ Nom, saisissez le nouveau nom du profil d'Snapshot.
7. Cliquez sur OK.

Modification des regles d'un profil d'Snapshot

Les regles des profils d'Snapshot déterminent a quel moment les Snapshots sont créés et expirent.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profils, cliquez sur Profils d'Snapshot.

4. Sélectionnez le profil &8 modifier dans la section Snapshot.
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5. Cliquez sur l'icone # (Modifier).
La boite de dialogue Modifier le profil d'Snapshot s'ouvre.
6. (Facultatif) Ajoutez une regle au profil d'Snapshot.
a. Cliquez sur + sous l'en-téte Regles.
La boite de dialogue Ajouter une régle s'ouvre.
b. Dans le champ Expiration, entrez la durée pendant laquelle vous souhaitez conserver les Snapshots avant de les supprimer.
c. Sélectionnez le Type de planification pour définir la fréquence d'exécution de la regle.
d. Définissez les dates et heures de création des Snapshots.
e. Cliquez sur OK.
7. (Facultatif) Modifiez les regles existantes, le cas échéant.

Pour modifier une régle, sélectionnez-la, puis cliquez sur l'icone # (Modifier).
Pour supprimer une régle, sélectionnez-la, puis cliquez sur l'icone il (Modifier).

8. Cliquez sur OK.

Modification de la méthode de création d'Snapshot d'un profil d'Snapshot

La méthode de création d'Snapshot détermine le mode de création des Snapshots déclenchés par le profil d'Snapshot.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

8. Dans la vue Profils, cliqguez sur Profils d'Snapshot.

4. Sélectionnez le profil a modifier dans la section Snapshot.

5. Cliquez sur # (Modifier).
La boite de dialogue Modifier le profil d'Snapshot s'ouvre.

6. Dans le menu déroulant Méthode de création d'Snapshot, sélectionnez une option pour contréler le mode de création des
Snapshots déclenchés par le profil d'Snapshot.

e Standard : lorsque vous sélectionnez cette option, des Snapshots sont créées en série pour tous les volumes associés au
Snapshot.

e Paralléle : lorsque vous la sélectionnez, cette option prend des Snapshots simultanément pour tous les volumes associés au
Snapshot.

e Cohérent : lorsqu'elle est sélectionnée, cette option arréte les E/S et prend des Snapshots de tous les volumes associés a
I'Snapshot. Elle fournit des options d'expiration pour la création d'Snapshot et pour I'expiration incomplete d'Snapshots.

7. Cliquez sur OK.

Suppression d'un profil d'Snapshot

Il est impossible de supprimer un profil d'Snapshot s'il est utilisé par un volume.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profils, cliquez sur Profils d'Snapshot.

Sélectionnez le profil d'Snapshot a supprimer.

Assurez-vous que le profil d'Snapshot n'est utilisé par aucun volume.

SIS BN SY

Cliquez sur I (Supprimer).
Une boite de dialogue de confirmation s'affiche.

7. Cliquez sur Oui.
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Gestion des regles d'expiration pour les Snapshots a distance

Par défaut, les profils d'Snapshot appliqués a des volumes distants possedent les mémes regles d'expiration que celles définies pour les
volumes locaux. Toutefois, vous pouvez créer des regles d'expiration différentes pour les volumes distants. Les instantanés Snapshots
s'appliguent uniquement aux Storage Centers qui sont gérés par un Data Collector.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création de regles d'expiration de profils d'Snapshot pour les Snapshots
distants

Créez des regles d'expiration a distance pour un profil d'Snapshot si vous souhaitez que les Snapshots distants n'expirent pas au méme
moment gue les Snapshots locaux.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profils, cliquez sur I'onglet Profils d'Snapshot.

4. Cliquez sur le sous-onglet Régles.

5. Cliquez sur Modifier I'expiration des Snapshot distants.
La boite de dialogue Modifier I'expiration des Snapshot distants s'ouvre.

6. Configurez la regle d'expiration distante de I'Snapshot.

a. Sélectionnez le ou les Storage Centers distants pour lesquels vous souhaitez spécifier une regle d'expiration relative aux Snapshots

distants.

b. Dans le champ Expiration distante, indiquez le nombre de minutes, d'heures, de jours ou de semaines pendant lesquels
I'Snapshot distant doit étre conservé avant d'étre supprimé.
c. Cliquez sur OK.

Modification de la régle d'expiration d'un profil d'Snapshot pour les Snapshots
distants

Modifiez la regle d'expiration distante d'un profil d'Snapshot pour déterminer jusqu'a quand conserver des Snapshots.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profils, cliquez sur I'onglet Profils d'Snapshot.

4. Cliquez sur le sous-onglet Régles d'expiration a distance.

5. Sélectionnez la régle d'expiration & distance a modifier, puis cliquez sur # (Modifier I'expiration des instantanés distants).
La boite de dialogue Modifier I'expiration des Snapshot distants s'ouvre.

6. Configurez la regle d'expiration distante de I'Snapshot.

a. Dans le champ Expiration distante, indiquez le nombre de minutes, d'heures, de jours ou de semaines pendant lesquels
I'Snapshot distant doit étre conservé avant d'étre supprimé.

b. Cliquez sur OK.

Gestion des profils de stockage

Les profils de stockage décrivent le niveau RAID et les niveaux ou les données sont stockées.
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®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un profil de stockage (Storage Center 7.2.1 et versions
antérieures)

Créez un profil de stockage pour personnaliser les parametres de niveau de RAID et de niveau qui peuvent étre appliqués a un ou plusieurs
volumes.

Prérequis

Dans les paramétres de volume utilisateur par défaut du Storage Center, cochez la case Autoriser la sélection de profil de stockage.

A propos de cette tache

®| REMARQUE : les contrdleurs SCv2000 Series ne peuvent pas créer de profils de stockage.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.
Dans la vue Profils, cliquez sur I'onglet Profils de stockage.

4. Cliquez sur + (Nouveau).
La boite de dialogue Nouveau profil de stockage s'ouvre.

5. Configurez le profil de stockage.

a. Saisissez un nom pour le nouveau profil de stockage dans le champ Nom.

b. Sélectionnez les niveaux RAID a utiliser pour les volumes associés au profil de stockage dans le menu déroulant Type de RAID
utilisé.

¢. Dans la zone Niveaux utilisés, sélectionnez les niveaux de stockage (classes de disque) pouvant étre utilisés pour les volumes
associés au profil de stockage.

6. Cliquez sur OK.

Création d’un profil de stockage (Storage Center 7.2.10 et versions
supérieures)

Créez un profil de stockage pour personnaliser les parametres de niveau de RAID et de niveau qui peuvent &tre appliqués a un ou plusieurs
volumes.

Prérequis

Dans la zone des parameétres de volume utilisateur par défaut du Storage Center, cochez la case Autoriser la sélection de profil de
stockage.

A propos de cette tache

®| REMARQUE : Les systemes de stockage Série SCv2000 ne peuvent pas créer des profils de stockage.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profils, cliquez sur 'onglet Profils de stockage.
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4.

6.

Cliquez sur l'icone + (Nouveau).

La boite de dialogue Nouveau profil de stockage s'ouvre.

Configurez le profil de stockage.

a. Saisissez un nom pour le nouveau profil de stockage dans le champ Nom.

b. Sélectionnez le niveau de stockage (classe de disque) qui sera utilisé pour les écritures de données pour les volumes associés au
profil de stockage dans le menu déroulant Niveau d'écriture.

C. Sélectionnez le niveau RAID a utiliser pour les volumes associés au profil de stockage dans le menu déroulant Type d'écriture
RAID.

d. Sélectionnez le niveau RAID 1 a utiliser pour les données d'Snapshot dans le menu déroulant Niveau 1.

e. Sélectionnez le niveau de RAID 2 & utiliser pour les données d'Snapshot dans le menu déroulant Niveau 2.
f.  Sélectionnez le niveau de RAID 3 a utiliser pour les données d'Snapshot dans le menu déroulant Niveau 3.
Cliquez sur OK.

Appliquer un profil de stockage a un ou plusieurs volumes

Appliquez un profil de stockage a un volume pour spécifier le niveau de RAID et les niveaux utilisés par le volume.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profils, cliquez sur I'onglet Profils de stockage.
Sélectionnez le profil de stockage a appliquer a un volume.

Cliquez sur Appliquer aux volumes.
La boite de dialogue Appliquer aux volumes s'ouvre.

Sélectionnez les volumes auxquels vous souhaitez appliquer le profil de stockage.
Cliquez sur OK.

Appliquer un profil de stockage a un serveur

Appliquez un profil de stockage a un serveur pour spécifier le niveau de RAID et les niveaux utilisés par tous les volumes adressés au
serveur.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profils, cliquez sur I'onglet Profils de stockage.
Sélectionnez le profil de stockage a appliquer a un serveur.

Cliquez sur Appliquer aux volumes de serveur.
La boite de dialogue Appliquer aux volumes du serveur s'ouvre.

Sélectionnez les périphériques auxquels vous souhaitez appliquer un profil de stockage.
Cliquez sur OK.

Supprimer un profil de stockage

Supprimez un profil de stockage s'il n'est plus nécessaire.
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Prérequis

e | acase Autoriser la sélection de profil de stockage doit étre cochée dans la boite de dialogue Configurer les préférences
utilisateur de |'utilisateur Storage Center.

e |e profil de stockage ne peut pas étre appliqué a aucun volume.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profils, cliqguez sur Profils de stockage.

4. Dans la section Profil de stockage, sélectionnez le profil de stockage a supprimer.

5. Cliquez sur I (Supprimer).
Une boite de dialogue de confirmation s'affiche.

6. Cliquez sur Oui.

Gestion des profils QoS

Les profils QoS décrivent les parametres QoS qui peuvent étre appliqués aux volumes.

En définissant des profils QoS pour les volumes, vous limitez potentiellement les E/S des volumes et définissez leur priorité relative en
période de congestion.

Vous pouvez également définir un profil QoS de groupe applicable a différents volumes afin de limiter les E/S agrégées des volumes.

Créer un profil QoS
Les profils QoS englobent un ensemble d'attributs qui contrélent le comportement QoS du volume auquel ils sont appliqués.

Prérequis
e Pour permettre aux utilisateurs de définir des profils QoS sur un Storage Center, I'option Autoriser la sélection du profil QoS doit
étre sélectionnée dans les parametres de préférences de Storage Center.

e Pour activer les profils QoS a appliquer, les options Limites QoS activées et Egaliseur de charge du serveur activé doivent étre
sélectionnées dans les parametres de stockage de Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profils, cliquez sur Profils QoS.
4. Dans la zone Profils QoS, sélectionnez le type de profil a créer.
e Volume
e Groupe
5. Cliquez sur l'icone + (Nouveau).
La boite de dialogue Nouveau profil QoS s'ouvre.
6. Configurez le profil QoS.
a. Dans le champ Nom, attribuez un nom au profil QoS.
b. (Facultatif pour les profils QoS de volume uniquement) Dans le champ Priorité relative, sélectionnez la priorité du profil par

rapport aux autres profils QoS. Pour spécifier une priorité relative personnalisée, sélectionnez Personnalisé et saisissez un nombre
dans le champ Valeur de la priorité.

c. (Facultatif pour les profils QoS de volume uniquement) Sélectionnez Activer I’alerte de seuil de latence, puis entrez une valeur
d'alerte de seuil de latence en ms.
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d. (Facultatif) Sélectionnez Limite par opérations d’E/S par seconde, puis entrez une valeur pour le nombre maximum d'E/S par

seconde autorisé.

e. (Facultatif) Sélectionnez Limite par bande passante, puis saisissez une valeur pour le nombre maximum de Mo par seconde
autorise.

Cliquez sur OK.

Modification d'un profil QoS

Modifiez le profil QoS afin de changer les attributs contrélant la QoS du volume ou du groupe auquel il est appliqué.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profils, cliquez sur Profils QoS.

Dans la section Profils QoS, sélectionnez le profil QoS que vous souhaitez modifier.

Cliquez sur # (Modifier).
La boite de dialogue Modifier un profil QoS s'ouvre.

Si vous y étes autorisé, modifiez les valeurs. Notez que le champ Type de profil ne peut pas étre modifié.
Cliquez sur OK.

Suppression d'un profil de volume QoS

Supprimez le profil QoS d'un volume.

Prérequis

Seuls les profils QoS non utilisés par un volume peuvent étre supprimés. Le profil de volume QoS par défaut ne peut pas étre supprimeé,

méme si aucun volume ne lui est attribué. Les profils QoS de groupe peuvent étre retirés ou réaffectés ; notez toutefois que les profils
QoS de volume peuvent uniguement étre réaffectés.

Dans le volet de navigation de I'onglet Stockage, développez Profils QoS et sélectionnez le profil & supprimer.

Cliquez sur le profil avec le bouton droit et sélectionnez Supprimer.
Une boite de dialogue s'ouvre pour vous inviter a confirmer la suppression.

Cliquez sur OK.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profils, cliquez sur Profils QoS.

Sélectionnez le profil QoS a supprimer, puis cliquez sur i (Supprimer).

Application d'un profil QoS a un volume

Appliquez un profil QoS préalablement défini a un volume.

Prérequis

Le profil QoS doit déja exister.

Administration d'un Storage Center

99



Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.
La vue Profils s'affiche.

3. Dans la vue Profils, cliquez sur Profils QoS.

4. Dans la section Profils QoS, sélectionnez le profil a appliquer.

B. Sélectionnez Appliquer aux volumes.
La boite de dialogue Appliquer aux volumes s'ouvre.

6. Cochez la case située en regard de chaque volume auquel vous souhaitez appliquer le profil QoS.
7. Cliquez sur OK.

Suppression d'un profil QoS de groupe associé a un volume
Supprimez un profil de groupe QoS précédemment associé a un ou plusieurs volumes.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Profils.

La vue Profils s'affiche.

Dans la vue Profils, cliquez sur Profils QoS.

Sélectionnez le profil QoS de groupe a supprimer et cliquez sur Supprimer le profil de groupe du volume.

Cochez la case située en regard de chaque volume dans lequel vous souhaitez supprimer le profil QoS.

o oA~ o

Cliquez sur OK.

Importation de volumes depuis une matrice de stockage
externe

Storage Center peut importer des volumes d’ Baie de stockage PS Series ou d’une baie de stockage MD Series. Il existe deux méthodes
pour importer des données a partir d'un périphérique externe : hors ligne et en ligne.

e L'importation hors ligne permet de migrer un volume, de la source a la destination. Le volume doit alors étre mappé au serveur apres
l'importation.

e |'importation en ligne crée un volume de destination, le mappe au serveur, puis migre les données vers le volume de destination. Durant
l'importation, les E/S continuent entre le serveur et les volumes de destination et source. La méthode en ligne peut prendre plus de
temps que la méthode hors ligne en raison de la poursuite des opérations d'E/S du serveur sur le volume.

Connexion a une matrice de stockage externe (iSCSI)

Apres avoir branché un périphérique externe a Storage Center a l'aide d'un port iSCSI, configurez Storage Center pour qu'il communique
avec le périphérique externe.

Prérequis

Le périphérique externe doit étre connecté au contrdleur a I'aide d'un port iISCSI.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu E2d MOBILITE DES DONNEES, cliquez sur Importations.
La vue Importations s'affiche.

3. Cliquez sur I'onglet Connexions.
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4. Cliquez sur Créer une connexion iSCSI distante.
La boite de dialogue Créer une connexion iSCSI distante s'ouvre.

5. Dans le champ Adresse IP distante, saisissez |'adresse IPv4 du périphérique externe.
6. Dans le menu déroulant Type de réseau iSCSI, sélectionnez la vitesse du réseau iSCSI.
7. Cliquez sur OK.

Effectuer un balayage pour rechercher des périphériques externes
Aprés avoir connecté un périphérique externe au contrdleur, utilisez Unisphere pour le localiser et I'ajouter au systeme.

Prérequis

Le périphérique externe doit étre connecté au contrdleur a l'aide d'un port iISCSI.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu B2 MOBILITE DES DONNEES, cliquez sur Importations.
La vue Importations s'affiche.

3. Cliquez sur l'onglet Périphériques externes.

4. Cliquez sur Effectuer un balayage pour rechercher des périphériques externes.
Une boite de dialogue de confirmation s'affiche.

B. Cliquez sur Oui.
Unisphere identifie les périphériques externes connectés au systeme et les ajoute a la vue Périphériques externes.

Nouvelle détection de connexions iSCSI distantes
Si une connexion distante est perdue, vous pouvez la détecter a nouveau et vous reconnecter au périphérique externe.

Prérequis

Le périphérique externe doit étre connecté au contréleur a I'aide d'un port iSCSI.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu EZ3 MOBILITE DES DONNEES, cliquez sur Importations.
La vue Importations s'affiche.

3. Cliquez sur I'onglet Connexions.

4. Cliquez sur Nouvelle détection de connexions iSCSI distantes.
Une boite de dialogue de confirmation s'affiche.

5. Cliquez sur Oui.
Unisphere identifie les périphériques externes connectés au systeme qui permettent la détection et les ajoute a la vue Connexions.

Suppression d'une connexion distante
Le menu Mobilité des données permet de supprimer une connexion distante lorsqu'elle n'est plus nécessaire.

Prérequis

Le périphérique externe doit étre connecté au contrdleur a l'aide d'un port iISCSI.
Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.
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2. Dans le menu E2d MOBILITE DES DONNEES, cliquez sur Importations.
La vue Importations s'affiche.

3. Cliquez sur l'onglet Connexions.
4. Sélectionnez la connexion a supprimer.

B. Cliquez sur Supprimer une connexion iSCSI distante.
Une boite de dialogue de confirmation s'affiche.

6. Cliquez sur Oui.

Configuration requise de Storage Center pour I'importation

Pour pouvoir importer des données a partir d'une Baie de stockage PS Series, un systeme de stockage Storage Center doit répondre aux
exigences suivantes.

Composant Exigence

Storage Center Version 7.1 ou ultérieure
Connectivité iSCSI

Réseau Faible latence, haut débit

Importation de données depuis un périphérique externe (hors ligne)

Lorsque des données sont importées depuis un périphérique externe, elles sont copiées sur un nouveau volume cible dans le Storage
Center. Effectuez la tache suivante pour importer des données depuis un périphérique externe.

Prérequis

e Un périphérique externe doit étre connecté au Storage Center.
e | e volume de destination ne doit pas étre adressé au serveur.

A propos de cette tiche

@ REMARQUE : Avant d'importer des données a partir d'un périphérique externe, consultez le document Migration des données a
partir d'un stockage Dell PS Series ou PowerVault MD3 vers Dell EMC SC Series Storage a l'aide de I'importation dynamique
disponible dans la base de connaissances Dell.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu EC MOBILITE DES DONNEES, cliquez sur Importations.
La vue Importations s'affiche.

3. Cliquez sur l'onglet Périphériques externes.

4. Cliquez sur Importation hors ligne depuis un périphérique externe.
La boite de dialogue Importation hors ligne depuis un périphérique externe s'ouvre.

B. Modifiez les parametres d'importation selon vos besoins.
6. Cliquez sur OK.

Importation de données depuis un périphérique externe (en ligne)

Pour importer des données a partir d'un périphérique externe en ligne, créez un volume de destination sur le Storage Center et mappez-le
sur le serveur. Les E/S du serveur continuent a la fois vers les volumes de destination et sources pendant l'importation. L'importation a
I'aide de la méthode En ligne peut prendre plus de temps que l'importation hors ligne, car les E/S continuent d'étre acheminées vers le
volume a partir du serveur.
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Prérequis

e Un périphérique externe doit étre connecté au Storage Center.
e |e volume de destination ne doit pas étre adressé au serveur.

A propos de cette tache

@ REMARQUE : Avant d'importer des données a partir d'un périphérique externe, suivez les instructions indiquées dans le manuel
Guide de migration des données d'importation dynamique, disponible sur Dell TechCenter.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu EZ3 MOBILITE DES DONNEES, cliquez sur Importations.
La vue Importations s'affiche.

3. Cliquez sur I'onglet Périphériques externes.
4. Dans la liste déroulante Serveur, sélectionnez le serveur a mapper au volume de destination.

5. Cliquez sur Importation en ligne depuis un périphérique externe.
La boite de dialogue Importation en ligne depuis un périphérique externe s'ouvre.

. Modifiez les paramétres d'importation selon vos besoins.
7. Cliquez sur OK.

Redémarrage de I'importation d'un périphérique externe
Si l'importation d'un périphérique externe ne répond plus, utilisez cette procédure pour la redémarrer.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu EE3 MOBILITE DES DONNEES, cliquez sur Importations.
La vue Importations s'affiche.

8. Cliquez sur l'onglet Périphériques externes.

4. Cliquez sur Redémarrer I'importation du périphérique externe.
Une boite de dialogue de confirmation s'affiche.

5. Cliquez sur Oui.
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Serveur Administration Storage Center

Unisphere vous permet d'allouer I'espace de stockage d'un Storage Center aux serveurs de votre environnement SAN.
Pour présenter I'espace de stockage a un serveur, un objet serveur doit étre ajouté au Storage Center.

Sujets :

e Gestion des serveurs sur un Storage Center
¢ Gestion Serveurs enregistrés

Gestion des serveurs sur un Storage Center

Utilisez la vue Serveurs pour créer et gérer les objets serveur pour un Storage Center.
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Figure 7. Vue des serveurs Unisphere
@l REMARQUE : Les fonctionnalités Server Agent ne sont pas prises en charge dans Unisphere.

Concepts associés

Création de serveurs , page 104

Modification de serveurs , page 106

Adressage de volumes a des serveurs , page 110

Création et gestion de dossiers de serveurs , page 113
Suppression de serveurs et de dossiers de serveurs , page 114

Création de serveurs

Créez un serveur pour autoriser un Storage Center a transmettre les E/S via les ports du serveur. Une fois le serveur créé, des volumes
peuvent lui étre adressés.

@l REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un serveur physique

Créez un objet serveur physique pour représenter un serveur physique dans I'environnement.
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Etapes

1.

6.

Vérifiez que les HBA du serveur disposent d'une connexion aux HBA du Storage Center.

e iSCSI : configurez l'initiateur iSCSI du serveur pour utiliser les HBA du Storage Center comme cible.

e Fibre Channel : configurez les zones Fibre Channel pour permettre aux adaptateurs HBA du serveur et aux adaptateurs HBA du
Storage Center de communiquer.

e SAS : connectez directement le contréleur a un serveur a l'aide de ports SAS configurés en tant que connexions frontales.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

Cliquez sur + ¥ (Nouveau), puis sélectionnez Nouveau serveur.

La boite de dialogue Nouveau serveur s'ouvre.

Configurez les attributs du serveur.

Ces attributs sont décrits dans I'aide en ligne.

a. Entrez un nom pour le serveur dans le champ Nom.

b. Sélectionnez un dossier de serveur dans le menu déroulant Dossier de serveur.

c. Sélectionnez le systeme d'exploitation du serveur dans le menu déroulant Systéme d'exploitation.
d

Pour générer des alertes Storage Center lorsque la connexion entre le Storage Center et le serveur est perdue, sélectionnez
Alerte en cas de perte de connexion.

e. Pour générer des alertes Storage Center lorsque le Storage Center ne dispose que d'une connexion partielle au serveur,
sélectionnez Alerte en cas de connexion partielle.

f.  Sélectionnez ou définissez un ou plusieurs HBA pour le serveur.
e Siun ou plusieurs HBA de serveur sont visibles par le Storage Center, cochez les cases des HBA a ajouter dans le tableau HBA.

e Sjun HBA de serveur n'est pas visible pour le Storage Center, cliquez sur + (Nouveau) pour le définir manuellement. Pour
les connexions SAS frontales, utilisez le nom de périphérique SAS sous le nom international (WWN) pour ajouter manuellement
I'adaptateur HBA.

@ REMARQUE : Vous pouvez ajouter des adresses IP pour les adaptateurs HBA qui seront ultérieurement installés sur le
serveur. Lorsqu'un adaptateur HBA utilisant une de ces adresses IP est installé, il est configuré et prét a l'emploi.

Cliquez sur OK.

Taches associées

Configuration des ports d'E/S front-end (Fibre Channel et SAS) , page 167
Configuration des ports E/S frontaux (iSCSI) , page 168

Créer un serveur virtuel

Créer un objet serveur virtuel pour représenter une machine virtuelle dans I'environnement.

Prérequis

Le serveur qui héberge le serveur virtuel doit étre ajouté comme serveur physique.

Etapes

1.

Vérifiez que les HBA du serveur disposent d'une connexion aux HBA du Storage Center.

e iSCSI : configurez l'initiateur iISCSI du serveur pour utiliser les HBA du Storage Center comme cible.

o Fibre Channel : configurez les zones Fibre Channel pour permettre aux adaptateurs HBA du serveur et aux adaptateurs HBA du
Storage Center de communiquer.

e SAS : connectez directement le contréleur a un serveur a l'aide de ports SAS configurés en tant que connexions frontales.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

Sélectionnez le serveur qui héberge le serveur virtuel dans la vue Serveur.

Serveur Administration Storage Center 105



Cliquez sur + ¥ (Nouveau) et sélectionnez Nouveau serveur virtuel.
La boite de dialogue Nouveau serveur virtuel s'ouvre.

Configurez les attributs du serveur.

Ces attributs sont décrits dans I'aide en ligne.

a.
b.
C.

Entrez un nom pour le serveur dans le champ Nom.
Sélectionnez le systeme d'exploitation du serveur dans le menu déroulant Systéme d'exploitation.

Pour générer des alertes Storage Center lorsque la connexion entre le Storage Center et le serveur est perdue, sélectionnez
Alerte en cas de perte de connexion.

Sélectionnez ou définissez un ou plusieurs HBA pour le serveur.
e Sjun ou plusieurs HBA de serveur sont visibles par le Storage Center, cochez les cases des HBA a ajouter dans le tableau HBA.

e Siun HBA de serveur n'est pas visible pour le Storage Center, cliquez sur + (Nouveau) pour le définir manuellement. Pour
les connexions SAS frontales, utilisez le nom du périphérique SAS sous le nom international (WWN) pour ajouter manuellement
I'adaptateur HBA.

@ REMARQUE : Vous pouvez ajouter une adresse IP pour les adaptateurs HBA qui seront ultérieurement installés sur le serveur
hote. Lorsque I'adaptateur HBA utilisant cette adresse IP est installé, il est configuré et prét a I'emploi.

7. Cliquez sur OK.

Taches associées

Configuration des ports d'E/S front-end (Fibre Channel et SAS) , page 167
Configuration des ports E/S frontaux (iSCSI) , page 168

Création d'un cluster de serveurs

Créez un objet cluster de serveurs pour représenter un cluster de serveurs dans |'environnement.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

Cliquez sur l'icone + ¥ (Nouveau), puis sélectionnez Nouveau cluster de serveurs.
La boite de dialogue Nouveau cluster de serveurs s'ouvre.

Configurez les attributs du cluster de serveurs.

Ces attributs sont décrits dans l'aide en ligne.

a.
b.
C.

Entrez un nom pour le serveur dans le champ Nom.
Sélectionnez un dossier de serveur dans le menu déroulant Dossier de serveur.
Dans le menu déroulant Systéme d'exploitation, sélectionnez le systéeme d'exploitation du cluster.

®| REMARQUE : Tous les serveurs d'un cluster de serveurs doivent exécuter le méme systeme d'exploitation.

Pour générer des alertes Storage Center lorsque la connexion entre le Storage Center et les serveurs est perdue, sélectionnez
Alerte en cas de perte de connexion.

Pour générer des alertes Storage Center lorsque le Storage Center ne dispose que d'une connectivité partielle aux serveurs,
sélectionnez Alerte en cas de connectivité partielle.

Ajouter des serveurs au cluster de serveurs

Pour ajouter des serveurs existants au cluster, activez les cases en regard des serveurs a ajouter dans le tableau des Serveurs.
Pour définir un nouveau serveur, cliquez sur l'icéne + (Nouveau), configurez les attributs du serveur, puis cliquez sur OK.

Cliquez sur OK.

Modification de serveurs

Modifiez un serveur pour changer ses attributs, appliquer un profil Snapshot et ajouter ou supprimer des adaptateurs HBA.
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Changement de nom d'un serveur

Vous pouvez renommer un objet serveur a tout moment, et le nom ne doit pas nécessairement correspondre au nom d'hdte ou a I'adresse
IP du serveur.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Sélectionnez le serveur.

4. Cliquez sur # (Modifier).
La boite dialogue Modifier le serveur s'ouvre.

B. Saisissez un nom pour le serveur dans le champ Nom.
6. Cliquez sur OK.

Déplacement d'un serveur vers un autre dossier de serveurs

A des fins pratiques, les objets serveur peuvent étre organisés en dossiers.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur.

4. Cliquez sur Déplacer.
La boite de dialogue Déplacer vers un dossier s'ouvre.

B. Sélectionnez le dossier dans lequel déplacer le serveur.
6. Cliquez sur OK.

Changement du systeme d'exploitation d'un serveur

Si vous avez installé un nouveau systeme d'exploitation ou mis a niveau le systéme d'exploitation sur un serveur, vous devez mettre a jour
I'objet serveur correspondant en conséguence.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Sélectionnez le serveur.

4. Cliquez sur # (Modifier).
La boite dialogue Modifier le serveur s'ouvre.

B. Sélectionnez le systéeme d'exploitation du serveur dans la liste déroulant Systéme d'exploitation.
6. Cliquez sur OK.

Application d'un ou plusieurs Snapshot Profiles a un serveur

Associez un Snapshot Profile a un serveur pour ajouter des planifications de création et d'expiration de Snapshot a tous les volumes
actuellement adressés a un serveur. Les volumes qui sont ensuite adressés au serveur n'héritent pas des planifications de création et
d'expiration de Snapshot.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur.

4. Cliquez sur l'icbne ... (Plus d'actions), puis sélectionnez Appliquer les profils d'Snapshot.
La boite de dialogue Sélectionner les profils d'Snapshot s'ouvre.

5. Dans le volet supérieur de la bofte de dialogue, sélectionnez les Snapshot Profiles a attribuer aux volumes.

6. Pour remplacer les profils d'Snapshot existants de chaque volume adressé au serveur, cochez la case Remplacer les profils
d'Snapshot existants.

7. Cliquez sur OK.

Ajout d'un serveur a un cluster de serveurs

Vous pouvez ajouter un serveur a un cluster de serveurs a tout moment.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur a ajouter au cluster de serveurs.

4. Cliquez sur ... (Plus d'actions), puis sélectionnez Ajouter au cluster.
La boite de dialogue Ajouter un serveur au cluster s'ouvre.

B. Sélectionnez le cluster de serveurs auquel vous souhaitez ajouter le serveur.
6. Cliquez sur OK.

Suppression d'un serveur d'un cluster de serveurs

Vous pouvez supprimer un objet serveur d'un cluster de serveurs a tout moment.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Développez le cluster de serveurs.

4. Sélectionnez le serveur a supprimer du cluster de serveurs.

5. Cliquez sur ... (Plus d'actions), puis sélectionnez Supprimer du cluster.
La boite de dialogue Supprimer le serveur du cluster s'ouvre.

6. Cliquez sur Oui.

Conversion d'un serveur physique en serveur virtuel

Si vous avez migré un serveur physique vers une machine virtuelle, remplacez I'objet serveur physique par un objet serveur virtuel, puis
sélectionnez le serveur physique hote.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
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La vue Serveurs s'affiche.
3. Sélectionnez le serveur physique a convertir en serveur virtuel.

4. Cliquez sur ... (Plus d'actions), puis sélectionnez Convertir en serveur virtuel.
La boite de dialogue Convertir en serveur virtuel s'ouvre.

B. Sélectionnez le serveur parent ou le cluster de serveurs qui héberge le serveur virtuel.
6. Cliquez sur OK.

Convertir un serveur virtuel en serveur physique

Si vous avez migré une machine virtuelle vers un serveur physique, modifiez I'objet serveur virtuel correspondant en conséquence.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur virtuel a convertir en serveur physique.

4. Cliquez sur -.. (Plus d'actions), puis sélectionnez Convertir en serveur physique.
La boite de dialogue Convertir en serveur physique s'ouvre.

5. Cliquez sur OK.

Ajout d'un ou plusieurs HBA a un serveur

Pour adresser un volume a un serveur, le Storage Center doit étre capable de communiquer avec au moins un adaptateur HBA sur le
serveur.

Etapes
1. Vérifiez que les HBA du serveur disposent d'une connectivité aux HBA du Storage Center.

e Fibre Channel : configurez les zones Fibre Channel pour permettre aux adaptateurs HBA du serveur et aux adaptateurs HBA du
Storage Center de communiquer.

iSCSI : configurez l'initiateur iISCSI du serveur pour utiliser les HBA du Storage Center comme cible.
e SAS : connectez directement le contréleur a un serveur a l'aide de connexions SAS frontales.

2. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

8. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
4. Sélectionnez le serveur.

5. Cliquez sur -.. (Plus d'actions), puis sélectionnez Ajouter des HBA.
La boite de dialogue Ajouter des HBA au serveur s'ouvre.

6. Sélectionnez ou définissez un ou plusieurs HBA pour le serveur.

e Sjun ou plusieurs HBA de serveur peuvent étre vus par le Storage Center, cochez les cases de ces HBA pour le serveur.

e Siun HBA de serveur ne peut pas étre vu par le Storage Center, cliquez sur Ajouter manuellement un adaptateur HBA pour le
définir manuellement.

@ REMARQUE : Pour les ports SAS frontal, utilisez le nom de périphérique SAS sous le nom international pour ajouter
manuellement I'adaptateur HBA.

7. Cliquez sur OK.

Taches associées

Configuration des ports d'E/S front-end (Fibre Channel et SAS) , page 167
Configuration des ports E/S frontaux (iISCSI) , page 168
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Supprimer un ou plusieurs HBA d'un serveur

Si un adaptateur HBA du serveur a été réattribué et n’est plus utilisé pour communiquer avec le Storage Center, supprimez-le de I'objet
serveur.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur.

4. Cliquez sur -.. (Plus d'actions), puis sélectionnez Supprimer des HBA.
La boite de dialogue Supprimer des HBA du serveur s'ouvre.

5. Cochez les cases des HBA a supprimer du serveur.
6. Cliquez sur OK.

Adressage de volumes a des serveurs

Adressez un volume a un serveur pour autoriser le serveur a utiliser le volume pour le stockage.

Adresser un volume a un serveur

Adressez un volume existant a un serveur pour autoriser le serveur a 'utiliser .

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur.

4. Cliquez sur Adresser un volume au serveur.
L'Assistant Adressage d'un volume au serveur s'ouvre.

5. Dans la zone Volume, sélectionnez le volume a adresser au serveur.

6. Cliquez sur Suivant.
L'Assistant Adressage de volume au serveur passe a la page suivante.

7. (Facultatif) Configurez les parametres LUN, restreignez les chemins d'adressage ou présentez le volume comme volume en lecture
seule.

8. Cliquez sur Terminer.

Annuler I'adressage d’un ou plusieurs volumes a un serveur

Si un serveur n'utilise plus un volume, vous pouvez annuler I'adressage du volume du serveur.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur.

4. Cliquez sur ... (Plus d'actions), puis sélectionnez Supprimer les mappages de volume.
La boite de dialogue Supprimer des adressages s'ouvre.

B. Cochez les cases des volumes dont vous souhaitez annuler I'adressage au serveur.

110 Serveur Administration Storage Center



6. Cliquez sur OK.

Création d’un volume et mappage de ce volume a un serveur

Si un serveur nécessite un espace de stockage supplémentaire et que vous ne souhaitez pas utiliser un volume existant, vous pouvez créer
un volume et le mapper au serveur en une seule opération.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez le serveur auquel mapper un nouveau volume.
4. Cliquez sur I'+¥ (Nouveau), puis sélectionnez Nouveau volume.
La boite de dialogue Nouveau volume s'ouvre.
B. Laissez le champ Nombre de volumes défini sur 1.
Saisissez un nom pour le volume dans le champ Nom.
7. Sélectionnez une unité de stockage dans le menu déroulant et saisissez la taille du volume dans le champ Taille configurée.
Les unités de stockage sont les octets, les kilo-octets (Ko), les méga-octets (Mo), les giga-octets (Go) et les téra-octets (To).
8. Sélectionnez un dossier parent pour le volume a partir du menu déroulant Dossier de volumes.
9. Pour forcer toutes les données écrites vers le niveau le plus bas, sélectionnez Importer vers le niveau le plus bas.

@ REMARQUE : Lorsque la case Importer vers le niveau le plus bas est cochée, la création automatique de snapshots n'est plus
assurée, les profils de snapshot ne peuvent pas étre modifiés et le volume n’est pas conforme aux profils de stockage.

10. Pour afficher ce volume comme étant disponible pour Live Migration, sélectionnez Afficher dans la recommandation Live
Migration.

1. (Facultatif) Configurez les attributs de volume restants de maniere appropriée.
e Serveur : sélectionnez un serveur auguel mapper le volume.

e Mappage avancé : cliquez sur Mappage avancé pour configurer les parametres de LUN, restreindre les chemins de mappage ou
mettre le volume en lecture seule.

e Allocation préalable de I’espace de stockage : cochez la case Allocation préalable de I’espace de stockage pour allouer le
stockage au volume avant que le volume ne soit mappé au serveur.

@ REMARQUE : lorsqu’un volume est préalloué, le Storage Center alloue la totalité de I'espace du volume au serveur. L'espace
libre du volume est de O Mo et I'espace utilisé/actif de ce volume équivaut a la taille du volume du Storage Center. Pour
maintenir le volume préalloué lorsqu’il est formaté sur le serveur, la fonctionnalité de suppression du mappage SCSI doit étre
désactivée sur le serveur.

Profils de Snapshot : cliquez sur Modifier pour sélectionner des profils de Snapshot pour le volume.

Suspendre la création de snapshots : cochez cette case pour empécher la création de snapshots du volume.

Suspendre I’expiration des snapshots : cochez cette case pour arréter temporairement I'expiration des snapshots du volume.

Autoriser la fusion des snapshots dans le snapshot actif : cochez cette case pour combiner les snapshots de gestion
d’espace au prochain snapshot planifi€ ou manuel.

Profil de stockage : sélectionnez le profil de stockage a attribuer au volume. Sélectionner le profil de stockage Recommandé
(tous les niveaux) permet au volume de tirer pleinement parti de I'avancement des données.

Type de stockage : sélectionnez le type de stockage a attribuer au volume.
Profil QoS de volume : sélectionnez le profil QoS de volume a attribuer au volume.
Profil QoS de groupe : sélectionnez le profil QoS de groupe a attribuer au volume.

Profil de réduction des données : sélectionnez Compression ou Déduplication avec compression en tant que profil de
réduction des données pour le volume. Aucun est sélectionné par défaut.

12. Cliquez sur OK.

Concepts associés

Modification de volumes , page 53
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Création simultanée de plusieurs volumes et mappages de ces volumes a un
serveur

Si un serveur nécessite un stockage supplémentaire et si vous ne souhaitez pas utiliser les volumes existants, vous pouvez créer et
mapper plusieurs volumes sur le serveur en une seule opération.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Sélectionnez un serveur auguel mapper le volume sélectionné.

4. Cliquez sur I'+¥ (Nouveau), puis sélectionnez Nouveau volume.
La boite de dialogue Nouveau volume s'ouvre.

B. Dans le champ Nombre de volumes, entrez le nombre de volumes a créer.

6. Saisissez un nom pour le volume dans le champ Nom.

7. Sélectionnez une unité de stockage dans le menu déroulant et saisissez la taille du volume dans le champ Taille configurée.
Les unités de stockage sont les octets, les kilo-octets (Ko), les méga-octets (Mo), les giga-octets (Go) et les téra-octets (To).

8. Sélectionnez un dossier parent pour le volume a partir du menu déroulant Dossier de volumes.

9. Pour forcer toutes les données écrites vers le niveau le plus bas, sélectionnez Importer vers le niveau le plus bas.

@ REMARQUE : Lorsque la case Importer vers le niveau le plus bas est cochée, la création automatique de snapshots n'est plus
assurée, les profils de snapshot ne peuvent pas étre modifiés et le volume n'est pas conforme aux profils de stockage.

10. Pour afficher ce volume comme étant disponible pour Live Migration, sélectionnez Afficher dans la recommandation Live
Migration.

1. (Facultatif) Configurez les attributs de volume restants de maniere appropriée.
e Serveur : sélectionnez un serveur auguel mapper le volume.

e Mappage avancé : cliquez sur Mappage avancé pour configurer les parametres de LUN, restreindre les chemins de mappage ou
mettre le volume en lecture seule.

e Allocation préalable de I’espace de stockage : cochez la case Allocation préalable de I’espace de stockage pour allouer le
stockage au volume avant que le volume ne soit mappé au serveur.

@ REMARQUE : lorsqu’un volume est préalloué, le Storage Center alloue la totalité de I'espace du volume au serveur. L'espace
libre du volume est de O Mo et I'espace utilisé/actif de ce volume équivaut a la taille du volume du Storage Center. Pour
maintenir le volume préalloué lorsqu'il est formaté sur le serveur, la fonctionnalité de suppression du mappage SCSI doit étre
désactivée sur le serveur.

Profils de Snapshot : cliquez sur Modifier pour sélectionner des profils de Snapshot pour le volume.

Suspendre la création de snapshots : cochez cette case pour empécher la création de snapshots du volume.

Suspendre I’expiration des snapshots : cochez cette case pour arréter temporairement I'expiration des snapshots du volume.

Autoriser la fusion des snapshots dans le snapshot actif : cochez cette case pour combiner les snapshots de gestion
d’espace au prochain snapshot planifi€ ou manuel.

Profil de stockage : sélectionnez le profil de stockage a attribuer au volume. Sélectionner le profil de stockage Recommandé
(tous les niveaux) permet au volume de tirer pleinement parti de I'avancement des données.

Type de stockage : sélectionnez le type de stockage a attribuer au volume.
Profil QoS de volume : sélectionnez le profil QoS de volume a attribuer au volume.
Profil QoS de groupe : sélectionnez le profil QoS de groupe a attribuer au volume.

Profil de réduction des données : sélectionnez Compression ou Déduplication avec compression en tant que profil de
réduction des données pour le volume. Aucun est sélectionné par défaut.

12. Cliquez sur OK.

Concepts associés

Modification de volumes , page 53
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Création et gestion de dossiers de serveurs

Utilisez des dossiers de serveurs pour regrouper et organiser les serveurs définis sur le Storage Center.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Créer un dossier de serveurs

Créer un dossier de serveurs pour regrouper des serveurs.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Cliquez sur + ¥ (Nouveau), puis sélectionnez Nouveau dossier de serveurs.
La boite de dialogue Nouveau dossier de serveurs s'ouvre.

Saisissez un nom pour le dossier dans le champ Nom.
(Facultatif) Saisissez les informations sur le volume dans le champ Remarques.
Sélectionnez un dossier parent pour le nouveau dossier dans le menu déroulant Parent.

N o o b

Cliquez sur OK.

Renommer un dossier de serveurs

Sélectionnez un autre nom pour un dossier de serveurs.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Sélectionnez le dossier de serveur a renommer.

4. Cliquez sur # (Modifier).
La boite de dialogue Modifier le dossier de serveur s'ouvre.

B. Saisissez un nouveau nom pour le dossier dans le champ Nom.
6. Cliquez sur OK.

Déplacer un dossier de serveurs

Utllisez la boite de dialogue Modifier les paramétres pour déplacer un dossier de serveur.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Sélectionnez le dossier de serveur a déplacer.

4, Cliquez sur # (Modifier).
La boite de dialogue Modifier le dossier de serveur s'ouvre.

B. Sélectionnez un nouveau dossier parent a partir du menu déroulant Parent.
6. Cliquez sur OK.
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Suppression de serveurs et de dossiers de serveurs

Supprimez les serveurs et des dossiers de serveurs lorsqu'ils n'utilisent plus aucun stockage sur le Storage Center.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Suppression d'un serveur

Supprimez un serveur s'il n'utilise plus le stockage sur le Storage Center. Lorsque vous supprimez un serveur, tous les adressage de
volumes au serveur sont €galement supprimes.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

Sélectionnez le serveur a supprimer.

4. Cliquez sur I (Supprimer).
La boite de dialogue Supprimer les serveurs s'ouvre.

5. Cliquez sur OK.

Supprimer un dossier de serveurs

Supprimez un dossier de serveurs lorsqu'il n'est plus nécessaire.

Prérequis

Le dossier de serveurs doit étre vide.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Sélectionnez le dossier de serveur a supprimer.

4. Cliquez sur I (Supprimer).
La boite de dialogue Supprimer le dossier de serveur s'ouvre.

B. Cliquez sur Oui.

Gestion Serveurs enregistrés

Utilisez la vue Serveurs enregistrés pour enregistrer des serveurs aupres de Unisphere Central et approvisionner le stockage des
serveurs enregistrés.

Types de serveur pouvant étre gérés de facon centralisée

Les serveurs exécutant des systémes d’exploitation Windows et VMware peuvent étre inscrits aupres de Unisphere Central.

Type de serveur Versions/Modéles pris en charge

Windows e Windows Server 2012 R2 (installation compléte ou Core)
e Windows Server 2016 (installation complete)
e Windows Server 2019
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Type de serveur Versions/Modeéles pris en charge

@ REMARQUE : Le Storage Manager Server Agent doit étre
installé sur un serveur Windows pour pouvoir &tre enregistré.

VMware e [ESXi6.5 et supérieur

e vCenter Server 6.5 et supérieur

@ REMARQUE : Le protocole SAS pour les connexions hote est
pris en charge a partir de VMware ESXi version 6.5 et VMware
vCenter, serveur client Web version 6.5.

Agent Storage Manager Server Agent pour serveurs Windows

Pour inscrire un serveur Windows auprés de Unisphere Central, vous devez installer I'agent Storage Manager Server Agent sur le serveur.
L'agent Server Agent permet a Unisphere Central de communiquer avec le serveur Windows pour récupérer des informations et simplifier
la gestion du stockage pour le serveur.

L’agent Server Agent est requis uniqguement pour les serveurs Windows. Les autres types de serveur pris en charge ne nécessitent pas
I'agent Server Agent.

Inscription de serveurs auprés de Unisphere Central

Inscrivez un serveur physique ou virtuel auprés de Unisphere Central pour simplifier le processus de provisionnement du stockage.

Inscription d’un serveur Windows

Inscrivez le Storage Manager Server Agent aupres d’'un serveur Windows pour gérer ce dernier dans la vue Serveurs.

Prérequis

L’agent Storage Manager Server Agent doit étre installé et en cours d’exécution sur le serveur.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.

4. Cliquez sur I'icone + ¥ (Nouveau), puis sélectionnez Ajouter un Server Agent Windows.
La boite de dialogue Ajouter un Server Agent Windows s’affiche.

5. Entrez le nom d’'hdte ou I'adresse IP d'un serveur Windows dans le champ Hote ou adresse IP.

@ REMARQUE : Si le serveur est membre d’'un cluster de serveurs, entrez le nom d’héte ou I'adresse IP d’un serveur, et non du
cluster de serveurs.

Entrez le numéro du port d’écoute de socket sur I'agent Server Agent dans le champ Port.
7. Saisissez une valeur d’expiration du délai de connexion en secondes.
8. Configurez les paramétres de gestion automatique pour le Storage Center auquel le serveur est connecté.

e Pour gérer et créer automatiquement le serveur sur le Storage Center, cochez la case Gérer automatiquement les Storage
Centers.

e Pour créer et gérer automatiquement les machines virtuelles hébergées par le serveur sur les Storage Center, sélectionnez Gérer
automatiquement les machines virtuelles sur les Storage Centers.

@ REMARQUE : Si le serveur est équipé de HBA iSCSI physiques, Unisphere Central risque de ne pas reconnaitre
automatiquement les noms WWN du serveur. Dans ce cas, configurez le ou les HBA iSCSI du Storage Center cible, créez un
serveur sur un Storage Center, puis adressez manuellement le serveur Storage Center sur I'agent Server Agent.
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9.

Sélectionnez un dossier parent pour le serveur dans |'arborescence de navigation Dossier.

10. Cliquez sur OK.

Enregistrer un serveur ESXi VMware vSphere

Enregistrez un serveur VMware vCenter afin de le gérer dans la vue Serveurs.

Etapes

1.

9.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Cliquez sur I'onglet Serveurs enregistrés.

Cliquez sur I'+ ¥ (Nouveau), puis sélectionnez Ajouter VMware vSphere ESXi Host.
La boite de dialogue Ajouter VMware vSphere ESXi Host s'ouvre.

Entrez le nom d’héte ou I'adresse IP d’un serveur Windows dans le champ Hote ou adresse IP.
@ REMARQUE : Si le serveur est membre d’un cluster de serveurs, entrez le nom d’héte ou I'adresse IP d’un serveur, et non du
cluster de serveurs.

Entrez le nom d'utilisateur et le mot de passe d’un utilisateur administrateur sur le serveur.
Cochez la case HTTPS afin d'utiliser HTTPS pour vous connecter au serveur.
Configurez les paramétres de gestion automatique pour le Storage Center auquel le serveur est connecté.

e Pour gérer et créer automatiquement le serveur sur le Storage Center, cochez la case Gérer automatiquement les Storage
Centers.

e Pour créer et gérer automatiqguement les machines virtuelles hébergées par le serveur sur les Storage Center, sélectionnez Gérer
automatiquement les machines virtuelles sur les Storage Centers.
@ REMARQUE : Si le serveur est équipé de HBA iSCSI physiques, Unisphere Central risque de ne pas reconnaitre
automatiquement les noms WWN du serveur. Dans ce cas, configurez le ou les HBA iSCSI du Storage Center cible, créez un
serveur sur un Storage Center, puis adressez manuellement le serveur Storage Center sur I'agent Server Agent.

Sélectionnez un dossier parent pour le serveur dans l'arborescence de navigation Dossier.

10. Cliquez sur OK.

Enregistrement d'un serveur VMware vCenter

Enregistrez un serveur VMware vCenter afin de le gérer dans la vue Serveurs.

Etapes

1.
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Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Cliquez sur I'onglet Serveurs enregistrés.

Cliquez sur + ¥ (Nouveau), puis sélectionnez Ajouter un serveur VMware vCenter.
La boite de dialogue Ajouter un serveur VMware vCenter s’ouvre.

Entrez le nom d’héte ou I'adresse IP d’'un serveur Windows dans le champ Hote ou adresse IP.

@ REMARQUE : Si le serveur est membre d’un cluster de serveurs, entrez le nom d’héte ou I'adresse IP d’un serveur, et non du
cluster de serveurs.

Entrez le nom d’utilisateur et le mot de passe d’un utilisateur administrateur sur le serveur.
Cochez la case HTTPS afin d'utiliser HTTPS pour vous connecter au serveur.
Configurez les parameétres de gestion automatique pour le Storage Center auquel le serveur est connecté.
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e Pour gérer et créer automatiquement le serveur sur le Storage Center, cochez la case Gérer automatiquement les Storage
Centers.

e Pour créer et gérer automatiqguement les machines virtuelles hébergées par le serveur sur les Storage Center, sélectionnez Gérer
automatiquement les machines virtuelles sur les Storage Centers.

@ REMARQUE : Si le serveur est équipé de HBA iSCSI physiques, Unisphere Central risque de ne pas reconnaitre
automatiquement les noms WWN du serveur. Dans ce cas, configurez le ou les HBA iSCSI du Storage Center cible, créez un
serveur sur un Storage Center, puis adressez manuellement le serveur Storage Center sur I'agent Server Agent.

9. Sélectionnez un dossier parent pour le serveur dans I'arborescence de navigation Dossier.

10. Pour enregistrer un fournisseur VASA, activez la case Enregistrer le fournisseur VASA.
Un fournisseur VASA doit étre enregistré pour utiliser les volumes virtuels VMware (VVols) dans votre environnement de stockage.
a. Sélectionnez la version de VASA a utiliser :

e Sélectionnez VASA 1 pour un hote ESXi 5.5. Le format de I'URL de VASA 1.0 est https://host ID:3034/vasa-
provider/vasal/vasa-version.xml

e Sélectionnez VASA 2 pour un hote ESXi 6.0 ou version ultérieure. Le format de I'URL de VASA 2.0 est https://host
ID:3034/vasa-provider/vasa2/vasa-version.xml

ID_héte correspond a I'adresse IP ou au nom de domaine qualifié complet (FQDN) de I'ndte sur lequel le Data Collector est installé.

L'hote doit utiliser un nom de domaine entiérement qualifié (FRDN) connu de DNS. Ainsi, le
vCenter reste connecté au fournisseur VASA, méme aprés les modifications d'adresse IP. S'il vous est impossible
d'utiliser un nom FQDN, les modifications d'adresses IP ne seront pas automatiquement connues de vCenter. La
désinscription et le réenregistrement du fournisseur VASA seront donc nécessaires aprés chaque modification.
C'est pourquoi I'adressage DHCP verrouillé d'adresse non physique est déconseillé.

@ REMARQUE : Si le fournisseur VASA est désinscrit puis réenregistré, I'option de sélection de VASA1 ou VASA2 pendant
l'enregistrement VASA ne s'affiche plus, car le Storage Manager Data Collector sélectionne automatiquement la derniere
version de VASA prise en charge par 'hote ESXi.

b. Saisissez le nom d'utilisateur et le mot de passe du Unisphere Central associé au fournisseur VASA.

Le nom d'utilisateur du fournisseur VASA doit étre un compte de service et non un compte
d'utilisateur. Si un compte d'utilisateur est indiqué dans ce champ et si l'utilisateur est supprimé, les
informations VASA risquent d'étre perdues.

1. Cliquez sur OK.

Résultats

®
®

REMARQUE : Aprés une mise a niveau du Unisphere Central, le numéro de version de VASA affiché dans vCenter n'est mis a jour
que si le fournisseur VASA est désenregistré puis réenregistré aupres de ce vCenter.

REMARQUE : Si le fournisseur VASA perd I'acces réseau a la base de données externe, le fournisseur VASA doit étre désinscrit puis
réenregistré pour continuer avec les opérations VVols.

Organisation et suppression de serveurs enregistrés

Vous pouvez utiliser les dossiers de serveurs pour organiser les serveurs en groupes.

Créer un dossier de serveur enregistré

Créez un dossier de serveur pour regrouper des serveurs enregistrés.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

Serveur Administration Storage Center 117



Cliquez sur I'onglet Serveurs enregistrés.

Cliquez sur + ¥ (Nouveau), puis sélectionnez Créer un dossier de serveur enregistré.
La boite de dialogue Créer un dossier de serveur enregistré s'ouvre.

Saisissez un nom pour le dossier dans le champ Nom.
Sélectionnez un dossier parent pour le nouveau dossier dans le menu déroulant Parent.
Cliquez sur OK.

Renommer un dossier de serveur enregistré

Suivez les étapes ci-aprées pour renommer un dossier de serveur enregistreé.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Cliquez sur I'onglet Serveurs enregistrés.

Sélectionnez un dossier de serveur enregistré, puis cliquez sur # (Modifier).
La boite de dialogue Modifier le dossier de serveur enregistré s'ouvre.

Saisissez un nouveau nom pour le dossier dans le champ Nom.
(Facultatif) Sélectionnez un dossier parent pour le nouveau dossier de serveur enregistré dans le menu déroulant Parent.
Cliquez sur OK.

Déplacer un dossier de serveur enregistré

Utllisez la boite de dialogue Modifier les paramétres pour déplacer un dossier de serveur.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

Cliquez sur I'onglet Serveurs enregistrés.
Sélectionnez un dossier de serveur enregistré.

Cliquez sur # (Modifier).
La boite de dialogue Modifier le dossier de serveur enregistré s’ouvre.

Sélectionnez un nouveau dossier parent pour le dossier de serveur enregistré dans le menu déroulant Parent.
Cliquez sur OK.

Déplacer un serveur enregistré vers un autre dossier

Utilisez la boite de dialogue Modifier les paramétres pour déplacer un serveur enregistré vers un autre dossier.

Etapes

1.
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Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Cliquez sur I'onglet Serveurs enregistrés.

Sélectionnez un serveur enregistré.
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5. Cliquez sur # (Modifier).
La Boite de dialogue Modifier le serveur enregistré s'ouvre.

6. Sélectionnez un nouveau dossier parent a partir du menu déroulant Parent.
7. Cliquez sur OK.

Activation ou désactivation de la gestion automatique des objets serveur
Storage Center

Vous pouvez configurer Unisphere Central pour créer et gérer automatiquement le serveur, ainsi que les serveurs virtuels hébergés sur les
Storage Centers auxquels il est connecté.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Cliquez sur I'onglet Serveurs enregistrés.

4. Sélectionnez un dossier de serveur enregistré.

Cliquez sur # (Modifier).
La boite de dialogue Modifier le dossier de serveur enregistré s'ouvre.

6. Configurez les paramétres de gestion automatique pour les Storage Centers auxquels le serveur est connecté.

e Pour gérer et créer automatiquement le serveur sur les Storage Centers, cochez la case Gérer automatiquement les Storage
Centers.

e Pour créer et gérer automatiqguement les machines virtuelles hébergées par le serveur sur les Storage Centers, sélectionnez Gérer
automatiquement les machines virtuelles sur les Storage Centers.

7. Cliquez sur OK.

Supprimer un serveur enregistré

Supprimez un serveur inscrit dans la vue Serveurs si vous ne voulez plus le gérer depuis Unisphere Central. Si le paramétre Gérer
automatiquement les Storage Centers est activé pour le serveur, sa suppression supprime les HBA dans les objets serveur Storage
Center correspondants.

Etapes
1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

3. Cliquez sur I'onglet Serveurs enregistrés.
4. Sélectionnez I'adresse IP du serveur, puis cliquez sur I (Supprimer).
5. Cliquez sur OK.

Supprimer un dossier de serveur enregistré

Supprimez un dossier de serveurs lorsqu'il n'est plus nécessaire.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
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3. Cliquez sur I'onglet Serveurs enregistrés.
4. Sélectionnez un dossier de serveur enregistré.

5. Cliquez sur I (Supprimer).
La boite de dialogue Supprimer s'ouvre.

6. Cliquez sur OK.

Mise a jour des informations de serveur

Vous pouvez récupérer des informations actuelles auprés des serveurs et rechercher les nouveaux volumes sur les serveurs.

Récupérer les informations actuelles d’un serveur unique

Rafraichissez la vue pour afficher les données de serveur les plus récentes.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.

4. Cliquez sur le serveur a mettre a jour.
La page Résumé du serveur s'ouvre.

5. Cliquez sur ... (Plus d’actions), puis sélectionnez Mettre a jour les informations.
6. Cliquez sur Oui a l'invite de confirmation.

Rechercher des nouveaux volumes sur un serveur unique

Si des volumes ont été ajoutés a un serveur, effectuez une recherche sur ce serveur afin d’afficher les volumes dans la vue Serveur.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.

4. Cliquez sur le serveur a mettre a jour.
La page Résumé du serveur s'ouvre.

B. Cliquez sur -.-(Plus d’actions), puis sélectionnez Rebalayer a la recherche de volumes.
6. Cliquez sur Oui a I'invite de confirmation.

Récupérer les informations actuelles de tous les serveurs

Déclenchez Unisphere Central afin qu'il rafraichisse les données affichées pour tous les serveurs. Sil'option Gérer automatiquement les
Storage Centers est activée pour un ou plusieurs serveurs, cette action ajoute les objets serveur correspondants aux Storage Centers
associés.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

120 Serveur Administration Storage Center



3. Cliquez sur I'onglet Serveurs enregistrés.
4. Cliquez sur C'w, puis sélectionnez Mettre a jour les informations (tous les serveurs).
B. Cliquez sur Oui a I'invite de confirmation.

Rechercher de nouveaux volumes sur tous les serveurs

Si des volumes ont été ajoutés a plusieurs serveurs, effectuez une recherche sur tous les serveurs afin d’afficher les volumes dans la vue
Serveurs.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.
4. Cliquez sur C'w, puis sélectionnez Rebalayer a la recherche de volumes (tous les serveurs).
5. Cliquez sur Oui a l'invite de confirmation.

Modifier le délai d’attente de connexion d’un serveur enregistré Windows

Vous pouvez configurer la durée maximale, en secondes, pendant laquelle Unisphere Central attend une réponse aux requétes envoyées a
I'agent Server Agent.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.

La vue Serveurs s'affiche.

Cliquez sur I'onglet Serveurs enregistrés.

Dans le volet Serveurs enregistrés, sélectionnez un serveur Windows.
Cliquez sur # (Modifier le serveur Windows).

S < I et

Dans le champ Délai de connexion, entrez un nouveau délai d’attente en secondes.
e | a valeur par défaut est 300 secondes.

e La valeur minimale est 180 secondes.

e | alongueur maximale est 1200 secondes.

7. Cliquez sur OK.
Gestion des parameétres de rapport et de collecte de données du

serveur

LLes parametres de collecte de données et de rapports s’appliguent a tous les serveurs ajoutés a la vue Serveur.

Récupération automatique des informations de tous les serveurs enregistrés

Si la mise a jour automatique est activée, les informations sont mises a jour toutes les 30 minutes.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Serveur Administration Storage Center 121



2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Environnement, puis sur le sous-onglet Server Agent.

4. Cliquez sur Modifier.
La boite de dialogue Server Agent s’affiche.

B. Cochez la case Mise a jour périodique des données d’utilisation.

Lorsque la case Mise a jour périodique des données d’utilisation est cochée, les informations affichées pour tous les serveurs
enregistrés sont mises a jour toutes les 30 minutes.

6. Cliquez sur OK.

Configuration des parameétres de rapport de tous les serveurs enregistrés

Vous pouvez spécifier le nombre de jours pendant lesquels les données sont rassemblées pour tous les serveurs.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Environnement, puis sur le sous-onglet Server Agent.

4. Cliquez sur Modifier.
La boite de dialogue Server Agent s’affiche.

5. Dans le champ Plage des données d’utilisation, saisissez le nombre de jours de données a collecter a partir des serveurs inscrits.
6. Cliquez sur OK.

Création de volumes de serveur et de magasins de données

La création d'un volume sur un serveur Windows ou d’'un magasin de données sur un serveur VMware crée automatiguement un volume
Storage Center et I'adresse sur le serveur en une seule opération.

Créer un volume et I'adresser a un serveur Windows

Vous pouvez créer un volume, I'adresser sur un serveur Windows, le formater et le monter sur le serveur en une seule opération.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.
4. Sélectionnez le serveur Windows sur lequel créer le volume.

5. Cliquez sur ... (Plus d’actions) et sélectionnez Créer un volume Windows.
La boite de dialogue Créer un volume Windows s’ouvre.

Saisissez un nom pour le volume dans le champ libellé. e nom s’affiche en tant que libellé de disque dans Windows.

7. Sélectionnez une unité de stockage dans la liste déroulante et entrez la taille du volume dans le champ Espace total. Le stockage peut
étre exprimé en kilo-octets (Ko), mégaoctets (Mo), gigaoctets (Go) ou téraoctets (To).

8. Sélectionnez la quantité minimale d'espace disque pouvant étre allouée a un fichier, dans le menu déroulant Taille d'allocation. La
valeur d'allocation par défaut dépend de la taille du volume.

9. Sélectionnez le mode de formatage du volume dans le menu déroulant Type de format :
e GPT : formate le volume a I'aide du schéma de partitionnement de disque GPT (GUID Partition Table, table de partition GUID).
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MBR : formate le volume a |'aide du schéma de partitionnement de disque MBR (Master Boot Record, enregistrement d'amorgage
maitre).

10. Spécifiez le mode de montage du volume dans la zone Lecteur ou point de montage :

Utiliser la lettre de lecteur disponible suivante : le volume est monté sur le serveur avec la prochaine lettre de lecteur non
utilisée.

Lettre de lecteur : le volume est monté sur le serveur avec la lettre de lecteur sélectionnée dans le menu déroulant. Pour mettre
a jour la liste des lettres de lecteur disponibles sur le serveur, cliquez sur Rafraichir.

Point de montage : le volume est monté dans un dossier vide sur le serveur. Le chemin du dossier doit étre saisi dans le champ de
texte. Pour vérifier que le chemin entré est valide, cliquez sur Vérifiez qu’un point de montage est disponible.

11. Sélectionnez le Storage Center sur lequel créer le volume.

Pour choisir manuellement un Storage Center, sélectionnez-le dans le menu déroulant Storage Center.

Pour sélectionner automatiquement un Storage Center en fonction de sa capacité et de ses performances, cliquez sur
recommander. Le menu déroulant affiche le Storage Center recommandé.

12. Si vous souhaitez spécifier un LUN personnalisé, restreindre les chemins d'adressage, configurer la gestion multivoie ou mettre le
volume en lecture seule, cliquez sur Adressage avancé.

13.

Pour configurer les parametres du volume Storage Center qui va étre créé, cliquez sur Parameétres de volume. Dans la boite de
dialogue Parametres de volume, modifiez les options selon vos besoins, puis cliquez sur OK.

a.
b.
c.

Sélectionnez le dossier dans lequel créer le volume a partir du menu déroulant Dossier de volumes.

Saisissez des remarques dans le champ Remarques, selon vos besoins.

Pour planifier la création et I'expiration de Snapshot pour le volume, appliquez un ou plusieurs profils de Snapshot en cliquant sur
Modifier en regard de I'option profils de Snapshot.

Pour activer la mise en cache des opérations de lecture sur le volume, cochez la case Activé en regard de I'option Cache de
lecture.

Pour activer la mise en cache des opérations d’écriture sur le volume, cochez la case Activé en regard de I'option Cache en
écriture.

Pour activer la compression des données admissibles dans le volume, sélectionnez un profil de réduction des données dans la
liste déroulante.

Pour utiliser des niveaux de stockage et de RAID spécifiques pour les données de volume, sélectionnez le profil de stockage
approprié dans le menu déroulant Profil de stockage. Choisissez le profil de stockage Recommandé pour que le volume tire le
meilleur parti de Data Progression.

Si plusieurs types de stockage sont définis sur le Storage Center, sélectionnez le type qui doit fournir le stockage, dans le menu
déroulant Type de stockage.

Pour utiliser un profil QoS, sélectionnez un profil QoS de volume ou un profils @oS de groupe dans les listes déroulantes.

14. Cliquez sur OK.

Créer un volume RDM

Vous pouvez créer un volume, l'adresser a une machine virtuelle VMware et créer un adressage de périphérigue brut a la machine virtuelle
en une seule opération.

Prérequis

Pour que I'option Créer un volume RDM apparaisse dans Unisphere Central, la machine virtuelle doit étre sous tension. Si Unisphere
Central détecte que la machine virtuelle n'est pas sous tension, I'option de menu Créer un volume RDM n’apparait pas.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.

Cliquez sur I'onglet Serveurs enregistrés.

Cliquez sur le serveur qui héberge la machine virtuelle.
La vue Résumé du serveur s’ouvre.

Cliguez sur I'onglet Machines virtuelles.

Sélectionnez la machine virtuelle ou créer le magasin de données.
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7. Cliquez sur Créer un volume RDM.
La boite de dialogue Créer un volume RDM s’ouvre.

8. Sélectionnez le Storage Center sur lequel créer le volume.

9. Pour configurer les options avancées d'adressage de volumes, cliquez sur Adressage avanceé.

10. Entrez un nom pour le volume dans le champ Nom de volume.

1. Saisissez une nouvelle taille dans le champ Taille configurée et sélectionnez les unités de mesure dans le menu déroulant.
12. Sélectionnez le dossier dans lequel créer le volume a partir de la zone Dossier de volumes.

13. Saisissez des remarques dans le champ Remarques, selon vos besoins.

14. Pour planifier la création et I'expiration d'Snapshot pour le volume, appliquez un ou plusieurs profils d'Snapshot en cliquant sur
Modifier en regard de I'option profils d'Snapshot.

15. Pour activer la compression sur les données éligibles sur le volume, sélectionnez Compression dans le menu déroulant Profil de
réduction des données.

16. Cliquez sur OK.

Créer un Datastore et I’adresser sur un serveur VMware ESX

Vous pouvez créer un magasin de données, I'adresser a un environnement VMware ESX et le monter sur le cluster en une seule opération.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.
4. Dans le volet Serveurs enregistrés, sélectionnez le cluster VMware ESXi ou I'hdte sur lequel créer le Datastore.
B. Cliquez sur ... (Plus d’actions) et sélectionnez Créer un Datastore.
La boite de dialogue Création d'un magasin de données s'ouvre.
Saisissez un nom pour le Datastore dans le champ Nom.
7. Sélectionnez le type de Datastore a créer :
e Magasin de données standard (VMFS)
e Magasin de données VVol
8. Cliquez sur Suivant.
9. Sivous avez sélectionné Magasin de données standard (VMFS), effectuez les opérations suivantes :
a. Sélectionnez le Storage Center sur lequel vous voulez créer le magasin de données dans le menu déroulant Storage Center.
b. Sélectionnez le dossier dans lequel créer le Datastore a partir du menu déroulant Dossier de volumes.
C. Saisissez une nouvelle taille pour le Datastore dans le champ Espace total et sélectionnez I'unité de mesure dans le menu
déroulant.
Les unités de stockage disponibles sont les octets, les kilo-octets (Ko), les méga-octets (Mo), les giga-octets (Go) et les
téra-octets (To).
Sélectionnez la limite de taille des disques virtuels du Datastore dans la liste déroulante Taille max du fichier.
Ajoutez des remarques dans le champ Remarques, selon vos besoins.
Sélectionnez le profil de réduction des données dans le menu déroulant Profil de réduction des données.
Pour spécifier un profil d'instantané, cliquez sur Modifier, sélectionnez un profil dans la boite de dialogue Sélectionner des
profils d'instantané, puis cliquez sur OK.
h. Sivous souhaitez spécifier un LUN personnalisé, restreindre les chemins d'adressage, configurer la gestion multivoie ou mettre le
magasin de données en lecture seule, cliquez sur Adressage avancé.

@0 a

10. Si vous avez sélectionné Datastore VVol, sélectionnez le conteneur de stockage a utiliser pour le Datastore VVol.

e Utiliser un conteneur de stockage existant : si vous sélectionnez cette option, la liste des conteneurs de stockage existants
s’ouvre. Sélectionnez le conteneur de stockage de votre choix et cliquez sur Terminer.

e Créer un nouveau conteneur de stockage : si vous sélectionnez cette option, procédez comme suit :
a. Sélectionnez le Storage Center sur lequel vous voulez créer le magasin de données dans le menu déroulant Storage Center.

b. Sélectionnez une unité de stockage dans la liste déroulante et saisissez la taille du magasin de données dans le champ Taille. Les
unités de stockage disponibles sont I'octet, le kilo-octet (Ko), le mégaoctet (Mo), le gigaoctet (Go) et le téraoctet (To).
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¢. Pour spécifier le dossier dans lequel vous souhaitez créer un magasin de données, cliquez sur Modifier, sélectionnez un dossier
dans la boite de dialogue Sélectionner un dossier de volumes, puis cliquez sur OK.

Spécifiez si vous souhaitez autoriser la compression en cochant ou en décochant la case Compression autorisée.

Spécifiez si vous souhaitez autoriser la déduplication en cochant ou en décochant la case Déduplication autorisée.

Spécifiez si vous souhaitez autoriser le cryptage en activant ou en désactivant la case Utiliser le cryptage.

(Facultatif) Pour spécifier les profils de stockage a autoriser pour les nouveaux magasins de données, cliquez sur Modifier,
sélectionnez les profils de stockage a autoriser dans la boite de dialogue Sélectionner le profil de stockage, puis cliquez sur OK.
h. Sélectionnez le parametre de profil d'instantané par défaut dans le menu déroulant Profil d'instantané par défaut.

i. Sélectionnez le parametre de profil de réduction des données par défaut dans le menu déroulant Profil de réduction des
données par défaut.

@ o

j.  Sélectionnez le parametre de profil de stockage par défaut dans le menu déroulant Profil de stockage par défaut.

k. Sélectionnez le paramétre d'entrée de réduction des données par défaut dans le menu déroulant Entrée de réduction des
données par défaut.

1. Cliquez sur Terminer.

Développer un magasin de données

Développer un magasin de données VMware s'il est a court d’espace.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Cliquez sur I'onglet Serveurs enregistrés.

Dans la vue Serveurs enregistrés, cliquez sur le cluster ou hdte VMware ESXi sur lequel se trouve le Datastore.
La vue Résumé du serveur s’ouvre.

Cliquez sur 'onglet Datastores.

Sélectionnez le Datastore a développer, puis cliquez sur Développer le Datastore.
La boite de dialogue Développer le Datastore s'ouvre.

Spécifiez la nouvelle taille du Datastore dans le champ Nouvelle taille.
Cliquez sur OK.

Supprimer un volume ou un magasin de données

Si un volume ou un magasin de données n’est plus nécessaire au serveur, supprimez-le de la vue Serveurs enregistrés. Les volumes qui
ne sont pas hébergés sur un Storage Center ne peuvent pas &tre supprimés.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
Cliquez sur I'onglet Serveurs enregistrés.

Dans la vue Serveurs enregistrés, cliquez sur le serveur sur lequel se trouve le volume ou le Datastore.
La vue Résumé du serveur s'ouvre.

Cliquez sur I'onglet Volumes ou Datastores, le cas échéant.

Sélectionnez le volume ou le Datastore & supprimer, puis cliquez sur Il (supprimer).
La boite de dialogue Supprimer s'ouvre.
Sélectionnez les options qui s'appliquent :

e Supprimer les adressages du Supprimer les adressages du Storage Center : supprime les adressages entre le Datastore ou
le volume et le serveur sur le Storage Center.

e Mettre le volume Storage Center a la corbeille : déplace le Datastore ou le volume vers la corbeille du Storage Center.
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e Supprimer le volume Storage Center : supprime définitivement le magasin de données ou le volume du Storage Center
8. Cliquez sur OK.

Attribution/Création de serveurs virtuels sur les Storage Centers

LLes machines virtuelles qui ne sont pas automatiquement gérées dans un Storage Center doivent étre attribuées manuellement a des
objets Serveur dans les Storage Center qui fournissent du stockage.

Affecter une machine virtuelle a un objet serveur Storage Center

Si un objet serveur virtuel a déja été crée sur le Storage Center, attribuez le serveur virtuel a la machine virtuelle.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.

4. Cliquez sur le serveur qui héberge la machine virtuelle.
La vue Résumé du serveur s'ouvre.

5. Cliquez sur I'onglet Machines virtuelles.
Sélectionnez la machine virtuelle sur laquelle attribuer le serveur virtuel.

7. Cliquez sur Attribuer a un serveur virtuel.
La boite de dialogue Attribuer a un serveur virtuel s'ouvre.

8. Sélectionnez le Storage Center sur lequel se trouve le serveur virtuel.
9. Sélectionnez le nom du serveur virtuel a attribuer a la machine virtuelle.
10. Cliquez sur OK.

Création d’un objet serveur Storage Center pour une machine virtuelle

S'il n’existe aucun objet virtuel sur le Storage Center, créez-en un pour la machine virtuelle.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.

4. Cliquez sur le serveur qui héberge la machine virtuelle.
La vue Résumé du serveur s’ouvre.

5. Cliquez sur 'onglet Machines virtuelles.
Sélectionnez la machine virtuelle sur laguelle créer le serveur virtuel.

7. Cliquez sur Créer un disque virtuel.
La boite de dialogue Créer un serveur virtuel s'ouvre.

8. Sélectionnez le Storage Center sur lequel se trouve le serveur virtuel.
9. Sélectionnez le systeme d'exploitation du serveur virtuel.
10. Cliquez sur OK.
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Adressage manuel d'un Windows Server sur un serveur Storage
Center

Si les noms WWN d'un serveur ne sont pas correctement associés aux objets serveurs Storage Center appropriés, créez manuellement les
adressages.

Adresser un serveur Windows sur un objet serveur Storage Center

Si Unisphere Central n'a pas automatiquement reconnu les WWN d’un serveur Windows lors de son enregistrement, associez
manuellement ce serveur a un serveur Storage Center.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.

4. Cliquez sur le serveur Windows.
La vue Résumé du serveur s’ouvre.

B. Cliquez sur # (Modifier).
La Boite de dialogue Modifier le serveur Windows s’ouvre.

6. Dans la zone Adressage manuel du serveur Storage Center, cliquez sur +.
La boite de dialogue Adressage manuel du serveur Storage Center s’ouvre.

7. Sélectionnez I'objet serveur du Storage Center & utiliser comme cible de I'adressage, puis cliquez sur OK.
8. Cliquez sur OK.

Supprimer un adressage entre un serveur Windows et un objet serveur Storage
Center

Si un serveur Windows n’utilise plus de stockage sur un Storage Center adressé manuellement, vous pouvez supprimer cette association.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
La vue Serveurs s'affiche.
3. Cliquez sur I'onglet Serveurs enregistrés.

4. Cliquez sur le serveur Windows.
La vue Résumé du serveur s'ouvre.

B. Cliquez sur #(Modifier).
La Boite de dialogue Modifier le serveur Windows s’ouvre.

6. Dans la zone Adressage manuel du serveur Storage Center, sélectionnez I'adressage a supprimer et cliquez sur Il (Supprimer).
7. Cliquez sur OK 3 l'invite pour supprimer 'adressage.
Cliquez sur OK.
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7

Maintenance d'un Storage Center

L'interface utilisateur Web Unisphere permet de gérer les parametres, les utilisateurs et les groupes d'utilisateurs du Storage Center, et
d'appliquer des parametres a plusieurs Storage Centers. La maintenance d'un Storage Center comprend les opérations effectuées sur un
systeme de production, telles que le changement de mode de fonctionnement, la mise a jour du logiciel et la gestion du matériel.

Sujets :

*  Gestion des parametres d'un Storage Center

*  Configuration d'un Storage Center sur Hériter les parametres

¢ Gestion des utilisateurs et des groupes d'un Storage Center

*  Gestion des ports E/S frontaux

¢ Gestion du matériel des ports E/S arriere

*  Regroupement des ports d'E/S Fibre Channel & |'aide de domaines de pannes
e Regroupement des ports E/S iSCSI a I'aide de domaines de pannes
*  Regroupement des ports E/S SAS a l'aide de domaines de pannes
¢ Gestion des disques et dossiers de disques

*  Gestion des données sécurisées

e Gestion de la redondance des données

¢ Gestion des Boitiers de disques

e Gestion des contrdleurs d'un Storage Center

e Mise ajour du Storage Center

* Arrét et redémarrage d'un Storage Center

e Gestion des unités remplagables sur site (FRU)

Gestion des parameétres d'un Storage Center

Cette section décrit comment configurer les parametres généraux du Storage Center.

Concepts associés

Configuration des préférences utilisateur Storage Center , page 130

Configuration des parametres de données d'un Storage Center , page 134
Configuration des parametres de la console sécurisée de Storage Center , page 141
Configuration de filtres pour limiter I'acces d'administration , page 138

Taches associées

Affichage et modification des informations d'un Storage Center , page 128

Affichage et modification des informations d'un Storage Center

Unisphere Central fournit des options pour modifier les propriétés par défaut de chaque Storage Center géré par Unisphere Central. Vous
pouvez modifier le nom du Storage Center, changer le mode de fonctionnement, modifier les parametres réseau et afficher ou modifier les
informations de licence en utilisant la boite de dialogue Parametres du Storage Center.

A propos de cette tache

@l REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.
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Changement du nom d'un Storage Center
Renommez un Storage Center lorsque la fonction du Storage Center a changé ou que son nom ne s'applique plus.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Général.
B. Dans le champ Nom, saisissez un nouveau nom.
6. Cliquez sur OK.

Modification du mode de fonctionnement d'un Storage Center

Avant d'effectuer une opération de maintenance ou d'installer des mises a jour de logiciels, définissez le Mode de fonctionnement d'un
Storage Center sur Maintenance.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Général.
5. Dans le champ Mode de fonctionnement, sélectionnez Production ou Maintenance.

La sélection Maintenance masque les alertes qui se produisent au cours du fonctionnement normal.
6. Cliquez sur OK.

Modification des parameétres réseau d'un Storage Center

Dans le cas d'un Storage Centercontroleur, I'adresse IP de gestion partagée est hébergée par le leader dans des circonstances normales.
Si le leader tombe en panne, I'homologue utilise I'adresse IP de gestion, ce qui permet I'acceés a la gestion lorsque le leader normal est en
panne.

A propos de cette tiache

@ REMARQUE : Un contrbleur Storage Center ne dispose pas d'adresse IP de gestion partagée par défaut, mais il peut &tre configuré
pour faciliter le passage a des contrdleurs doubles.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’'Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Réseau.
5. Dans la zone Parameétres de gestion IPv4, saisissez les adresses IPv4 pour I'IP de gestion.
6. (Facultatif) Dans la zone Paramétres de gestion IPv6, saisissez les adresses IPv6 pour I'IP de gestion.

Maintenance d'un Storage Center 129



7. (Facultatif) Dans la zone Parameétres réseau, saisissez les adresses du serveur et le nom de domaine.
8. Cliquez sur OK.

Affichage des informations relatives a la licence d'un Storage Center

L'onglet Licence de la boite de dialogue Paramétres du Storage Center affiche les informations de licence en cours. Ces informations
ne peuvent pas étre modifiées.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Licence Storage Center pour afficher les informations de licence.
5. Cliquez sur OK.

Appliquer une nouvelle licence a un Storage Center

Si vous ajoutez des applications ou si vous augmentez le nombre de disques sous licence de votre Storage Center, il peut étre nécessaire
d'appliquer une nouvelle licence. Vous pouvez soumettre plusieurs licences dans un fichier zip.

Prérequis

e Vous devez étre en mesure d'accéder a un fichier de licence Storage Center depuis I'ordinateur a partir duquel vous exécutez
Unisphere.

A propos de cette tache

@ REMARQUE : I'application de la licence de Port Flex exige de redémarrer le Storage Center. Apres le redémarrage, Storage Center
crée un domaine de pannes pour le port Flex.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Licence de Storage Center.

5. Cliquez sur Envoyer un fichier de licence.
La boite de dialogue Envoyer un fichier de licence s'affiche.

6. Cliquez sur Parcourir.
La boite de dialogue Choisir un fichier a charger s'affiche.

7. Recherchez et sélectionnez un fichier de licence Storage Center, puis cliquez sur Ouvrir.
La boite de dialogue Choisir un fichier a charger se ferme.

8. Cliquez sur Appliquer.
9. Cliquez sur OK.

Configuration des préférences utilisateur Storage Center

Les préférences utilisateur d'un Storage Center définissent les parametres par défaut du compte utilisateur du Storage Center utilisé pour
ajouter le Storage Center a Unisphere. Unisphere applique ces préférences.
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®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Définition de la taille par défaut des nouveaux volumes

La taille de volume par défaut est utilisée lors de la création d'un volume, a moins que I'utilisateur ne spécifie une valeur différente.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.

5. Dans le champ Taille du volume, saisissez la taille par défaut a appliquer aux nouveaux volumes, en kilo-octets (Ko), méga-octets
(Mo), giga-octets (Go) ou téra-octets (To).

6. Cliquez sur OK.

Définir le nom de base par défaut des nouveaux volumes

LLe nom de base par défaut est utilisé comme nom pour un nouveau volume, a moins que I'utilisateur ne spécifie un autre nom. Si un ou
plusieurs volumes ayant le nom de base existent déja, un nombre est ajouté au nom de base pour créer un nouveau nom de volume.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.

5. Dans la zone Nom de volume de base, entrez le nom a utiliser comme base pour les nouveaux volumes. La base par défaut est
Nouveau volume.

6. Cliquez sur OK.

Définir les parameétres de cache par défaut des nouveaux volumes

LLes parametres de mémoire cache par défaut sont utilisés lorsqu'un nouveau volume est créé, a moins que 'utilisateur les change. Vous
pouvez empécher la modification des paramétres de cache par défaut lors de la création d'un volume en désactivant la case Autoriser la
sélection de cache.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur l'icone & (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.

B. Cochez ou décochez les cases Cache de lecture activé et Cache d'écriture activé pour définir les paramétres de cache par défaut
des nouveaux volumes.
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6. Activez ou désactivez la case Autoriser la sélection de cache activé pour autoriser ou empécher les utilisateurs de configurer les
parametres de cache lors de la création de volumes.

7. Cliquez sur OK.

Définition des parameétres de réduction des données par défaut pour les
nouveaux volumes

Les paramétres de réduction des données par défaut sont utilisés lorsqu'un volume est créé a moins que I'utilisateur les change. Vous
pouvez empécher la modification des paramétres de réduction des données par défaut lors de la création d'un volume en désactivant la
case Autoriser la sélection de réduction des données.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur l'icone & (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.
B. Configurez la réduction des données par défaut.

o Dans le menu déroulant Profil de réduction des données, définissez le profil de réduction des données par défaut des nouveaux
volumes.

e Activez la case Autoriser la sélection de réduction des données pour permettre aux utilisateurs d'activer ou de désactiver la
réduction des données lors de la création de volumes.

6. Cliquez sur OK.

Définition des options de Snapshot par défaut des nouveaux volumes
Les options de Snapshot par défaut sont utilisées lorsqu'un volume est crég, a moins que I'utilisateur ne les change.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.
5. Choisissez les Snapshot Profiles par défaut.

a. Dans la zone Snapshot, cliquez sur Modifier.
La boite de dialogue Sélectionner des profils d'Snapshot s'ouvre.

b. Dans le panneau supérieur, sélectionnez les Snapshot Profiles a attribuer aux nouveaux volumes par défaut.
c. Cliquez sur OK.
La boite de dialogue Sélectionner des profils d'Snapshot se ferme.

6. Dans le champ Intervalle d'Snapshot minimum, saisissez le délai en minutes entre deux SnapshotSnapshot.
7. Cliquez sur OK.

Autorisation ou interdiction des parameétres avancés d'adressage de volume

Les options avancées d'adressage comprennent la configuration de LUN, les options de chemin d'adressage et la définition du volume
comme volume en lecture seule.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur l'icone & (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.

5. Activez ou désactivez la case Autoriser |'adressage avancé activé pour activer ou désactiver les options d'adressage de volume
avancees.

6. Cliquez sur OK.

Définir le systeme d'exploitation par défaut des nouveaux serveurs

Le systeme d’exploitation est utilisé par défaut pour les nouveaux serveurs, a moins que I'utilisateur sélectionner une option différente.
Pour plus de commodité, choisissez le systeme d’exploitation le plus utilisé dans votre environnement.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.
B. Dans la liste déroulante Systéme d'exploitation, sélectionnez le systeme d'exploitation par défaut des nouveaux serveurs.
6. Cliquez sur OK.

Définir le profil de stockage par défaut des nouveaux volumes

Le profil de stockage par défaut est utilisé lors de la création d'un volume, & moins que I'utilisateur sélectionne un autre profil de stockage.
Vous pouvez empécher la modification du profil de stockage lors de la création d'un volume en désactivant la case Autoriser la sélection
du profil de stockage.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur l'icone #¥(Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Préférences.
B. Dans la liste déroulante Profil de stockage, sélectionnez le profil de stockage a appliquer par défaut aux nouveaux volumes.

6. Pour autoriser les utilisateurs a sélectionner un profil de stockage lors de la création d'un volume, sélectionnez Autoriser la sélection
d'un profil de stockage.

7. Cliquez sur OK.

Définir le type de stockage par défaut des nouveaux volumes

Le type de profil de stockage par défaut est utilisé lors de la création d'un volume, a moins que I'utilisateur sélectionne un autre type de
stockage. Vous pouvez empécher la modification du type de stockage lors de la création d'un volume en désactivant la case Autoriser la
sélection du type de stockage.
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Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur l'icone % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur l'onglet Préférences.
Dans la liste déroulante Type de stockage, sélectionnez le type de stockage a appliquer par défaut aux nouveaux volumes.

Pour autoriser les utilisateurs a sélectionner un type de stockage lors de la création d'un volume, sélectionnez Autoriser la sélection
du type de stockage.

Cliquez sur OK.

Définition du profil QoS de volume par défaut

Spécifiez les profils QoS de volume par défaut a utiliser pour les nouveaux volumes.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Préférences.

Dans la zone Profil de qualité de service, cliquez sur Modifier.
La boite de dialogue Sélectionner un profil QoS de volume s'ouvre. Celui-ci présente tous les profils QoS qui ont été définis.

Sélectionnez I'un des profils en cliquant sur son nom.
Cliquez sur OK.

Autoriser la sélection du profil QoS

Pour permettre aux utilisateurs de sélectionner les profils QoS, définissez I'option sur activé.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Préférences.
Dans la zone Profils de qualité de service, cochez la case Autoriser la sélection du profil QoS.
Cliquez sur OK.

Configuration des parameétres de données d'un Storage Center

Vous pouvez configurer les parametres de cache, de Data Progression, d'Snapshot et de largeur de bande RAID d'un Storage Center.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.
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Définition des options de cache d'un Storage Center

Les paramétres de cache globaux d'un Storage Center remplacent les parametres de cache de chaque volume. Le cache de lecture
permet d'améliorer les performances de lecture en anticipant la prochaine lecture, puis en la maintenant dans la mémoire volatile. Le cache
d'écriture permet d'augmenter les performances en écriture en retenant les données écrites dans la mémoire volatile jusqu'a ce qu'elles
puissent étre stockées sur le disque en toute sécurité.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur l'icone #* (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Stockage.
5. Activez ou désactivez les cases Cache de lecture activé et Cache d'écriture activé.
6. Cliquez sur OK.

Planification ou limitation de Data Progression
Planifiez I'exécution de Data Progression et limitez la durée de son exécution.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Stockage.
5. Data Progression, sélectionnez ou entrez I'heure d'exécution quotidienne de Data Progression.

6. Dans le menu déroulant Durée maximale de I'exécution de Data Progression, sélectionnez la durée maximale d'exécution de Data
Progression.

7. Cliquez sur OK.

Définition de la largeur de bande RAID

La largeur de bande RAID contréle le nombre de disques RAID sur lesquels les données sont réparties par bandes. Les largeurs de bande
pour RAID 5 et RAID 6 sont configurées indépendamment.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Parameétres de Storage Center s'ouvre.

Cliquez sur I'onglet Stockage.

Dans le menu déroulant Largeur de bande RAID 5, sélectionnez une largeur de bande voulue, a savoir 5 ou 9 disques.
Dans le menu déroulant Largeur de barde RAID 6, sélectionnez une largeur de bande, a savoir 6 ou 10 disques.
Cliquez sur OK.

N o o N
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Configuration d'un serveur iSNS

Défl

Eta
1.

inissez le nom d'héte ou I'adresse IP du serveur iSNS (Internet Storage Name Service) sur votre réseau.

pes

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.

L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Stockage.

Dans le champ Hote ou adresse IP du serveur iSNS, entrez le nom d'héte ou l'adresse IP d'un serveur iSNS qui fournit les services
de nom pour les initiateurs et cibles du réseau.

Cliquez sur OK.

Configuration de rapports automatisés d'un Storage Center

Par
Coll

défaut, les Storage Centers sont configurés pour utiliser les paramétres globaux de rapport automatisé qui sont spécifiés pour le Data
ector. Si vous souhaitez utiliser des paramétres de rapport différents pour un Storage Center, configurez les parametres de rapport

automatisé dans les propriétés du Storage Center.

Eta
1.
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pes

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.

L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).

La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Rapports automatisés.

Désactivez la case Utiliser les paramétres globaux.

Cochez les cases de la zone Paramétres de rapport automatisé pour spécifier les rapports a générer et la fréquence a laguelle les
générer.

Cochez les cases de la zone Parameétres de rapport de table automatisé pour spécifier les rapports a générer et la fréquence a
laquelle les générer.

®

REMARQUE : Les rapports de table automatisés peuvent étre enregistrés dans un répertoire public ou joints & des e-mails
automatisés, mais ils ne figurent pas dans la vue Rapports.

Définissez les Options de rapport automatisé
a. Pour exporter les rapports vers un répertoire public, cochez la case Stocker le rapport dans un répertoire public et saisissez le
chemin complet du répertoire dans le champ Répertoire.

®| REMARQUE : le répertoire doit se trouver sur le méme serveur que le Data Collector.

®

REMARQUE : Les rapports automatisés ne peuvent pas étre enregistrés dans un répertoire public lors de I'utilisation d'une
appliance virtuelle.

b. Pour configurer le Data Collector afin d'envoyer les rapports par e-mail lors de leur génération :

e Activez la case Joindre les rapports automatisés a I'e-mail afin d'envoyer les rapports spécifiés dans la zone Paramétres
de rapport automatisé.

e Activez la case Joindre les rapports de table a I'e-mail afin d'envoyer les rapports spécifiés dans la zone Paramétres de
rapports de table automatisés.

®| REMARQUE : Unisphere Central envoie les e-mails a I'adresse indiquée dans les propriétés utilisateur.

c. Sélectionnez le format de fichier des Rapports de table exportés et envoyés par e-mail dans la zone déroulante Type de fichier
pour les rapports de table.
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9. Cliquez sur OK.

Définir la date et I'heure d'un Storage Center
Sélectionnez le fuseau horaire, puis définissez la date et I'heure ou configurez le Storage Center pour le synchroniser avec un serveur NTP.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Paramétres d'heure.
Dans le menu déroulant Région, sélectionnez la région du Storage Center.
Dans le menu déroulant Fuseau horaire, sélectionnez le fuseau horaire ot du Storage Center.

N o o N

Définissez la date et I'heure.
e Pour définir la date et I'hneure manuellement, désélectionnez Utiliser le serveur NTP, puis sélectionnez Définir I'heure actuelle
et définissez la date et I'neure dans les champs Heure actuelle.

e Pour configurer le Storage Center pour synchroniser la date et I'neure avec un serveur NTP (Network Time Protocol), sélectionnez
Utiliser le serveur NTP, puis saisissez le nom d'héte ou I'adresse IP du serveur NTP dans le champ H6te ou adresse IP du
serveur.

8. Cliquez sur OK.

Configurer les paramétres du serveur SMTP d'un Storage Center

Configurez les paramétres SMTP pour permettre au Storage Center d'envoyer des e-mails d'alerte aux utilisateurs qui ont précisé une
adresse de destinataire dans leurs propriétés de contact.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).

La boite de dialogue Paramétres de Storage Center s'ouvre.
4. Cliquez sur I'onglet Serveur SMTP.
5. Configurer les parametres du serveur SMTP.

a. Cochez la case Activer la messagerie SMTP.

b. Dans le champ Serveur de messagerie SMTP, saisissez I'adresse IP ou le nom de domaine entierement qualifié (FQDN) du
serveur de messagerie SMTP.

¢. (Facultatif) Dans le champ Serveur de messagerie SMTP de sauvegarde, saisissez 'adresse IP ou le nom de domaine
entierement qualifié (FQDN) d'un serveur de messagerie SMTP de sauvegarde.

d. Cliquez sur OK.
e. Ouvrez I'onglet Serveur SMTP, puis cliquez sur Tester le serveur pour vérifier la connectivité au serveur SMTP.

f.  Sile serveur SMTP requiert que les e-mails contiennent une adresse d'expéditeur (MAIL FROM), spécifiez une adresse
électronique dans le champ Adresse e-mail de I'expéditeur.

g. (Facultatif) Dans le champ Ligne d'objet commune, saisissez la ligne d'objet a utiliser pour tous les messages envoyés par le
Storage Center.

h. Configurez la fagon dont le Storage Center s'identifie aupres du serveur SMTP :

e Pour utiliser le protocole SMTP, entrez le nom de domaine complet du Storage Center dans le champ Message Hello
(HELO).

e Pour utiliser le protocole ESMTP, cochez la case Envoyer un message Hello (EHLO), puis entrez le nom de domaine qualifié
complet du Storage Center dans le champ Message Hello étendu (EHLO).
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6. Cliquez sur OK.

Configurer les paramétres SNMP d’un Storage Center

Configurez SNMP si vous souhaitez contréler le Storage Center avec un systeme de gestion réseau.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
4. Cliquez sur I'onglet SNMP Server.
B. Dans le menu déroulant Version SNMP, sélectionnez la version de SNMP a configurer.
6. Sivous avez sélectionné SNMP v1/v2c, définissez les chaines de communauté autorisant I'acces a I'agent SNMP Storage Center.
a. Dans le champ Chaine de communauté en lecture seule, entrez un mot de passe pour autoriser les systemes de gestion de
réseau a lire I'agent SNMP du Storage Center.
b. Dans le champ Chaine de communauté en lecture-écriture, entrez un mot de passe pour autoriser les systémes de gestion de
réseau a accéder en lecture ou en écriture a l'agent SNMP du Storage Center.
7. Sivous avez sélectionné SNMP v3, vous pouvez créer un utilisateur SNMP v3 s'il n'en existe pas.
Pour créer un utilisateur :
a. Cliquez sur Créer un utilisateur SNMP v3.
La boite de dialogue Créer un utilisateur SNMP v3 s'ouvre.
Dans le champ Nom, entrez un nom d'utilisateur.
Dans le champ Nouveau mot de passe, saisissez un mot de passe.
Sélectionnez une méthode d'authentification dans le menu déroulant Type d'authentification.
Sélectionnez un type de cryptage dans le menu déroulant Type de cryptage.
Cliquez sur OK.
g. Sélectionnez I'utilisateur dans le tableau Parametres SNMP v3.

"0 apoT

8. Indiquez les parametres du systéme de gestion de réseau auquel Storage Center doit envoyer les interruptions SNMP.

a. Cliquez sur Créer une destination d’interruption SNMP.
La boite de dialogue Créer la destination des interruptions SNMP s'ouvre.

b. Dans le champ Destinations des interruptions, entrez le nom d'hdte ou |'adresse IP du systeme de gestion de réseau qui
collecte les informations d'interruptions.

¢. A partir du menu déroulant Type, sélectionnez le type de demande d’interruption SNMP ou la demande d'information SNMP &
utiliser.

d. Dans le champ Port, saisissez le numéro de port du systeme de gestion de réseau.

e. Sil'option Interruption SNMPv1, Interruption SNMPv2 ou Information SNMPV2 est sélectionnée dans le menu déroulant
Type, entrez un mot de passe dans le champ Chaine de communauté.

f.  SiInterruption SNMPv3 ou Information SNMPv3 est sélectionnée dans le menu déroulant Type, sélectionnez un utilisateur
dans le menu déroulant Utilisateur SNMPvV3.

g. Cliquez sur OK.
9. Sil'état SNMP en cours d'exécution est Non, cliquez sur Démarrer SNMP.
10. Cliquez sur OK.

Configuration de filtres pour limiter I'accés d'administration

Il est possible de créer des filtres d’acces de fagon a limiter I'acces administratif a un Storage Center en fonction de I'adresse IP, d'un
niveau de droits utilisateur ou d'un nom d’utilisateur. Lorsqu’un ou plusieurs filtres sont définis, les connexions administratives qui ne
correspondent pas a un filtre d'acces sont refusées.

e Unisphere ne permet pas de créer une regle de filtre d'acces susceptible de rejeter votre connexion administrative actuelle.

e |es filtres d'accés s’appliquent aux nouvelles connexions administratives uniguement. Les connexions administratives existantes ne
sont pas attribuées.
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®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un filtre d'accées d'un Storage Center

Créez un filtre d'acces pour autoriser explicitement les connexions administratives a un niveau de droit, un utilisateur, une adresse IP ou
une plage d'adresses IP.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
Cliquez sur I'onglet Filtrage IP.

Cliquez sur Créer un filtre.

La boite de dialogue Créer un filtre IP s'ouvre.

Sélectionnez I'utilisateur ou le niveau de droit utilisateur Storage Center a autoriser.

e Pour autoriser |'acces a un niveau de droit utilisateur Storage Center, sélectionnez Niveau de droit utilisateur et sélectionnez un
niveau de droit dans le menu déroulant.

e Pour autoriser l'acces a un utilisateur Storage Center spécifique, sélectionnez Utilisateur spécifique et un utilisateur dans le
menu déroulant.

Indiquez les adresses IP source & autoriser.

REMARQUE : Si la conversion d'adresses réseau (NAT) est activée dans I'environnement réseau, veillez a indiquer les adresses
IP visibles du Storage Center.

e Pour autoriser toutes les adresses IP source, sélectionnez Tous les hotes.
e Pour autoriser |'accés a une adresse IP spécifique, sélectionnez Adresse IP unique, puis saisissez I'adresse |IP dans le champ.

e Pour autoriser |'acces a une plage d'adresses IP, sélectionnez Plage d'adresses IP, puis cliquez sur la premiere et la derniere
adresses IP dans les champs.

Cliquez sur OK.

Modification d'un filtre d'accés d'un Storage Center

Modifiez un filtre d'acces pour modifier les utilisateurs ou les adresses IP qu'il autorise.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Filtrage IP.

Sélectionnez le filtre d'acceés que vous souhaitez modifier, puis cliguez sur Modifier le filtre.
La boite de dialogue Modifier le filtre IP s'ouvre.

Modifiez les parametres du filtre d'acces. Pour des informations de référence de l'interface utilisateur, cliquez sur Aide.
(Facultatif) Modifiez I'utilisateur ou le niveau de privilege utilisateur Storage Center autorisé.

e Pour autoriser |'accés a un niveau de droit utilisateur Storage Center, sélectionnez Niveau de droit utilisateur et sélectionnez un
niveau de droit dans le menu déroulant.

e Pour autoriser l'acces a un utilisateur Storage Center spécifique, sélectionnez Utilisateur spécifique et un utilisateur dans le
menu déroulant.

(Facultatif) Modifier les adresses IP source autorisées.
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REMARQUE : Si la conversion d'adresses réseau (NAT) est activée dans I'environnement réseau, veillez a indiquer les adresses
IP visibles du Storage Center.

e Pour autoriser toutes les adresses IP source, sélectionnez Tous les hotes.

e Pour autoriser |'acces a une adresse |IP spécifique, sélectionnez Adresse IP unique, puis saisissez I'adresse |P dans le champ.

e Pour autoriser |'acces a une plage d'adresses IP, sélectionnez Plage d'adresses IP, puis cliquez sur la premiére et la derniére
adresses IP dans les champs.

9. Cliquez sur OK.

Supprimer un filtre d’accés d'un Storage Center

Supprimez un filtre d'acces si vous n’en avez plus besoin ou si vous souhaitez retirer I'acces administratif des utilisateurs et les adresses IP
qui correspondent au filtre.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Filtrage IP.

5. Sélectionnez le filtre d'accés que vous voulez supprimer, puis cliquez sur Supprimer le filtre.
La boite de dialogue Supprimer le filtre IP s'ouvre.

. Cliguez sur OK pour confirmer.
7. Cliquez sur OK.

Affichage et suppression des violations d'accés d'un Storage Center

Affichez les violations d'acces pour déterminer les utilisateurs qui ne sont pas parvenus a se connecter. Un maximum de 100 violations
d'accés sont enregistrées et affichées pour un Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.
3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
4. Cliquez sur l'onglet Filtrage IP.
5. Cliquez sur Afficher les violations d'acceés.
La boite de dialogue Afficher les violations d'accés s'ouvre.
6. (Facultatif) Supprimer des violations d'acces.
a. Activez la case correspondant a chaque violation a supprimer.

b. Cliquez sur Supprimer les violations sélectionnées.
Une boite de dialogue de confirmation s'affiche.

¢. Cliquez sur Oui.
La boite de dialogue de configuration se ferme.

d. Cliquez sur Fermer.
La boite de dialogue Afficher les violations d'accés se ferme.

7. Cliquez sur OK.
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Configuration des parameétres de la console sécurisée de Storage
Center

La console sécurisée permet au personnel de support d'accéder a une console Storage Center sans connexion via le port série.

®| REMARQUE : Ne modifiez la configuration de la console sécurisée qu'avec l'assistance de support technique.

Activation de I'acces a la console sécurisée

Activez la console sécurisée pour permettre au personnel de support d'accéder a la console Storage Center sans connexion via le port
série.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Console sécurisée.
5. Activez la case Activer I'accés a la console sécurisée.

6. Dans le champ Hote ou adresse IP du serveur de réservation, saisissez le nom d'hote ou I'adresse IP du serveur d'une console
sécurisée fourni(e) par support technique.

7. Dans le champ Durée de vie de session, saisissez la durée d'activité en minutes, heures ou jours pour que la session reste active.

®| REMARQUE : La durée de vie maximale de la session est de 72 heures.

8. Siun proxy SOCKS est requis pour autoriser le Storage Center a communiquer avec le serveur de console sécurisée spécifié a I'étape
précédente, configurez les paramétres proxy.

a. Dans le menu déroulant Type de proxy, sélectionnez SOCKS4 ou SOCKSS5.

b. Dans le champ Adresse IP, saisissez I'adresse IP du serveur proxy.

c. Dans le champ Port, entrez le port utilisé par le serveur proxy.

d. Sile serveur proxy nécessite une authentification, renseignez les champs Nom d'utilisateur et Mot de passe.
9. Cliquez sur OK.

Redémarrer le serveur de la console sécurisée d'un Storage Center

La résolution d'un probleme peut nécessiter de redémarrer le serveur de la console sécurisée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Console sécurisée.

5. Cliquez sur Redémarrer le serveur.
Une boite de dialogue de confirmation s'affiche.

6. Cliquez sur OK pour confirmer.
7. Cliquez sur OK.
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Configuration d'un Storage Center sur Hériter les
parametres

Un Storage Center peut étre configuré de maniere a hériter les parametres d'un autre Storage Center afin de gagner du temps et vous
assurer que les Storage Centers sont configurés de fagon uniforme.

A propos de cette tache

®| REMARQUE : Cette fonction s'applique a Unisphere Central connecté a un Data Collector uniquement.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide

Etapes
1. Sélectionnez un Storage Center dans la liste déroulante dans le volet de navigation de gauche.
2. Cliquez sur Syntheése.

L'onglet Récapitulatif s'affiche.

3. Cliquez sur l'icone ...(Plus d'actions) et sélectionnez Hériter les paramétres a partir du menu déroulant.
La boite de dialogue Hériter les paramétres s'ouvre.

4. Sélectionnez le Storage Center dont vous souhaitez hériter les parametres, puis activez la case de chague catégorie de parametres a
hériter.

5. Cliquez sur OK.

e Sivous avez modifié les mots de passe du proxy SupportAssist, du proxy de console sécurisée ou du serveur SMTP (ou si aucun
mot de passe n'est configuré), la bofte de dialogue se ferme.

e Sjun mot de passe a été configuré pour le proxy SupportAssist, le proxy de console sécurisée ou le serveur SMTP et si ce mot de
passe n'a pas été modifié, vous &tes invité a saisir de nouveau les mots de passe requis.

6. Saisissez les mots de passe requis.

Gestion des utilisateurs et des groupes d'un Storage
Center

Les utilisateurs d'un Storage Center ont acces aux dossiers, volumes, vues et commandes en fonction de leur niveau de droits et des
groupes d'utilisateurs auxquels ils appartiennent. Des comptes utilisateur peuvent étre créés localement et/ou exister en externe dans un
service d'annuaire.

Niveaux de privileges d'utilisateurs

Chaque utilisateur se voit attribuer un seul niveau de privilege. Le Storage Center offre trois niveaux de privileges utilisateur :

Tableau 6. Niveaux de privileges de Storage Center

Niveau des Acceés autorisé
privileges
Administrateur Acces en lecture et en écriture a I'ensemble du Storage Center (aucune restriction). Tous les administrateurs

ont les mémes privileges prédéfinis. Seuls les administrateurs peuvent gérer les utilisateurs et les groupes
d'utilisateurs.

Gestionnaires de Accés en lecture ou en écriture sur les dossiers associés aux groupes d'utilisateurs. Les utilisateurs disposant de
volumes ce droit peuvent créer des volumes dans les dossiers de volumes autorisés et les adresser aux serveurs existants
dans les dossiers de serveurs autorisés.

Créateur de rapports | Acces en lecture seule aux dossiers associés aux groupes d'utilisateurs attribués.
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Groupes d'utilisateurs

Les groupes d'utilisateurs accordent I'accés aux dossiers de volumes, de serveurs et de disques.

e |es utilisateurs avec des privileges d’administrateur ont acces a tous les dossiers et ne peuvent pas étre ajoutés a des groupes
d'utilisateurs.

e | es utilisateurs avec les droits de Gestionnaire de volumes ou Créateur de rapporteur doivent étre associés a un ou plusieurs groupes
d'utilisateurs, et peuvent accéder uniguement aux dossiers de volumes, de serveurs, et de disques qu'ils leur sont accessibles.

Gestion et authentification des comptes d'utilisateur

L’acceés est accordé au Storage Center en utilisant I'une des méthodes suivantes :
e Utilisateurs et groupes d’utilisateurs locaux : les comptes utilisateur peuvent étre créés et gérés sur le Storage Center.

e Service d’annuaire externe : dans les environnements qui utilisent Active Directory ou OpenLDAP, le Storage Center peut
authentifier les utilisateurs d'annuaire. Vous pouvez accorder I'accés a des utilisateurs d'annuaire individuels et des groupes
d'utilisateurs d’annuaire. Ces utilisateurs accedent au Storage Center en utilisant leurs informations d’identification de domaine.

Gestion des utilisateurs Storage Center locaux

Cette section décrit comment créer, gérer et supprimer des utilisateurs de Storage Center locaux.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Créer un utilisateur Storage Center local

Créez un utilisateur Storage Center local pour affecter des droits a un nouvel utilisateur.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

5. Sous le sous-onglet Utilisateurs locaux, cliquez sur Nouvel utilisateur.
La boite de dialogue Créer un utilisateur local s'ouvre.

6. Dans le champ Nom, attribuez un nom a I'utilisateur.

@ REMARQUE : Pour éviter des conflits de noms d'utilisateur avec les utilisateurs du service de répertoire, n'utilisez pas les
caractéeres @ ou \ dans les noms d'utilisateur locaux.

7. Dans le menu déroulant Droit, sélectionnez le niveau de droit a attribuer a I'utilisateur.
e Administrateur : lorsque cette option est sélectionnée, I'utilisateur local peut accéder a I'ensemble du Storage Center.

e Gestionnaire de volumes : lorsque cette option est sélectionnée, |'utilisateur local dispose d'un acces en lecture et en écriture aux
volumes, serveurs et disques dans les dossiers associés aux groupes d'utilisateurs attribués.

e Créateur de rapports : lorsque cette option est sélectionnée, I'utilisateur local dispose d'un acces en lecture seule aux volumes,
serveurs et disques dans les dossiers associés aux groupes d'utilisateurs attribués.
8. Dans le menu déroulant Délai d'expiration de session, sélectionnez le délai maximal pendant lequel I'utilisateur local peut étre inactif
lorsqu'il est connecté au Storage Center System Manager avant que la connexion soit interrompue.
9. Dans le menu déroulant Langue par défaut, sélectionnez une langue. Cette langue sera utilisée pour les alertes par e-mail.
10. (Gestionnaire de volumes et Créateur de rapports uniqguement) Ajoutez un ou plusieurs groupes d’utilisateurs locaux a I'utilisateur local.

a. Dans la zone Groupes d'utilisateurs locaux, cliquez sur Modifier.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.

b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Nouveau groupe, puis exécutez |'Assistant Création d'un
groupe d'utilisateurs locaux. Pour obtenir des informations de référence sur l'interface utilisateur, cliquez sur Aide.
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¢. Activez la case de chague groupe d'utilisateurs locaux a associer a I'utilisateur local.
d. Cliquez sur OK.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.

1. Entrez, puis confirmez, un mot de passe pour I'utilisateur dans les champs Nouveau mot de passe et Confirmer le mot de passe.
12. (Facultatif) Spécifiez d’autres informations sur I'utilisateur dans la zone Détails.

13. Cliquez sur OK.
La boite de dialogue Créer un utilisateur local se ferme.

14. Cliquez sur OK.

Configurer les préférences utilisateur par défaut des nouveaux utilisateurs d'un
Storage Center

Les préférences utilisateur par défaut s'appliquent aux nouveaux utilisateurs Storage Center. Les préférences peuvent étre personnalisées
individuellement davantage aprés la création de I'utilisateur.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

B. Sous le sous-onglet Utilisateurs locaux, cliquez sur Plus d'actions > Préférences utilisateur par défaut.
La boite de dialogue Configurer les préférences utilisateur par défaut s'ouvre.

6. Modifiez les préférences utilisateur selon vos besoins, puis cliquez sur OK.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

7. Cliquez sur OK.
La boite de dialogue Configurer les préférences utilisateur par défaut se ferme.

8. Cliquez sur OK.

Taches associées

Configurer les préférences d'un utilisateur Storage Center local , page 146

Augmentation du niveau de droit d'un utilisateur Storage Center local

Le niveau de droit peut étre augmenté pour les utilisateurs locaux disposant du droit Gestionnaire de volumes ou Créateurs de rapports. Le
niveau de droit d'un utilisateur ne peut pas étre réduit.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

5. Dans le sous-onglet Utilisateurs locaux, sélectionnez |'utilisateur, puis cliquez sur Paramétres.
La boite de dialogue Modifier les paramétres d'utilisateur local s'ouvre.

6. Dans le menu déroulant Droit, sélectionnez le niveau de droit a attribuer a I'utilisateur.
e Administrateur : lorsque cette option est sélectionnée, I'utilisateur local peut accéder a I'ensemble du Storage Center.
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e Gestionnaire de volumes : lorsque cette option est sélectionnée, |'utilisateur local dispose d'un acces en lecture et en écriture aux
dossiers associés aux groupes d'utilisateurs attribués.

e Créateur de rapports : lorsque cette option est sélectionnée, I'utilisateur local dispose d'un acces en lecture seule aux dossiers
associés aux groupes d'utilisateurs attribués.

7. Cliquez sur OK.
La boite de dialogue Modifier les paramétres d'utilisateur local se ferme.
8. Cliquez sur OK.

Changer le délai d'expiration de session d'un utilisateur Storage Center local

Le délai d'expiration de session contrdle la durée maximale pendant laquelle I'utilisateur local peut étre inactif lorsqu'il est connecté au
Storage Center avant que la connexion ne soit interrompue.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

5. Dans le sous-onglet Utilisateurs locaux, sélectionnez I'utilisateur, puis cliquez sur Paramétres.
La boite de dialogue Modifier les paramétres d'utilisateur local s'ouvre.

6. Dans le menu déroulant Délai d'expiration de session, sélectionnez la durée maximale pendant laquelle I'utilisateur local peut étre
inactif lorsqu'il est connecté au Storage Center avant que la connexion ne soit interrompue.

7. Cliquez sur OK.
La boite de dialogue Modifier les paramétres s'ouvre.

8. Cliquez sur OK.

Changer la langue par défaut d'un utilisateur Storage Center
La langue par défaut d'un utilisateur Storage Center détermine les langues utilisées dans les alertes par e-mail a partir du Storage Center.

Prérequis

Le Storage Center doit prendre en charge la langue par défaut.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

B. Dans le sous-onglet Utilisateurs locaux, sélectionnez |'utilisateur, puis cliquez sur Parameétres.
La boite de dialogue Modifier les parameétres d'utilisateur local s'ouvre.

6. Dans le menu déroulant Langue par défaut, sélectionnez une langue.
7. Cliquez sur OK.

Activer ou désactiver I'accés d'un utilisateur Storage Center local

Lorsqu'un utilisateur Storage Center local est désactivé, il n'est pas autorisé a se connecter.
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Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

Sous le sous-onglet Utilisateurs locaux, sélectionnez |'utilisateur, puis cliquez sur Parameétres.
La boite de dialogue Modifier les paramétres d'utilisateur local s'ouvre.

Dans le champ Autoriser I'utilisateur a se connecter, activez ou désactivez |'acces pour 'utilisateur local.
e Pour activer l'acces, activez la case Activé.

e Pour désactiver l'acces, désactivez la case Activeé.

Cliquez sur OK.

La boite de dialogue Modifier les parameétres de |'utilisateur local se ferme.

Cliquez sur OK.

Modifier I'appartenance a un groupe d'utilisateurs pour un Storage Center local

Les groupes d'utilisateurs accordent I'acces au volume, aux serveurs et aux dossiers de disques pour les utilisateurs ayant le niveau de droit

Gestionnaire de volumes ou Créateur de rapports.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.
Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.
Sous le sous-onglet Utilisateurs locaux, sélectionnez |'utilisateur, puis cliquez sur Paramétres.
La boite de dialogue Modifier les parameétres d'utilisateur local s'ouvre.
Modifiez I'appartenance de |'utilisateur a un groupe local.
a. Dans le champ Groupes d'utilisateurs locaux, cliquez sur Modifier.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.

b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Nouveau groupe, puis exécutez I'Assistant Création d'un
groupe d'utilisateurs locaux. Pour obtenir des informations de référence sur l'interface utilisateur, cliquez sur Aide.

¢. Activez la case de chague groupe d'utilisateurs locaux a associer a I'utilisateur local.
Pour supprimer I'utilisateur local d'un groupe local, désactivez la case correspondant au groupe.
e. Cliquez sur OK.

La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.

o

Cliquez sur OK.
La boite de dialogue Modifier les paramétres d'utilisateur local se ferme.

Cliquez sur OK.

Configurer les préférences d'un utilisateur Storage Center local

Par défaut, chaque utilisateur Storage Center hérite des préférences utilisateur par défaut. Si nécessaire, les préférences peuvent étre
personnalisées individuellement pour un utilisateur.

Etapes

1.

146

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.
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2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

B. Sous le sous-onglet Utilisateurs locaux, sélectionnez I'utilisateur, puis cliquez sur Parameétres.
La boite de dialogue Modifier les parameétres d'utilisateur local s'ouvre.

6. Cliquez sur Configurer les préférences utilisateur.
La boite dialogue Configurer les préférences utilisateur s'ouvre.

7. Modifiez les préférences utilisateur selon vos besoins, puis cliquez sur OK.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

8. Cliquez sur OK.
La boite de dialogue Modifier les paramétres d'utilisateur local se ferme.

9. Cliquez sur OK.

Taches associées

Configurer les préférences utilisateur par défaut des nouveaux utilisateurs d'un Storage Center , page 144

Modification des informations descriptives relatives a un utilisateur Storage
Center local

Les informations descriptives relatives a un utilisateur local comprennent les éléments suivants : nom réel, service, titre, localisation,
numeéros de téléphone, adresse(s) e-mail et commentaires.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

5. Dans le sous-onglet Utilisateurs locaux, sélectionnez |'utilisateur, puis cliquez sur Parameétres.
La boite de dialogue Modifier les paramétres d'utilisateur local s'ouvre.

6. Modifiez le champ Nom réel de maniére appropriée.
7. Modifiez les champs dans la zone Détails, si nécessaire, puis cliquez sur OK.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

8. Cliquez sur OK.
La boite de dialogue Modifier les parameétres d'utilisateur local se ferme.

9. Cliquez sur OK.

Modifier le mot de passe d'un utilisateur Storage Center local

La modification du mot de passe d'un utilisateur de Storage Center local via Unisphere Central met automatiquement a jour les adressages
du Storage Center qui ont été effectués a l'aide des identifiants de I'utilisateur.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
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L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Dans le sous-onglet Utilisateurs locaux, sélectionnez I'utilisateur, puis cliquez sur Modifier le mot de passe.
La boite de dialogue Modifier le mot de passe s'ouvre.

Saisissez I'ancien mot de passe.
Saisissez et confirmez un nouveau mot de passe pour I'utilisateur local, puis cliquez sur OK.
Cliquez sur OK.

Supprimer un utilisateur du Storage Center local

Supprimez un utilisateur Storage Center s'il n'a plus besoin d'un acces. L'utilisateur local qui a été utilisé pour ajouter le Storage Center
a Unisphere ne peut pas étre supprimé. Le dernier utilisateur disposant de privileges Administrateur ne peut pas étre supprimé, car le

Stol

rage Center exige au moins un administrateur.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Dans le sous-onglet Utilisateurs locaux, sélectionnez ['utilisateur, puis cliquez sur Supprimer.
La boite de dialogue Supprimer s'ouvre.

Cliquez sur OK pour confirmer.
Cliquez sur OK.

Restaurer un utilisateur Storage Center local supprimé

Un nouveau mot de passe doit étre fourni lors de la restauration d’un utilisateur supprimé. Si vous restaurez un utilisateur supprimé en
utilisant le privilege Gestionnaire de volumes ou Créateur de rapports, |'utilisateur doit &tre ajouté a un ou plusieurs groupes d'utilisateurs
locaux.

Etapes

1.

148

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Sous le sous-onglet Utilisateurs locaux, cliquez sur Plus d'actions > Restaurer I'utilisateur.
L'Assistant Restaurer I'utilisateur supprimé s'ouvre.
Sélectionnez I'utilisateur local que vous souhaitez restaurer, puis cliquez sur Suivant.
L’Assistant passe a la page suivante.
(Gestionnaire de volumes et créateur de rapports uniquement) Ajoutez I'utilisateur local & un ou plusieurs groupes d'utilisateurs locaux.
a. Dans la zone Groupes d'utilisateurs locaux, cliquez sur Modifier.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.

b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Créer un groupe d’utilisateurs locaux, puis exécutez
I'’Assistant Création d'un groupe d’utilisateurs locaux. Pour obtenir des informations de référence de I'interface utilisateur,
cliquez sur Aide.

c. Activez la case de chaque groupe d'utilisateurs locaux a associer a |'utilisateur local.
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d. Cliquez sur OK. La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.

8. Saisissez et confirmez un nouveau mot de passe pour I'utilisateur local dans les champs Nouveau mot de passe et Confirmer le
mot de passe.

9. Modifier les autres parametres utilisateur selon les besoins.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

10. Cliquez sur Terminer.
1. Cliquez sur OK.

Gestion des groupes d’utilisateurs Storage Center locaux

Les groupes d'utilisateurs accordent I'acces aux dossiers de volumes, de serveurs et de disques.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un groupe d'utilisateurs locaux

Créez un groupe d'utilisateurs Storage Center locaux pour accorder |'acces a un volume, un serveur et des dossiers de disques spécifiques.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

B. Dans le sous-onglet Groupes d'utilisateurs locaux, cliquez sur Nouveau groupe.
L'Assistant Créer un groupe d'utilisateurs locaux s'ouvre.

6. Dans le champ Nom, saisissez un nom pour le groupe d'utilisateurs locaux, puis cliquez sur Suivant.
7. Ajoutez des dossiers de volumes au groupe d'utilisateurs locaux.

a. Sivous devez créer un dossier de volumes, cliquez sur Nouveau dossier de volumes, puis complétez les champs dans la boite de
dialogue Nouveau dossier de volumes.
b. Cliquez sur OK pour créer le dossier de volumes.
c. Cliquez sur Suivant.
L'Assistant passe a la page suivante.
8. Ajoutez les dossiers de serveurs au groupe d'utilisateurs locaux.
a. Sivous devez créer un dossier de serveurs, cliqguez sur Nouveau dossier de serveurs, puis complétez les champs dans la boite
de dialogue Nouveau dossier de serveurs.
b. Cliquez sur OK pour créer le dossier de serveurs.
¢. Cliquez sur Suivant.
L'Assistant passe a la page suivante.
9. Ajoutez des dossiers de disques au groupe d'utilisateurs locaux.
a. Sélectionnez les dossiers de disques que vous souhaitez ajouter au groupe d'utilisateurs locaux.
b. Cliquez sur Terminer.

10. Cliquez sur OK.

Gérer l'appartenance d'un utilisateur a un groupe d'utilisateur Storage Center
locaux

Les utilisateurs Storage Center locaux et les utilisateurs d'annuaire qui disposent d'un acces individuel peuvent étre ajoutés aux groupes
d'utilisateurs Storage Center locaux.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

5. Dans le sous-onglet Groupes d'utilisateurs locaux, sélectionnez le groupe d'utilisateur locaux, puis cliquez sur Modifier >
Utilisateurs.
La boite de dialogue Gérer les utilisateurs s'ouvre.

6. Gérer I'appartenance d'un utilisateur au groupe d'utilisateurs

e Placez une coche en regard des noms des utilisateurs que vous souhaitez ajouter.

e Supprimez la coche en regard des noms des utilisateurs que vous souhaitez supprimer.
7. Cliquez sur OK.

La boite de dialogue Gérer les utilisateurs se ferme.
8. Cliquez sur OK.

Gestion de I'accés aux dossiers accordé par un groupe d'utilisateurs Storage
Center locaux

Les dossiers associés a un groupe d'utilisateurs Storage Center locaux déterminent l'accés accordé par le groupe d'utilisateurs.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.
B. Dans le sous-onglet Groupes d'utilisateurs locaux, sélectionnez le groupe d'utilisateur locaux, puis cliquez sur Modifier > Dossiers.
L'Assistant Gestion des dossiers s'ouvre.
6. Gérer les dossiers de volumes du groupe d'utilisateurs locaux.
a. Sivous devez créer un dossier de volumes, cliqguez sur Nouveau dossier de volumes, puis complétez les champs dans la boite de
dialogue Nouveau dossier de volumes.
b. Cliquez sur OK.
¢. Cliquez sur Suivant.
L’Assistant passe a la page suivante.
7. Gérer les dossiers de serveurs du groupe d'utilisateurs locaux.
a. Sivous devez créer un dossier de serveurs, cliquez sur Nouveau dossier de serveurs, complétez les champs de la boite de
dialogue Nouveau dossier de serveurs.
b. Cliquez sur OK.
c. Cliquez sur Suivant.
L'Assistant passe a la page suivante.
8. Gérer les dossiers de disques du groupe d'utilisateurs locaux.
a. Sélectionnez les dossiers de disques que vous souhaitez ajouter.
b. Cliquez sur Terminer.
L’assistant se ferme.

9. Cliquez sur OK.
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Supprimer un groupe d'utilisateurs d'un Storage Center local

Supprimez un groupe d'utilisateurs Storage Center local s'il n'est plus nécessaire.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

B. Dans le sous-onglet Groupes d'utilisateurs locaux, sélectionnez le groupe d'utilisateurs locaux, puis cliquez sur Supprimer.
La boite de dialogue Supprimer s'ouvre.

6. Cliquez sur Oui pour confirmer.
7. Cliquez sur OK.

Gestion des exigences de mot de passe des utilisateurs locaux
Storage Center

La définition des exigences de mot de passe pour les utilisateurs Storage Center locaux augmente la sécurité des mots de passe de tous
les utilisateurs locaux Storage Center.

Configurer les exigences de mot de passe d'un utilisateur Storage Center local

Définissez les exigences de mot de passe des utilisateurs pour accroitre la complexité des mots de passe des utilisateurs locaux et
améliorer la sécurité du Storage Center.

A propos de cette tache

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur l'icone & (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
4. Cliquez sur l'onglet Configuration du mot de passe.
B. Activez la case Activé.
6. Configurez les exigences de mot de passe de maniére appropriée.
e Pour spécifier le nombre de vérifications Storage Center des mots de passe précédents lors de la validation d'un mot de passe,

entrez une valeur dans le champ Historique conservé. Pour désactiver la validation par rapport aux anciens mots de passe,
saisissez 0.

e Pour deéfinir le nombre minimal de caractéres dans un nouveau mot de passe, entrez une valeur dans le champ Longueur
minimum. Pour faire correspondre la longueur de mot de passe minimum Storage Center, définissez la valeur 1.

e Pour définir le nombre d'échecs de connexion qui verrouille un compte, saisissez un nombre dans le champ Seuil de verrouillage
du compte. Pour désactiver le seuil de verrouillage de compte, saisissez O.
@ REMARQUE : Seuls les comptes de niveau administrateur peuvent déverrouiller d'autres comptes Storage Center. Définissez
plusieurs comptes de niveau administrateur Storage Center pour que d'autres comptes Storage Center puissent étre
déverrouillés.
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e Pour exiger que les nouveaux mots de passe respectent les normes de complexité, cochez la case Complexité activée. Pour
désactiver les exigences de complexité des mots de passe, décochez la case Complexité activée.

e Pour définir le nombre de jours qui doit s'écouler avant gu'un utilisateur puisse modifier son mot de passe, entrez une valeur dans le
champ Age minimal. Pour désactiver la contrainte d'age minimal, entrez O.

e Pour spécifier la durée en jours au-dela de laquelle le mot de passe expire, entrez une valeur dans le champ Age maximal. Pour
désactiver cette contrainte d'age maximal, entrez O.

e Pour définir la durée (en jours) avant expiration du mot de passe a laguelle le « message d'avertissement avant expiration » est
émis, entrez une valeur dans le champ Heure d'avertissement d'expiration. Pour désactiver le message d'avertissement avant
expiration, saisissez 0.

e Pour spécifier le message d'avertissement d'expiration du mot de passe envoyé a I'utilisateur, entrez le message d'avertissement
dans le champ Message d'avertissement de mot de passe. Le message d'avertissement d'expiration du mot de passe reste
vide si vous ne remplissez pas ce champ.

7. Cliquez sur OK.

Réinitialisation de I'horloge d'age des mots de passe

L'horloge d'age du mot de passe détermine le moment ou un mot de passe expire, en fonction des conditions d'age minimal et maximal
définies. Réinitialisez I'horloge d'age du mot de passe pour que le calcul de I'age du mot de passe démarre a la date et a I'heure actuelles.

Prérequis

L'option Configuration de mot de passe doit étre activée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur licone & (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Configuration du mot de passe.
Activez la case Activé.
Activez la case Réinitialiser I'horloge d'age.

N o o

Cliquez sur OK.

Demander aux utilisateurs de modifier leurs mots de passe

Les exigences relatives aux nouveaux mots de passe s'appliguent aux nouveaux mots de passe utilisateur uniquement. Demandez aux
utilisateurs de modifier les mots de passe lors de la connexion suivante pour que le mot de passe respecte les nouvelles exigences relatives
aux nouveaux mots de passe.

Prérequis

L'option Configuration de mot de passe doit étre activée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur licone & (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Configuration du mot de passe.
Activez la case Activeé.
Activez la case Exiger le changement de mot de passe.

N o o b

Cliquez sur OK.
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Activation de I'authentification des services d'annuaire

Avant de pouvoir accorder I'acces au Storage Center aux utilisateurs et groupes d'utilisateurs d'annuaire, vous devez d'abord configurer
le Storage Center afin qu'il communique avec un ou plusieurs serveurs Active Directory/OpenLDAP. Si vous utilisez I'authentification
Kerberos, vous devez également configurer le Storage Center pour lui permettre de communiquer avec le Centre de distribution de clés
Kerberos (KDC).

Prérequis

e Un service d'annuaire Active Directory ou OpenlL.DAP doit &tre déployé dans votre environnement.

e | e Storage Center doit disposer d'une connexion réseau au service d'annuaire.

e Vous devez étre familier avec la configuration Active Directory/OpenLDAP du service de répertoire.

e | e Storage Center nécessite les références d'un utilisateur du service d'annuaire autorisé a interroger le service d'annuaire et doté de

priviléges suffisants pour effectuer une opération de liaison.

(Active Directory uniquement) La connexion du contréleur au domaine nécessite les références d'un utilisateur du service d'annuaire
qui est administrateur et qui possede des privileges suffisants pour créer un enregistrement d'ordinateur dans I'annuaire.

(Active Directory uniguement) Pour joindre le contréleur au domaine, vous devez créer des enregistrements DNS standard et
inversés pour le Storage Center dans le domaine. Dans le cas d'un systeme Storage Center a contrdleur unique, créez des
enregistrements DNS pour l'adresse |P du contrdleur. Dans le cas d'un systéme Storage Center a deux contrdleur, créez des
enregistrements DNS pour l'adresse IP de gestion.

(OpenLDAP uniguement) Pour utiliser I'authentification par mot de passe avec OpenlLDAP, un certificat SSL est requis pour
communiguer avec le service d'annuaire a I'aide de SSL/TLS.

Détection automatique des parametres des services d'annuaire

Utilisez I'Assistant Configurer la découverte automatique des service d'annuaires pour permettre au Storage Center de découvrir les
services d'annuaire automatiquement.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur l'icbne # (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Services d'annuaire.

Cliquez sur Configurer la découverte automatique des services d'annuaire.
Le Storage Center découvre automatiquement les parametres de serveur d'annuaire et affiche les parameétres dans |'Assistant
Configuration automatique des services d'annuaire.

Saisissez une nouvelle valeur dans le champ du parameétre a modifier.
e Dans le champ URI, tapez I'URI (Uniform Resource Identifier) d’'un ou de plusieurs serveurs auxquels Storage Center se connecte.

®| REMARQUE : Utilisez le nom de domaine entierement qualifie¢ (FQDN) des serveurs.

Exemple d'URI pour les deux serveurs :

Idap://serverl.example.com Idap://server2.example.com:1234

@ REMARQUE : L'ajout de plusieurs serveurs assure une autorisation continue des utilisateurs en cas de panne de ressources.
Si le Storage Center ne peut pas établir de contact avec le premier serveur, il Storage Center tente de se connecter a tous les
autres serveurs, dans l'ordre de la liste.

e Dans le champ Délai de connexion au serveur d'annuaire, saisissez le délai maximal (en minutes) que doit attendre le Storage
Center pendant les tentatives de connexion a un serveur Active Directory. Cette valeur doit étre supérieure a zéro.

e Dans le champ Nom unique de base, tapez le nom unigue de base du serveur LDAP. Le nom unique est le point de départ de la
recherche d'utilisateurs.

e Dans le champ Nom d’héte duStorage Center, entrez le nom de domaine qualifié complet (FQDN) du Storage Center.

o Dans le cas d'un systeme Storage Center a contrdleur unique, il s'agit du nom d'héte entierement qualifié pour I'adresse IP du
contréleur.
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o Dans le cas d'un systeme Storage Center a deux controleur, il s'agit du nom d'hdte entierement qualifié pour I'adresse IP de
gestion.

e Dans le champ Domaine LDAP, tapez le domaine LDAP a rechercher.

7. (Facultatif) Cliquez sur Tester le serveur pour vérifier que Storage Center peut communiquer avec le serveur d'annuaire défini en
utilisant le protocole sélectionné.

8. (Facultatif) Si le protocole TLS (Transport Layer Security) est activé, envoyez un fichier PEM d’autorité de certification.

a. Cliquez sur Charger un certificat.

b. Accédez a I'emplacement du fichier PEM, sélectionnez le fichier et cliquez sur Ouvrir. La boite de dialogue Envoyer un certificat
TLS s'ouvre.

@ REMARQUE : Si vous ne sélectionnez pas le fichier PEM approprié, cliquez sur Envoyer un certificat dans la bofte de
dialogue Envoyer un certificat TLS pour sélectionner un nouveau fichier.

c. Cliquez sur OK pour envoyer le certificat.

9. Cliquez sur Suivant.
La page Paramétres Kerberos s'ouvre.

10. (Facultatif) Activez la case Activé pour activer |'authentification Kerberos.

1. Pour modifier les paramétres Kerberos, désactivez la case Découverte automatique, puis saisissez une nouvelle valeur dans ce
champ.

e Domaine Kerberos : domaine Kerberos d'authentification. Dans les réseaux Windows, il s’agit du nom de domaine en majuscules.

e Nom d’hdte ou adresse IP KDC : nom de domaine qualifié complet (FQDN) ou I'adresse IP du centre de distribution de clés
(KDC) auquel le Storage Center doit se connecter.

e Taux de renouvellement de mot de passe (Jours) : nombre de jours avant régénération du fichier keytab. La valeur par défaut
est O, ce qui équivaut a un renouvellement du mot de passe tous les 14 jours.

12. Cliquez sur Suivant.
La page Rejoindre le domaine s'ouvre.
13. Saisissez le nom d'utilisateur et le mot de passe d'un administrateur de domaine.

14. Cliquez sur Suivant.
La page Récapitulatif s'ouvre.

15. Si vous souhaitez modifier un parametre, cliquez sur Précédent pour revenir a la page précédente.
16. Cliquez sur Terminer.
17. Cliquez sur OK.

Configurer manuellement des services d'annuaire

Utllisez I'Assistant de configuration manuelle des services d’annuaire pour entrer manuellement les parametres des services d’annuaire.
Utllisez la configuration manuelle pour les configurations OpenLADAP ou Active Directory spéciales.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Services d'annuaire.

5. Cliquez sur Configurer les services d'annuaire manuellement.
L'Assistant de configuration manuelle des services d’annuaire s'ouvre.

6. Dans le menu déroulant Type d'annuaire, sélectionnez Active Directory ou OpenLDAP.
7. Saisissez les paramétres du serveur d'annuaire.
e Dans le champ URI, tapez I'URI (Uniform Resource Identifier) d'un ou de plusieurs serveurs auxquels Storage Center se connecte.

®| REMARQUE : Utilisez le nom de domaine entierement qualifie¢ (FQDN) des serveurs.

Exemple d'URI pour les deux serveurs :
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9.

Idap://serveri.example.com Idap://server2.example.com:1234

@ REMARQUE : L'ajout de plusieurs serveurs assure une autorisation continue des utilisateurs en cas de panne de ressources.
Si le Storage Center ne peut pas établir de contact avec le premier serveur, il Storage Center tente de se connecter a tous les
autres serveurs, dans |'ordre de la liste.

Dans le champ Délai de connexion au serveur d'annuaire, saisissez le délai maximal (en minutes) que doit attendre le Storage

Center pendant les tentatives de connexion a un serveur Active Directory. Cette valeur doit étre supérieure a zéro.

Dans le champ Nom unique de base, tapez le nom unique de base du serveur LDAP. Le nom unique est le point de départ de la
recherche d'utilisateurs.

Dans le champ Base relative, entrez les informations de base relative. Une base relative est une liste de noms uniques relatifs
(RDN) ajoutés au DN de base, qui indiquent I'endroit ou le contrdleur doit étre rattaché au domaine. Un nom unique relatif (RDN)
contient un attribut et une valeur, par exemple :

OU=Controéleurs SAN
OU est I'attribut et Controleurs SAN est la valeur.

Si les caractéres spéciaux suivants figurent dans la valeur RDN, ils doivent porter une barre oblique inverse comme caractere
d'échappement :

,+ "\ <>;=/CR (retour charriot) et LF (nouvelle ligne)

Par exemple :

Base relative : OU=Controéleurs SAN

(Aucun caractere d'échappement
nécessaire)

Base relative : OU=Controéleurs SAN\+

(Caractéere d'échappement devant le
plus)

Base relative : OU=Batiments A\,B\,C,OU=Contrdleurs SAN \+

(Caractéeres d'échappement devant les
virgules et le signe plus, sauf pour la
virgule qui sépare les RDN.)

Dans le champ Nom de I’h6te du Storage Center, entrez le nom de domaine qualifi€é complet (FQDN) du Storage Center.

o Dans le cas d'un systeme Storage Center a contréleur unique, il s'agit du nom de I'hdte entierement qualifié pour I'adresse IP du
contréleur.

o Dans le cas d'un systeme Storage Center a deux contrdleur, il s'agit du nom de I'hdte entierement qualifié pour I'adresse IP de
gestion.

Dans le champ Domaine LDAP, tapez le domaine LDAP a rechercher.

Dans le champ Nom unique de liaison d'authentification, entrez le nom unique ou le nom principal de I'utilisateur que le Storage
Center utilise pour se connecter au serveur LDAP et y effectuer des recherches.

Dans la zone Mot de passe de liaison d'authentification, entrez le mot de passe correspondant au nom unique de liaison
d'authentification.

(Facultatif) Cliquez sur Tester le serveur pour vérifier que Storage Center peut communiquer avec le serveur d'annuaire défini en
utilisant le protocole sélectionné.

(Facultatif) Si le protocole TLS (Transport Layer Security) est activé, envoyez un fichier PEM d'autorité de certification.

a.
b.

C.

Cliquez sur Charger un certificat.
Accédez a I'emplacement du fichier PEM, sélectionnez le fichier et cliquez sur Ouvrir. La boite de dialogue Envoyer un certificat
TLS s'ouvre.

@ REMARQUE : Si vous ne sélectionnez pas le fichier PEM approprié, cliquez sur Envoyer un certificat dans la boite de
dialogue Envoyer un certificat TLS pour sélectionner un nouveau fichier.

Cliquez sur OK pour envoyer le certificat.

10. Cliquez sur Suivant. La page Paramétres Kerberos s'ouvre.

1.

(Facultatif) Activez la case Activé pour activer 'authentification Kerberos.
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12. Pour modifier les parameétres Kerberos, désactivez la case Découverte automatique, puis renseignez une nouvelle valeur dans ce
champ.
e Domaine Kerberos : domaine Kerberos d'authentification. Dans les réseaux Windows, il s’agit du nom de domaine en majuscules.

e Nom de I’hdte ou adresse IP KDC : nom de domaine qualifi€¢ complet (FQDN) ou I'adresse IP du centre de distribution de clés
(KDC) auquel le Storage Center doit se connecter.

e Taux de renouvellement de mot de passe (Jours) : nombre de jours avant régénération du fichier keytab. La valeur par défaut

est O, ce qui équivaut a un renouvellement du mot de passe tous les 14 jours.
13. Cliquez sur Suivant.
La page Rejoindre le domaine s'ouvre.
14. Saisissez le nom d'utilisateur et le mot de passe d'un administrateur de domaine.

15. Cliquez sur Suivant.
La page Récapitulatif s'ouvre.

16. Si vous souhaitez modifier un parametre, cliquez sur Précédent pour revenir a la page précédente.
17. Cliquez sur Terminer.
18. Cliquez sur OK.

Gestion des utilisateurs du service d'annuaire

Les utilisateurs du service d’annuaire peuvent recevoir individuellement un droit d’accés a un Storage Center.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Octroi de I'acceés a un utilisateur d'annuaire

Accordez I'acces a un utilisateur de répertoire pour lui permettre de se connecter au Storage Center a l'aide des informations
d'identification du répertoire.

Prérequis

Le Storage Center doit &tre configuré pour authentifier les utilisateurs aupres d'un service d'annuaire externe.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

5. Sous le sous-onglet Utilisateurs d'annuaire, cliquez sur Ajouter un utilisateur.
La boite de dialogue Accorder I'accés a un utilisateur d'annuaire s'ouvre.

6. Dans le champ Nom principal d’utilisateur, saisissez le nom principal d'utilisateur attribué a I'utilisateur de répertoire. Les formats
compatibles sont les suivants :

e nom d'utilisateur@domaine
e domaine/nom d'utilisateur
7. Dans le champ Nom réel, saisissez le nom réel de I'utilisateur de répertoire.

8. A droite du champ Nom distinctif, cliquez sur Obtenir le DN.
Le nom distinctif de l'utilisateur est généré a partir du nom principal de I'utilisateur de répertoire.

Facultativement, saisissez le nom distinctif de I'utilisateur de répertoire dans le champ Nom distinctif.
Par exemple : CN=Firstname Lastname,CN=Users,DC=example, DC=com
9. Dans le menu déroulant Droit, sélectionnez le niveau de droit & attribuer a |'utilisateur.

e Administrateur : lorsque cette option est sélectionnée, I'utilisateur dispose d'un accés complet au Storage Center.

e Gestionnaire de volume : lorsque cette option est sélectionnée, I'utilisateur local dispose d’un acces en lecture-écriture aux
dossiers associés aux groupes d'utilisateurs affectés.
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10.

1.

12.

13.

14.

e Rapporteur : lorsque cette option est sélectionnée, I'utilisateur local dispose d'un accés en lecture seule aux dossiers associés aux
groupes d'utilisateurs affectés.

Dans le menu déroulant Délai d'expiration de session, sélectionnez la durée maximale pendant laquelle |'utilisateur peut étre inactif
lorsqu'il est connecté au Storage Center avant que la connexion ne soit interrompue.
(Gestionnaire de volume et Rapporteur uniqguement) Ajoutez un ou plusieurs groupes d'utilisateurs locaux a I'utilisateur.
a. Dans la zone Groupes d'utilisateurs locaux, cliquez sur Modifier.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.
b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Nouveau groupe , puis exécutez I'Assistant Création d'un
groupe d'utilisateurs locaux. Pour obtenir des informations de référence sur l'interface utilisateur, cliquez sur Aide.
c. Cochez la case correspondant a chaque groupe d'utilisateurs locaux a associer a l'utilisateur.
d. Cliquez sur OK.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.
(Facultatif) Spécifiez d'autres informations sur I'utilisateur dans la zone Détails. Pour obtenir des informations de référence de
l'interface utilisateur, cliquez sur Aide.
Cliquez sur OK.
La boite de dialogue Accorder I'accés a un utilisateur d'annuaire se ferme.

Cliquez sur OK.

Augmenter le niveau de droit d'un utilisateur du service d'annuaire

Le niveau de droit peut étre augmenté pour les utilisateurs de service d'annuaire disposant du droit de Gestionnaire de volumes ou
Créateurs de rapports. Le niveau de droit d'un utilisateur ne peut pas étre réduit.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).

La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Dans le sous-onglet Utilisateurs d'annuaire, sélectionnez |'utilisateur, puis cliquez sur Parameétres.

La boite de dialogue Modifier les paramétres s'ouvre.

Dans le menu déroulant Droit, sélectionnez le niveau de droit & attribuer & l'utilisateur.

e Administrateur : lorsque cette option est sélectionnée, I'utilisateur local peut accéder a I'ensemble du Storage Center.

e Gestionnaire de volumes : lorsque cette option est sélectionnée, I'utilisateur local dispose d'un acces en lecture et en écriture aux
dossiers associés aux groupes d'utilisateurs attribués.

e Créateur de rapports : lorsque cette option est sélectionnée, I'utilisateur local dispose d'un acces en lecture seule aux dossiers
associés aux groupes d'utilisateurs attribués.

Cliquez sur OK.

La boite de dialogue Modifier les parameétres de |'utilisateur local se ferme.

Cliquez sur OK.

Modifier le délai d'expiration de session d'un utilisateur de service d'annuaire

Le délai d'expiration de session controle la durée maximale pendant laquelle I'utilisateur peut étre inactif lorsqu'il est connecté au Storage
Center avant que la connexion ne soit interrompue.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
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La boite de dialogue Paramétres de Storage Center s'ouvre.
4. Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

B. Dans le sous-onglet Utilisateurs d'annuaire, sélectionnez |'utilisateur, puis cliquez sur Parametres.
La boite de dialogue Modifier les parametres s'ouvre.

6. Dans le menu déroulant Délai d'expiration de session, sélectionnez la durée maximale pendant laquelle I'utilisateur peut étre inactif
lorsqu'il est connecté au Storage Center avant que la connexion ne soit interrompue.

7. Cliquez sur OK.
La boite de dialogue Modifier les parametres s'ouvre.

8. Cliquez sur OK.

Activer ou désactiver I’acces a un utilisateur du service d’annuaire

Lorsqu'un utilisateur du service d'annuaire est désactivé, il n'est pas autorisé a se connecter.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

5. Dans le sous-onglet Utilisateurs d'annuaire, sélectionnez I'utilisateur, puis cliquez sur Parameétres.
La boite de dialogue Modifier les paramétres s'ouvre.

6. Activer ou désactiver I'acces de I'utilisateur du service d’annuaire.

e Pour activer I'acces, cochez la case Activé.

e Pour désactiver I'acces, activez la case Activé.
7. Cliquez sur OK.

La boite de dialogue Modifier les parameétres de |'utilisateur local se ferme.
8. Cliquez sur OK.

Modifier |'appartenance a un groupe local d'un utilisateur du service d'annuaire

Les groupes d'utilisateurs accordent I'acces au volume, aux serveurs et aux dossiers de disques pour les utilisateurs ayant le niveau de droit
Gestionnaire de volumes ou Créateur de rapports.

Prérequis

e | 'utilisateur du service d'annuaire doit avoir regu individuellement un droit d'acces au Storage Center. Les utilisateurs auxquels a
été octroye l'acces basé sur un groupe d'annuaire héritent de I'appartenance a un groupe local a partir des parametres de groupe
d'annuaire.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

5. Sous le sous-onglet Utilisateurs d'annuaire, sélectionnez |'utilisateur, puis cliquez sur Parameétres.
La boite de dialogue Modifier les paramétres s'ouvre.

6. Modifiez I'appartenance de |'utilisateur a un groupe local.
a. Dans la zone Groupes d'utilisateurs locaux, cliquez sur Modifier.
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La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.

b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Créer un groupe d'utilisateurs locaux, puis exécutez
I'Assistant Création d'un groupe d'utilisateurs locaux. Pour obtenir des informations de référence de l'interface utilisateur,
cliquez sur Aide.

c. Activez la case de chaque groupe d'utilisateurs locaux a associer a |'utilisateur local.
Pour supprimer I'utilisateur local d'un groupe local, désactivez la case correspondant au groupe.
e. Cliquez sur OK.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.
7. Cliquez sur OK.
La boite de dialogue Modifier les parameétres de |'utilisateur local se ferme.

8. Cliquez sur OK.

o

Configurer les préférences d'un utilisateur de service d’annuaire

Par défaut, chaque utilisateur Storage Center hérite des préférences utilisateur par défaut. Si nécessaire, les préférences peuvent étre
personnalisées individuellement pour un utilisateur.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

B. Dans le sous-onglet Utilisateurs d'annuaire, sélectionnez |'utilisateur, puis cliquez sur Parameétres.
La boite de dialogue Modifier les parametres s'ouvre.

Cliquez sur Configurer les préférences de I'utilisateur. La boite de dialogue Configurer les préférences de I'utilisateur s'ouvre.
7. Modifiez les préférences utilisateur selon vos besoins, puis cliquez sur OK.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

8. Cliquez sur OK.
La boite de dialogue Modifier les parameétres de |'utilisateur local se ferme.

9. Cliquez sur OK.

Modifier les informations descriptives relatives a un utilisateur de service
d'annuaire

Les informations descriptives relatives a un utilisateur local comprennent les éléments suivants : nom réel, service, titre, localisation,
numéros de téléphone, adresse(s) e-mail et commentaires.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet Utilisateurs et groupes d'utilisateurs.

5. Dans le sous-onglet Utilisateurs d'annuaire, sélectionnez I'utilisateur, puis cliqguez sur Parameétres.
La boite de dialogue Modifier les paramétres s'ouvre.

6. Cliquez sur Configurer les préférences utilisateur.
La boite de dialogue Configurer les préférences utilisateur s'ouvre.

7. Modifiez le champ Nom réel de maniére appropriée.
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8.

9.

10.

Modifiez les champs dans la zone Détails, si nécessaire, puis cliquez sur OK.
®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Cliquez sur OK.
La boite de dialogue Modifier les parameétres de |'utilisateur local se ferme.

Cliquez sur OK.

Supprimer un utilisateur du service d'annuaire

Supprimez un utilisateur du service d'annuaire s'il n'a plus besoin d'un accés. L'utilisateur qui a été utilisé pour ajouter le Storage Center a
Unisphere ne peut pas étre supprimé. Le dernier utilisateur possédant le droit d'administrateur ne peut pas étre supprimé, car le Storage
Center exige au moins un administrateur.

Eta
1.

pes

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.

L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Dans le sous-onglet Utilisateurs d'annuaire, sélectionnez 'utilisateur, puis cliquez sur Supprimer.
La bofte de dialogue Supprimer s'ouvre.

Cliquez sur Oui pour confirmer.
Cliquez sur OK.

Restaurer un utilisateur supprimé du service d'annuaire

Siv

ous restaurez un utilisateur supprimé avec le droit Gestionnaire de volumes ou Créateur de rapports, vous devez I'ajouter & un ou

plusieurs groupes d'utilisateurs locaux.

Eta
1.
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pes

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.
Dans le sous-onglet Utilisateurs de I'annuaire, cliquez sur Plus d'actions > Restaurer |'utilisateur.
L'Assistant Restaurer I'utilisateur supprimé s'ouvre.
Sélectionnez I'utilisateur du service d'annuaire que vous souhaitez restaurer, puis cliqguez sur Suivant.
L’Assistant passe a la page suivante.
(Gestionnaire de volumes et créateur de rapports uniquement) Ajoutez I'utilisateur local a un ou plusieurs groupes d'utilisateurs locaux.
a. Dans la zone Groupes d'utilisateurs locaux, cliquez sur Modifier.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.

b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Créer un groupe d'utilisateurs locaux, puis exécutez
I'Assistant Création d'un groupe d'utilisateurs locaux. Pour obtenir des informations de référence de l'interface utilisateur,
cliquez sur Aide.

c. Cochez la case de chaque groupe d'utilisateurs locaux a associer a |'utilisateur local.
d. Cliquez sur OK.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.

Modifier les autres paramétres utilisateur selon les besoins.
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9.

10.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Cliquez sur Terminer.
L'Assistant Restaurer I'utilisateur supprimé se ferme.

Cliquez sur OK.

Gestion des groupes d’utilisateurs d’annuaire

L'octroi a un groupe d’utilisateurs d’annuaire d'un acceés accorde I'acceés a tous les utilisateurs d'annuaire qui appartiennent au groupe.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Octroi de I'acces a un groupe d'utilisateurs d'annuaire

Accordez l'acces a un groupe d'utilisateurs d'annuaire pour permettre aux utilisateurs d'annuaire du groupe de se connecter au Storage
Center.

Prérequis

Le Storage Center doit étre configuré pour authentifier les utilisateurs aupres d'un service d'annuaire externe.

Etapes

1.

10.

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).

La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Sous le sous-onglet Groupes d'utilisateurs d'annuaire, cliquez sur Ajouter un groupe.

La boite de dialogue Accorder I'accés a des groupes d'utilisateurs d'annuaire s'ouvre.

Dans le champ Nom d'affichage, entrez un nom afin d'identifier le groupe d'utilisateurs d'annuaire.
Dans le champ Nom unique unique, entrez le nom unique du groupe d'utilisateurs d'annuaire.

Exemple : CN=Nom du groupe,CN=Utilisateurs,DC=exemple,DC=com

Dans le menu déroulant Privilége, sélectionnez le niveau de privilege a attribuer au groupe d'utilisateurs.
e Administrateur : lorsque cette option est sélectionnée, les utilisateurs d'annuaire membres du groupe disposent d'un acces
complet au Storage Center.

e Gestionnaire de volumes : lorsque cette option est sélectionnée, les utilisateurs d'annuaire membres du groupe disposent d'un
acces en lecture-écriture aux dossiers associés aux groupes d'utilisateurs affectés.

e Créateur de rapports : lorsque cette option est sélectionnée, les utilisateurs d'annuaire membres du groupe disposent d'un acces
en lecture seule aux dossiers associés aux groupes d'utilisateurs affectés.

(Volume Manager et Créateur de rapports uniqguement) Ajoutez un ou plusieurs groupes d'utilisateurs locaux au groupe d'utilisateurs
d'annuaire.

a. Dans la zone Groupes d'utilisateurs locaux, cliquez sur Modifier.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.

b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Créer un groupe d'utilisateurs locaux, puis exécutez
I'Assistant Création d'un groupe d'utilisateurs locaux. Pour obtenir des informations de référence de l'interface utilisateur,
cliquez sur Aide.

c. Activez la case correspondant a chaque groupe d'utilisateurs locaux a associer au groupe d'utilisateurs d'annuaire.

d. Cliquez sur OK.
La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.

Cliquez sur OK.
La boite de dialogue Accorder I'accés a des groupes d'utilisateurs d'annuaire se ferme.

Cliquez sur OK.
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Augmenter le niveau de privilege d'un groupe d'utilisateurs d'annuaire

Le niveau de droit peut étre augmenté pour les groupes de service d'annuaire ayant le droit Gestionnaire de volumes ou Créateur de
rapports. Le niveau de droit pour un groupe de service d'annuaire ne peut pas étre réduit.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).

La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Dans le sous-onglet Groupes d'utilisateurs d'annuaire, sélectionnez le groupe d'utilisateurs d'annuaire, puis cliquez sur Modifier les

parametres.

La boite de dialogue Modifier les parameétres s'ouvre.

Dans le menu déroulant Privilege, sélectionnez le niveau de privilege a attribuer au groupe d'utilisateurs.

e Administrateur : lorsque cette option est sélectionnée, les utilisateurs d'annuaire membres du groupe disposent d'un acces
complet au Storage Center.

e Gestionnaire de volumes : lorsque cette option est sélectionnée, les utilisateurs d'annuaire membres du groupe disposent d'un
acces en lecture/écriture aux dossiers associés aux groupes d'utilisateurs affectés.

e Créateur de rapports : lorsque cette option est sélectionnée, les utilisateurs d'annuaire membres du groupe disposent d'un acces
en lecture seule aux dossiers associés aux groupes d'utilisateurs affectés.

Cliquez sur OK.

La boite de dialogue Modifier les parameétres se ferme.

Cliquez sur OK.

Modifier I'appartenance a un groupe local d'un groupe d'utilisateurs d'annuaire

Les
pos

groupes d'utilisateurs accordent l'acces aux dossiers de volumes, de serveurs et de disques aux groupes d'utilisateurs d'annuaire
sédant le niveau de droits Gestionnaire de volumes ou Créateur de rapports.

Etapes

1.

162

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

Sous le sous-onglet Groupes d'utilisateurs d'annuaire, sélectionnez le groupe d'utilisateurs d'annuaire, puis cliquez sur Modifier les
parameétres.
La boite de dialogue Modifier les paramétres s'ouvre.

Modifiez I'appartenance a un groupe local du groupe d'utilisateurs d'annuaire.

a. Dans la zone Groupes d'utilisateurs locaux, cliquez sur Modifier.

La boite de dialogue Sélectionner des groupes d'utilisateurs locaux s'ouvre.

b. (Facultatif) Pour créer un groupe d'utilisateurs locaux, cliquez sur Créer un groupe d'utilisateurs locaux, puis exécutez
I'Assistant Création d'un groupe d'utilisateurs locaux. Pour obtenir des informations de référence de l'interface utilisateur,
cliquez sur Aide.

c. Activez la case correspondant a chague groupe d'utilisateurs locaux & associer au groupe d'utilisateurs d'annuaire.

Pour supprimer le groupe d'utilisateurs d'annuaire d'un groupe local, désactivez la case correspondant au groupe local.

e. Cliquez sur OK.

La boite de dialogue Sélectionner des groupes d'utilisateurs locaux se ferme.

o

Cliquez sur OK.
La boite de dialogue Modifier les paramétres s'ouvre.

Maintenance d'un Storage Center



8. Cliquez sur OK.

Supprimer un groupe d'utilisateurs d'annuaire

Supprimez un groupe d'utilisateurs d'annuaire si vous ne souhaitez plus autoriser I'acces des utilisateurs d'annuaire appartenant au groupe.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet Utilisateurs et groupes d'utilisateurs.

B. Dans le sous-onglet Groupes d'utilisateur d'annuaire, sélectionnez le groupe d'utilisateurs locaux, puis cliquez sur Supprimer.
La boite de dialogue Supprimer s'ouvre.

6. Cliquez sur OK pour confirmer.

7. Cliquez sur OK.

Gestion des ports E/S frontaux

Les ports Fibre Channel (FC), iSCSI et SAS d'un systeme de stockage peuvent étre désignés comme ports d’E/S frontaux. Les ports
d’E/S frontaux peuvent se connecter a des structures Fibre Channel ou a des réseaux Ethernet contenant des serveurs qui nécessitent un
stockage, ou encore directement a un serveur a 'aide des connexions SAS.

Modes de connectivité frontale

Storage Center utilise le mode Hérité, Port ALUA ou Port virtuel pour transporter les données vers les serveurs qui utilisent le stockage
SAN. En mode Hérité, les ports d'E/S frontaux sont configurés par paires de ports principaux et réservés. En mode Port virtuel, tous les
ports sont actifs et, si un port échoue, la charge est distribuée entre les autres ports dans le méme domaine de pannes. En mode Port
ALUA, les volumes sont mappés via deux chemins, un actif et un passif.

@ REMARQUE : En mode Hérité, les ports principaux et les ports de réserve résident sur des contréleurs distincts, ce qui permet le

basculement au niveau des controleur uniguement. Le mode Hérité ne permet pas le basculement au niveau des ports.

LLe mode de connectivité frontale est configuré de maniere indépendante pour les ports Fibre Channel et iISCSI. Les deux types de
transport peuvent étre configurés pour utiliser le méme mode ou des modes différents pour répondre aux besoins de l'infrastructure
réseau. Par exemple, un Storage Center peut étre configuré pour utiliser le mode Port virtuel iISCSI et le mode hérité pour FC.
e | e mode de connectivité frontale des ports FC et iSCSI est sélectionné initialement pendant le déploiement du Storage Center.
e Apres le déploiement, les ports d'extrémité avant FC et iISCSI en mode Hérité peuvent passer en mode Port virtuel.
o Une fois les ports FC et iSCSI configurés pour le mode Port virtuel, ils ne peuvent pas étre reconfigurés pour utiliser le mode
Hérité.
REMARQUE : utilisez le mode Port hérité uniqguement si I'environnement réseau ne répond pas a la configuration requise pour
le mode Port virtuel.

e | e mode de connectivité frontale pour port frontal SAS est toujours le mode Port ALUA. Il ne peut pas étre modifié.

Mode Virtual Port

Le mode Port virtuel fournit la redondance de port et de contréleur en connectant plusieurs ports actifs a chaque commutateur Fibre
Channel ou Ethernet.

En mode Port virtuel, chague port physique a un nom WWN (World Wide Name) et se voit également attribuer un nom WWN virtuel. Les
serveurs ciblent uniquement les WWN virtuels. Dans des conditions normales, tous les ports E/S traitent les E/S. En cas de pannes d'un
port ou d'un contréleur, un nom WWN virtuel sera transféré vers un autre nom WWN physique dans le méme domaine de pannes. Lorsque
la panne est éliminée et que les ports sont rééquilibrés, le port virtuel revient au port physique préféré.

Le mode de port virtuel offre les avantages suivants par rapport au mode hérité :
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e Performances accrues : étant donné que tous les ports sont actifs, la bande passante frontale supplémentaire est disponible tout en
préservant la redondance.

Amélioration de la redondance : les ports peuvent basculer individuellement et non pas par contréleur.

Configuration iSCSI simplifiée : chaque domaine de panne a un port de contréle iSCSI qui coordonne la détection des ports iSCSI
du domaine. Quand un serveur cible I'adresse IP de port iSCS], il détecte automatiquement tous les ports du domaine de panne.

Mode Port ALUA

L'Asymmetric Logical Unit Access (ALUA) offre une redondance de port et de contrleur pour les connexions SAS frontales.

Les volumes adressés a un serveur a l'aide d'une connexion SAS frontale disposent également d'une redondance de port et de controleur.
Les volumes adressés via SAS sont adressés aux deux controleurs. L'adressage de volume est actif/optimisé sur un seul contrdleur et

en veille sur I'autre contrdleur. Si le port ou un contréleur tombe en panne sur le contréleur actif, les chemins vers 'autre contréleur
deviennent actifs/optimisés. L'adressage au premier contréleur passe en veille. Lorsque le port ou le contréleur est restauré, I'adressage au
premier controleur redevient actif/optimisé et I'adressage au second contréleur revient au statut en veille.

Mode Hérité

Le mode Hérité fournit la redondance de contrdleur pour un contréleur a deux Storage Center en connectant plusieurs ports principaux et
ports réservés a chaque commutateur Fibre Channel ou Ethernet.

®| REMARQUE : Le mode Hérité n'est pas disponible sur les systemes de stockage des séries SCv2000 et Série SCv3000.

En mode Hérité, chaque port principal sur un contréleur est associé a un port réservé correspondant de 'autre contréleur. Dans des
conditions normales, les ports principaux traitent les E/S, et les ports réservés sont en mode Veille. Si un contréleur est défaillant, les
ports principaux basculent vers les ports réservés correspondants sur I'autre contréleur. Ainsi, les serveurs connectés au commutateur ne
perdent pas la connectivité si I'un des contréleurs est défaillant. Pour optimiser les performances, les ports principaux doivent étre répartis
de maniere homogeéne sur les deux contréleurs. Dans la mesure du possible, les connexions frontales doivent étre établies a des cartes E/S
de contrdleur distinctes pour améliorer la redondance.

-~

A propos des domaines de pannes et des ports

Les domaines d'erreur regroupent les ports front-end qui sont connectés aux mémes supports de transport, tels qu'une structure Fibre
Channel ou un réseau Ethernet. Les ports qui appartiennent au méme domaine d'erreur peuvent basculer I'un vers l'autre parce qu'ils
partagent la méme connectivité.

Les ports frontaux sont catégorisés en domaines de pannes qui identifient le mouvement des ports autorisés en cas de redémarrage d'un
contrdleur ou de panne d'un port. Les modes Echec et I'activité de port varient selon que le Storage Center est configuré pour le mode
Hérité, Port ALUA ou Port virtuel.

Domaines de pannes pour les systémes de stockage Série SCv2000

Le Storage Center gere I'ensemble de la création et de la modification des domaines de pannes sur les systéemes de stockage
Série SCv2000.

Selon la configuration matérielle, les domaines de pannes suivants sont automatiquement créés sur les systemes de stockage
Série SCv2000 :

e Pour les systemes de stockage Série SCv2000 avec des adaptateurs HBA Fibre Channel, deux domaines de pannes sont créés pour
les ports Fibre Channel.

e Pour les systemes de stockage Série SCv2000 avec des adaptateurs HBA iSCSI, deux domaines de pannes sont créés pour les ports
iSCSI.

e Pour les systemes de stockage Série SCv2000 avec des adaptateurs HBA SAS, quatre domaines de pannes sont créés pour les ports
SAS.

e |es domaines de pannes sont automatiquement créés pour les ports Ethernet Flex/Embedded.

@ REMARQUE : Les domaines de pannes frontaux supplémentaires ne peuvent pas étre créés sur les systemes de stockage
Série SCv2000 et les domaines de pannes existants ne peuvent pas étre modifiés ou supprimés sur les systémes de stockage
Série SCv2000.
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Domaines de pannes pour les systémes de stockage Série SCv3000

Le Storage Center geére I'ensemble de la création et de la modification des domaines de pannes sur les systémes de stockage
Série SCv3000.

Selon la configuration matérielle, les domaines d'erreur suivants sont automatiquement créés sur les systemes de stockage
Série SCv3000 :

e Pour les systemes de stockage Série SCv3000 avec des adaptateurs HBA Fibre Channel, deux domaines d'erreur sont créés pour les
ports Fibre Channel.

e Pour les systemes de stockage Série SCv3000 avec des adaptateurs HBA iSCSI, deux domaines d'erreur sont créés pour les ports
iSCSI.

e Pour les systemes de stockage Série SCv3000 avec des adaptateurs HBA SAS, quatre domaines d'erreur sont créés pour les ports
SAS.

e Pour les systemes de stockage Série SCv3000 avec deux cartes mezzanine iISCSI, deux domaines d'erreur sont créés pour les ports
iSCSI.

e Pour les systemes de stockage Série SCv3000 avec des cartes mezzanine iSCSI et des adaptateurs HBA iSCSI, quatre domaines
d'erreur sont créés pour les ports iSCSI.

REMARQUE : les domaines d'erreur front-end supplémentaires ne peuvent pas étre créés sur les systemes de stockage
Série SCv3000 et les domaines d'erreur existants ne peuvent pas &tre modifiés ou supprimés sur les systemes de stockage
Série SCv3000.

Domaines de pannes dans le mode de port virtuel

En mode Port virtuel, les domaines de pannes regroupent les ports frontaux qui sont connectés a la méme structure Fibre Channel ou au
méme réseau Ethernet. Tous les ports d'un domaine de pannes sont disponibles pour les I/O. Si un port tombe en panne, les I/0 sont
acheminées vers un autre port dans le domaine de pannes.

Les exigences suivantes s'appliquent aux domaines de panne en mode de port virtuel :

e Des domaines de pannes sont créés pour chaque structure Fibre Channel frontale ou réseau Ethernet.
e Un domaine de panne doit contenir un seul type de support de transport (FC ou iSCSI, mais pas les deux).
Pour iSCSI uniquement, les serveurs initient des E/S sur les ports iSCSI via le port de contrdle du
domaine de pannes. Si vous déplacez un port iSCSI vers un autre domaine de pannes, son port de contrdle change.
Cette modification interrompt tout service lancé via le port de controle précédent. Si vous déplacez un port iSCSI
vers un autre domaine de pannes, vous devez reconfigurer les initiateurs iSCSI coté serveur pour que le service
reprenne.

e Pour chague domaine de pannes, connectez aux moins deux cables de chague contréleur a une structure Fibre Channel ou un réseau
Ethernet.

Domaines de panne dans le mode hérité

En mode Hérité, chaque paire de ports principal-port réservé est regroupée dans un domaine de pannes. Le domaine de pannes détermine
les ports autorisés a basculer entre eux.

Les exigences suivantes s'appliquent aux domaines de pannes en mode Hérité sur un Storage Center a contrdleur :

e Un domaine de panne doit contenir un seul type de support de transport (FC ou iSCSI, mais pas les deux).
e Un domaine de panne doit contenir un port principal et un port réserve.
e Le port réservé doit se trouver sur un autre contrdleur que le port principal.
@ REMARQUE : Pour un Storage Center a un seul contrdleur, un seul domaine de pannes est requis pour chaque type de transport
(FC ou iSCSI) car il n'existe pas de ports réservés.

Comportement de basculement

Les modes Hérité, Port virtuel et Port ALUA se comportent différemment dans les diverses conditions de panne, parce qu'ils utilisent des
mécanismes différents pour fournir la tolérance des pannes.
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Tableau 7. Comportement de basculement des ports E/S frontaux

Scénario Mode Virtual Port Mode Hérité Mode Port ALUA
Conditions de Tous les ports sont actifs et e |es ports principaux e |es ports actifs/optimisés
fonctionnement normales | transmettent des E/S. transmettent des E/S. transmettent des E/S.

e |es ports réservés restent e |es ports en mode Veille le
en mode veille jusqu'a la restent jusqu'a la défaillance
défaillance d'un contrdleur. d'un contréleur ou d'un port.

Un contréleur tombe en Les ports virtuels du contréleur Les ports principaux du contréleur | Les ports actifs/optimisés du
panne dans un Storage défectueux se déplacent vers des | défectueux basculent vers les contréleur défectueux basculent
Center a deux controleur ports physiques sur le contrdleur | ports réservés du contréleur en vers les ports en veille
en état de fonctionnement. état de fonctionnement. du controleur en état de
fonctionnement.

Un seul port échoue Un port isolé bascule vers un Le port ne bascule pas, car Le port bascule sur le port en
(Storage Center a autre port sur le méme contréleur | il n'existe aucune panne de veille du contrbleur en état de
contréleur unigue ou dans le domaine de pannes. contréleur. Si un deuxieme chemin | fonctionnement.
double) est disponible, le logiciel MPIO

du serveur assure la tolérance de

pannes.

@ REMARQUE : "Pour effectuer le basculement des ports, un contréleur doit avoir moins deux ports dans le méme domaine de pannes
utilisant le méme mécanisme de transport, comme FC ou iSCSI.

Rééquilibrer les ports frontaux

Si un contrbleur a été redémarré, les ports frontaux peuvent étre déséquilibrés. Siles ports frontaux sont déséquilibrés, un message en
haut de I'affichage Récapitulatif vous invite a les rééquilibrer.

A propos de cette tache

@ REMARQUE : les ports d'extrémité avant sont automatiquement rééquilibrés lorsque vous utilisez des contréleurs SCv2000 et
Série SCv3000. Le rééquilibrage manuel des ports n'est pas nécessaire.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur Rééquilibrer les ports dans le message de banniére, puis cliquez sur OK.
Un message de rééquilibrage des ports s’affiche dans Taches.

Gestion du matériel des ports E/S frontaux

Les ports FC et iSCSI frontaux peuvent étre renommes et surveillés avec des définitions de seuil. Les ports iSCSI peuvent étre attribués a
une configuration réseau et leur connectivité réseau peut étre testée.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Changement du nom d'un port E/S frontal

Définissez un nom d'affichage pour un port E/S physique ou virtuel pour le rendre plus facilement identifiable.
Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.
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Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur I'onglet Ports d'extrémité avant.

Sélectionnez le port E/S, puis cliquez sur # (Modifier).
La boite de dialogue Modifier le port s'ouvre.

Dans le champ Nom, saisissez un nom descriptif pour le port E/S.

Cliquez sur OK.
La boite de dialogue Modifier le port se ferme.

Définition ou modification de I'adresse IP d'un port iSCSI

Les serveurs ciblent I'adresse IP du port iSCSI pour exécuter des connexions iSCSI vers le Storage Center.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur l'onglet Ports d'extrémité avant.

Sélectionnez le port E/S, puis cliquez sur # (Modifier).
La boite de dialogue Modifier le port s'ouvre.

Dans le champ Adresse IPv4, entrez la nouvelle adresse IPv4 du port I/0 iSCSI.

Cliquez sur OK.
La boite de dialogue Modifier le port se ferme.

Test de connectivité réseau d'un port iSCSI

Testez la connectivité d'un port I/0 iSCSI en exécutant la commande Ping sur un port ou un hote sur le réseau.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur I'onglet Ports d'extrémité avant.

Sélectionnez le port d'E/S, puis cliquez sur l'icbne ... (Actions supplémentaires) et sélectionnez Ping a partir du menu déroulant.
La boite de dialogue Ping s'ouvre.

Si le port utilise une adresse IPv4, dans le champ Adresse IPv4, entrez I'adresse IP de I'héte dont vous voulez tester la connectivité.

Dans le menu déroulant Taille de ping, sélectionnez la taille en octets des paquets Ping, surcharge non comprise. Si vous sélectionnez
Autre, entrez une valeur comprise entre 1 et 17 000 octets dans le champ situé sous le menu.

@ REMARQUE : Le menu déroulant Taille de ping peut ne pas s'afficher en fonction des cartes E/S matérielles utilisées par le
Storage Center.

Cliquez sur OK. Un message affiche les résultats du test.
Cliquez sur OK.

Taches associées

Test de connectivité réseau d'un port iISCSI dans un domaine de pannes , page 178

Configuration des ports d'E/S front-end (Fibre Channel et SAS)

Sur les systemes de stockage Série SCv2000 et Série SCv3000, les ports Fibre Channel et SAS non configurés doivent étre configurés
avant de pouvoir étre utilisés comme ports front-end.
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Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.
4. Sélectionnez un port E/S Fibre Channel ou SAS non configuré.
5. Cliquez sur Configurer le port.

Configuration des ports E/S frontaux (iSCSI)

Sur les systemes de stockage Série SCv2000 et Série SCv3000, les ports iSCSI non configurés doivent étre configurés avant de pouvoir
étre utilisés comme ports front-end.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur l'onglet Ports d'extrémité avant.
Sélectionnez un port E/S iSCSI non configuré.
Cliquez sur Configurer le port.

Saisissez une adresse IP pour le port.

N o oA o

Cliquez sur OK.

Annulation de la configuration des ports E/S frontaux

Sur les systemes de stockage Série SCv2000 et Série SCv3000, annulez la configuration des ports d'E/S qui ne sont pas connectés au
réseau de stockage et qui ne sont pas destinés a étre utilisés.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Sélectionnez un port E/S et cliquez sur Ports déconfigurés.
La boite de dialogue de confirmation Ports déconfigurés s'affiche.

5. Cliquez sur OK.

Conversion des ports d'extrémité avant en mode Port virtuel

Utilisez Unisphere pour convertir tous les ports E/S Fibre Channel ou iSCSI d'extrémité avant en mode Port virtuel. Une fois la conversion
terminée, les ports ne peuvent pas étre reconvertis vers le mode hérité.

Prérequis

Les ports doivent étre en mode de port hérité.
@ REMARQUE : Cette opération ne peut pas &tre annulée. Une fois les ports convertis en mode Port virtuel, ils ne peuvent pas étre
reconvertis.
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Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports frontaux, puis cliquez sur le sous-onglet Domaines de pannes.
La vue Domaine de pannes s'affiche.

4. Cliquez sur Convertir.
Le menu déroulant Convertir s'ouvre.

5. Sélectionnez une option de conversion.
e iSCSI en mode Port virtuel
e Fibre Channel en mode Port virtuel
La boite de dialogue de confirmation Convertir en mode Port virtuel s'ouvre.

6. En cas de conversion d'un port iISCSI qui se trouve actuellement dans un domaine d'erreur, saisissez une nouvelle adresse IP & utiliser
pour le port principal de chaque domaine d'erreur iISCSI.

7. Cliquez sur OK.

Gestion du matériel des ports E/S arriére

Les ports arriere peuvent étre renommeés et surveillés a 'aide de définitions de seuil.

Configurer les ports arriéere

Utilisez la boite de dialogue Configuration de la génération du port arriere par défaut pour configurer les ports arriere. Une fois la
configuration des ports terminée, ils peuvent étre utilisés pour se connecter aux boitiers.

Prérequis

e Pris en charge uniquement sur les systemes de stockage CT-SC040, SC8000 ou SCI000.
e |es ports arriere n'ont pas été configurés au préalable lors de la configuration du Storage Center.
e Un boitier doit étre connectée aux ports.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur I'icone + (Nouveau) et sélectionnez Configuration du port de stockage par défaut.
La boite de dialogue Générer la configuration des ports principaux par défaut qui s'ouvre affiche le statut de tous les ports SAS.

4. Sélectionnez les ports et cliquez sur OK pour configurer tous les ports SAS dont le statut est Actif en tant que ports arriere.

Configuration des ports d'E/S d'extrémité arriére individuels

Vous devez configurer un port arriere avant gu'il puisse étre utilisé pour la connectivité arriere.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur I'onglet Ports principaux.

4. Sélectionnez un port E/S SAS a partir du tableau Ports non configurés, puis cliquez sur Configurer en tant que port arriére.
Le port est configuré en tant que port arriere.
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Changement du nom d'un port E/S arriére
Définissez un nom d'affichage pour un port E/S pour le rendre plus facilement identifiable.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur I'onglet Ports principaux.

4, Sélectionnez le port E/S, puis cliquez sur # (Modifier).
La boite de dialogue Modifier le port s'ouvre.

B. Dans le champ Nom, saisissez un nom descriptif pour le port E/S.

6. Cliquez sur OK.
La boite de dialogue Modifier le port se ferme.

Regroupement des ports d'E/S Fibre Channel a I'aide de
domaines de pannes

Les ports frontaux sont catégorisés dans des domaines de pannes qui identifient le mouvement de port autorisé en cas de redémarrage
d’un contrdleur ou de pannes d'un port. Les ports qui appartiennent au méme domaine de pannes peuvent basculer entre eux, car ils
disposent de la connectivité aux mémes ressources.

@ REMARQUE : Les domaines de pannes ne peuvent pas étre ajoutés ou modifiés sur les SCv2000 ou les systemes de stockage de

type Série SCv3000. Storage Center crée et gere les domaines de panne sur ces systémes.

Créer un domaine de pannes Fibre Channel
Créez un domaine d'erreur Fibre Channel pour regrouper les ports Fibre Channel a des fins de basculement.

Prérequis
La configuration des ports Fibre Channel a ajouter au domaine d'erreur doit étre annulée. Les ports qui sont déja ajoutés a un domaine
d'erreur ou désignés en tant que ports principaux ne peuvent pas étre ajoutés a un nouveau domaine d'erreur.

e En mode Port virtuel, tous les ports Fibre Channel qui sont connectés a la méme structure Fibre Channel doivent étre agjoutés au méme
domaine d'erreur.

e En mode Hérité, chaque paire de ports principal-réservé connectée a la méme structure Fibre Channel doit étre ajoutée a un domaine
d'erreur unique. Le port principal doit étre situé sur un autre contréleur que le port secondaire.

A propos de cette tache

@ REMARQUE : Les ports Fibre Channel sont toujours configurés en mode Port virtuel sur les systémes de stockage SCv2000 et les
systemes a Série SCv3000. Le mode Hérité n'est pas pris en charge.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur I'onglet Ports frontaux et sélectionnez Fibre Channel.

4. Cliquez sur + (Nouveau) et sélectionnez Créer un domaine de pannes Fibre Channel.
La boite de dialogue Créer un domaine de pannes s'ouvre.

B. Dans le champ Nom, attribuez un nom au domaine de pannes.
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6. Dans le tableau Ports, sélectionnez les ports Fibre Channel a ajouter au domaine d'erreur. Tous les ports Fibre Channel dans le
domaine d'erreur doivent étre connectés a la méme structure Fibre Channel.

7. Cliquez sur OK.

Renommer un domaine de pannes Fibre Channel
Le nom de domaine de pannes permet aux administrateurs d'identifier le domaine de pannes.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez Fibre Channel et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans l'onglet Récapitulatif, cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes Fibre Channel s'ouvre.

6. Dans le champ Nom, attribuez un nom au domaine de pannes.
7. Cliquez sur OK.

Supprimer des ports d’un domaine de pannes Fibre Channel
Pour réaffecter les ports frontaux Fibre Channel, supprimez les ports du domaine de pannes.

A propos de cette tache

e Siles ports frontaux sont configurés pour le mode port virtuel, le systéme de stockage doit exécuter Storage Center 7.5.1 ou version
supérieure pour supprimer tous les ports d'un domaine de pannes.

e Siles ports frontaux sont configurés pour le mode port virtuel, mais que le systéme de stockage exécute une version de Storage
Center antérieure a Storage Center 7.5.1, une erreur se produit si le port en cours de suppression est le dernier port du domaine de
pannes.

e Siles ports frontaux sont configurés pour le mode existant, tous les ports d’un domaine de pannes peuvent étre supprimés d’un
systeme de stockage exécutant n'importe quelle version prise en charge de Storage Center.

REMARQUE : Vous ne pouvez pas supprimer du domaine de pannes le dernier port d’un systeme appartenant a la série SCv2000 ou
Série SCv3000.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Sélectionnez le domaine de pannes Fibre Channel a afficher, puis cliquez sur I' #'(Modifier).
La boite de dialogue Modifier le domaine de pannes Fibre Channel s'ouvre.

5. Dans le tableau Sélectionner les ports du domaine de pannes, décochez les cases des ports a supprimer du domaine de pannes,
puis cliquez sur OK.

6. Cliquez sur OK pour enregistrer les modifications et fermer la boite de dialogue Modifier le domaine de pannes Fibre Channel.

Supprimer un domaine de pannes Fibre Channel

Supprimez un domaine de pannes Fibre Channel si tous les ports ont été supprimés et que le domaine n'est plus nécessaire.
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A propos de cette tache

e Siles ports frontaux ont été configurés pour le mode port virtuel, le systeme de stockage doit exécuter Storage Center 7.5.1ou
version supérieure pour supprimer un domaine de pannes.

e Siles ports frontaux ont été configurés pour le mode existant, un domaine de pannes peut &tre supprimé d’'un systéme de stockage
exécutant n'importe quelle version prise en charge de Storage Center.

REMARQUE : Vous ne pouvez pas supprimer de domaines de pannes des systémes de stockage appartenant a la série
Série SCv2000 ou Série SCv3000.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.
4. Développez Fibre Channel et sélectionnez le domaine de pannes a supprimer.

Cliquez sur I (Supprimer).
La boite de dialogue Supprimer un domaine de pannes s'ouvre.

6. Cliquez sur Oui.

Regroupement des ports E/S iSCSI a I'aide de domaines
de pannes

Les ports frontaux sont catégorisés dans des domaines de pannes qui identifient le mouvement de port autorisé en cas de redémarrage
d'un contrdleur ou de pannes d'un port. Les ports qui appartiennent au méme domaine de pannes peuvent basculer entre eux, car ils
disposent de la connectivité aux mémes ressources.

@ REMARQUE : Les domaines de pannes ne peuvent pas étre ajoutés ou modifiés sur les SCv2000 ou les systemes de stockage de

type Série SCv3000. Storage Center crée et gere les domaines de panne sur ces systémes.

Prise en charge du balisage VLAN iSCSI

Les ports iSCSI dans un domaine de pannes peuvent étre configurés pour utiliser un ID VLAN. Pour chaque Storage Center, vous avez le
choix entre deux niveaux de fonctionnalité de réseau virtuel (VLAN) en fonction de la version du systeme d’exploitation du Storage Center,
du modele de controleur Storage Center et du matériel iISCSI. La fonctionnalité VLAN s'appelle Balisage VLAN simple, et la fonctionnalité
VLAN avancée s'appelle Balisage VLAN multiple.

Balisage VLAN unique

Si un Storage Center prend en charge le balisage VLAN unique, un maximum de 11D VLAN ID peut étre configuré pour chaque port E/S
iSCSI. Un port E/S iSCSI ne peut appartenir qu'a un seul domaine de pannes, et tous les ports dans le méme domaine de pannes utilisent le
méme ID de VLAN.

Le balisage VLAN unique est pris en charge par toutes les versions de Storage Center compatibles avec Unisphere.

Balisage VLAN multiple

Si un Storage Center prend en charge le balisage VLAN multiple, un maximum de 64 ID VLAN ID peut étre configuré pour chaque port E/S
iSCSI. Un port E/S iSCSI peut appartenir jusqu'a 64 domaines de pannes, un pour chaque VLAN.

Le balisage VLAN multiple est pris en charge par les Storage Centers qui répondent aux exigences de balisage VLAN multiple.

Conditions de balisage VLAN multiple

Le tableau suivant répertorie les conditions que le Storage Center doit respecter pour prendre en charge le balisage VLAN multiple.
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Exigence Description

Modeéle du contrdleur du Le balisage VLAN multiple n'est pas pris en charge par les systemes de stockage SCv3000 ou
Storage Center SCv2000.

Matériel d'une carte d’'E/S iSCSI | Des cartes iSCSI T3, T5 ou T6 doivent étre installées dans le Storage Center.
du Storage Center

Mode de connectivité frontale Les ports iSCSI Storage Center doivent étre configurés pour le mode Port virtuel. Le mode Hérité
du Storage Center n'est pas pris en charge.

Types de domaines de pannes iSCSI

Si le Storage Center répond aux exigences de balisage VLAN multiple, deux types de domaines de pannes iSCSI peuvent étre créés.

Physique : premier domaine de pannes configuré pour un ensemble donné de ports iSCSI.
o Les domaines de pannes physiques ne nécessitent pas d'ID VLAN, mais peuvent étre configurés pour utiliser un ID VLAN.
o Les domaines de pannes physiques prennent en charge la réplication iSCSI vers et depuis les Storage Centers.

Virtuel : les domaines de pannes VLAN suivants configurés pour le méme ensemble de ports iSCSI s'appellent des domaines de
pannes virtuels.

o UnID VLAN doit étre attribué aux domaines de pannes virtuels.
o Les domaines de pannes virtuels ne prennent pas en charge la réplication iSCSI.
o Les domaines de pannes virtuels ne prennent pas en charge la réplication le protocole IPv6.

Création de domaines de pannes iSCSI

Créez un domaine de pannes iSCSI pour regrouper les ports qui peuvent basculer entre eux du fait qu'il dispose d'une connectivité aux
mémes ressources.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Création d'un domaine d'erreur iSCSI

Créez un domaine d'erreur iISCSI afin de regrouper des ports physiques pour le basculement.

Prérequis

En mode Port virtuel, tous les ports iSCSI qui sont connectés au méme réseau iSCSI doivent étre ajoutés au méme domaine de pannes.
En mode Hérité, chaque paire de port principal et port réservé connectée au méme réseau iISCSI doit étre ajoutée a un seul domaine de
pannes. Le port principal doit étre situé sur un contréleur différent du port secondaire.

Il est impossible de sélectionner des ports physiques et de les ajouter a un domaine de pannes s'ils sont déja ajoutés a un autre
domaine.

Chaque port iISCSI & ajouter au domaine de pannes doit étre attribué d'une adresse IP, un masque de sous-réseau et une passerelle
dans le méme réseau que le port de contréle iSCSI du domaine de pannes.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur + (Nouveau) et sélectionnez Créer un domaine d'erreur iSCSI.
La boite de dialogue Créer un domaine de pannes iSCSI s'ouvre.

Dans le champ Nom, attribuez un nom au domaine de pannes.

Configurez une adresse IP et une passerelle pour le port de contréle iSCSI dans le domaine de pannes. Les serveurs ciblent cette
adresse IP en utilisant les initiateurs iSCSI, et le Storage Center redirige les connexions iISCSI vers le port virtuel approprié.

a. Dans le champ Adresse IPvA4 cible, entrez I'adresse IP a attribuer au port de contréle iSCSI.
b. Dans le champ Masque de sous-réseau, entrez le masque de sous-réseau de I'adresse IP connue.
c. Dans le champ Adresse IPv4 de la passerelle, entrez I'adresse IP de la passerelle par défaut du réseau iSCSI.

Dans le tableau Ports, sélectionnez les ports iSCSI a ajouter au domaine d'erreur.
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REMARQUE : Sur un SCv2000 ou les systemes de stockage & Série SCv3000, les domaines d'erreur iISCSI (domaine d'erreur
iSCSI 1 et domaine d'erreur iISCSI 2) sont prédéfinis, et les ports iISCSI sont automatiquement attribués aux domaines d'erreur
appropriés.

7. Cliquez sur OK.

Concepts associés
Prise en charge du balisage VLAN iSCSI, page 172

Taches associées

Définition ou modification de I'adresse IP d'un port iSCSI , page 167
Ajouter un ID VLAN a un domaine de défaillance iSCSI physique , page 175

Création d'une copie VLAN d'un domaine d'erreur iSCSI

Pour ajouter un ID VLAN aux ports iSCSI en cours d'utilisation, utilisez un domaine de pannes iSCSI existant comme base d'un nouveau
domaine de pannes iSCSI VLAN.

Prérequis

e | e Storage Center doit satisfaire aux exigences de balisage VLAN multiple.
e | es domaines de pannes virtuels ne prennent pas en charge la réplication le protocole IPv6.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur I'onglet Ports frontaux.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans I'onglet Récapitulatif, cliquez sur ... (Plus d'actions) et sélectionnez Créer une copie de VLAN.
La boite de dialogue Créer une copie de VLAN s'ouvre.

Dans le champ Nom, attribuez un nom au domaine de pannes.

7. Configurez une adresse IP et une passerelle pour le port de contrdle iISCSI dans le domaine de pannes. Les serveurs ciblent cette
adresse IP en utilisant les initiateurs iSCSI, et le Storage Center redirige les connexions iSCSI vers le port virtuel approprié.

a. Dans le champ Adresse IPv4 cible, entrez I'adresse IP a attribuer au port de contrdle iSCSI.
b. Dans le champ Masque de sous-réseau, entrez le masque de sous-réseau de I'adresse IP connue.
c. Dansle champ Adresse IPv4 de la passerelle, entrez I'adresse IP de la passerelle par défaut du réseau iSCSI.

8. Configurer le balisage VLAN.

a. Dansle champ ID VLAN, saisissez I''D VLAN du domaine d'erreur. Les valeurs autorisées sont comprises entre 1 et 4096.

b. Pour affecter un niveau de priorité au réseau local virtuel (VLAN), saisissez une valeur comprise entre O et 7 dans le champ
Priorité de classe de service. O est la meilleure valeur, 1 étant la priorité la plus faible et 7, la priorité la plus élevée.

9. Cliquez sur OK.

Modification des domaines de pannes iSCSI

Modifiez un domaine de pannes iSCSI afin de modifier le nom et les parametres réseau des ports iSCSI du domaine, ajouter ou supprimer
des ports iSCSI, ou supprimer le domaine de pannes.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Renommer un domaine de pannes iSCSI

Le nom de domaine de pannes permet aux administrateurs d'identifier le domaine de pannes.
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Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans l'onglet Récapitulatif, cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

6. Dans le champ Nom, attribuez un nom au domaine de pannes.
7. Cliquez sur OK.

Modifier les parametres réseau d'un port de controle de domaine de pannes
iISCSI

Configurez une adresse IP et une passerelle pour le port de controle iSCSI dans le domaine de pannes. Les serveurs ciblent cette adresse
IP en utilisant les initiateurs iSCSI, et le Storage Center redirige les connexions iSCSI vers le port virtuel approprié.

Prérequis

Les ports iSCSI Storage Center doivent étre configurés pour le mode Port virtuel.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans l'onglet Récapitulatif, cliquez sur #° (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

Dans le champ Adresse IPv4 cible, entrez |'adresse IP & attribuer au port de contrdle iSCSI.
Dans le champ Masque de sous-réseau, entrez le masque de sous-réseau de I'adresse IP connue.
Dans le champ Adresse IPv4 de la passerelle, entrez I'adresse IP de la passerelle par défaut du réseau iSCSI.

© © N

(Facultatif) Si le protocole IPv6 est pris en charge, dans le champ Adresse IPv6 cible, entrez I'adresse IP a attribuer au port de
contréle iISCSI.

10. Cliquez sur OK.

Ajouter un ID VLAN a un domaine de défaillance iSCSI physique
Ajoutez un ID VLAN a un domaine de pannes iSCSI si les ports du domaine de pannes sont connectés a un réseau balisé.

Prérequis

Les ports iSCSI Storage Center doivent étre configurés pour le mode Port virtuel.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.
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4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Sous I'onglet Récapitulatif, cliquez sur l'icone # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

6. Activez la case VLAN balisé.
7. Dans le champ ID VLAN, entrez un ID VLAN pour le domaine de pannes. Les valeurs autorisées sont comprises entre 1 et 4096.

(Facultatif) Pour affecter un niveau de priorité au réseau local virtuel (VLAN), entrez une valeur comprise entre O et 7 dans le champ
Priorité de classe de service. O est la meilleure valeur, 1 étant la priorité la plus faible et 7, la priorité la plus élevée.

9. Cliquez sur OK.

Concepts associés
Prise en charge du balisage VLAN iSCSI, page 172

Modifier la MTU d'un domaine de pannes iSCSI

L'unité de transmission maximale (MTU) indique la plus grande taille de paquet prise en charge par le réseau iSCSI.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans l'onglet Récapitulatif, cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

6. Dans le menu déroulant MTU, sélectionnez la plus grande taille de paquet prise en charge par le réseau iSCSI.
7. Cliquez sur OK.

Modifier le Port TCP d'un domaine de pannes iSCSI

Par défaut, les ports iSCSI acceptent les connexions iSCSI sur le port TCP 3260. Modifiez le numéro de port de maniére appropriée pour
l'intégration a l'infrastructure de réseau iSCSI.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans l'onglet Récapitulatif, cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

Développez Paramétres de port avancés.
7. Dans le champ Numéro de port, saisissez le port TCP a utiliser pour le trafic iISCSI.
8. Cliquez sur OK.

Modifier la taille de la fenétre iSCSI d'un domaine de pannes iSCSI

La taille de la fenétre indique la quantité de données pouvant &tre en cours transit a un moment donné.
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Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur I'onglet Ports d'extrémité avant.

Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

Dans l'onglet Récapitulatif, cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

Développez Paramétres de port avancés.

Dans le champ Taille de fenétre, entrez une valeur pour la taille de la fenétre.
e |es valeurs autorisées sont comprises entre 16 Ko et 32 Mo.

e | a valeur doit étre divisible par 16 Ko.

Cliquez sur OK.

Modifier les parameétres récapitulatifs d'un domaine de pannes iSCSI

Les paramétres récapitulatifs iISCSI déterminent si le traitement de la détection d'erreur iISCSI est en cours d'exécution.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.
2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.
3. Cliquez sur l'onglet Ports d'extrémité avant.
4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.
5. Sous l'onglet Récapitulatif, cliquez sur 'icone # (Modifier).
La boite de dialogue Modifier le domaine d'erreur iSCSI s'ouvre.
6. Développez Paramétres avancés de port.
7. Dans la zone Ports, activez ou désactivez Activer I'écriture immédiate des données selon les besoins.
8. Cliquez sur OK.

Modifier des parameétres de délai d'expiration d'un domaine de pannes iSCSI

Les parametres de délai d'expiration déterminent la fagon dont le Storage Center geére les connexions inactives.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur I'onglet Ports d'extrémité avant.

Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

Dans l'onglet Récapitulatif, cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

Développez Paramétres de port avancés.

Dans la zone Parametres de délai d'expiration, modifiez les valeurs selon vos besoins. Ces options sont décrites dans I'aide en ligne.

Cliquez sur OK.
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Ajouter des ports a un domaine de pannes iSCSI

Une fois que vous avez connecté d’autres ports iSCSI a un réseau iISCSI existant, ajoutez les ports iSCSI au domaine de pannes qui
correspond au réseau.

Prérequis

Si le domaine de pannes est physique, les ports iISCSI qui sont ajoutés au domaine de pannes ne doivent pas appartenir a un domaine
de pannes.

Si le domaine de pannes est physique, chaque port iSCSI & ajouter au domaine de pannes doit se voir attribuer une adresse IP, un
masque de sous-réseau et une passerelle dans le méme réseau que le port de contrdle iSCSI du domaine de pannes.

Si le domaine de pannes est virtuel, les ports iSCSI a ajouter au domaine de pannes doivent prendre en charge la fonction de balisage
VLAN multiple.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur I'onglet Ports d'extrémité avant.

Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

Dans l'onglet Récapitulatif, cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

Dans le tableau des ports, sélectionnez les iSCSI a ajouter au domaine de pannes. Tous les ports iSCSI dans le domaine de pannes
doivent étre connectés au méme réseau Ethernet.

Cliquez sur OK.

Test de connectivité réseau d'un port iSCSI dans un domaine de pannes

Testez la connectivité d'un port iISCSI physique ou d'un port d'E/S virtuel en exécutant la commande Ping sur un port ou un héte du
réseau.

Etapes

1.
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Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

Cliquez sur I'onglet Ports d'extrémité avant.
Dans le tableau iSCSI, sélectionnez le port physique dont vous voulez tester la connectivité.

Cliquez sur ... (Plus d'actions) et sélectionnez Ping.
La boite de dialogue Ping s'ouvre.

Entrez I'adresse IP de I'ndte dont vous souhaitez tester la connectivité.

e Sil'hote utilise I'adressage IPv4 ou IPv6, entrez I'adresse IP de I'ndte dont vous souhaitez tester la connectivité dans le champ
Adresse IP.

e Sil'hote utilise I'adressage IPv4 uniquement, saisissez I'adresse IPv4 dans le champ Adresse IPv4.

Dans le menu déroulant Taille de ping, sélectionnez la taille en octets des paquets Ping, surcharge non comprise. Si vous sélectionnez
Autre, entrez une valeur comprise entre 1 et 17 000 octets dans le champ situé sous le menu.

@ REMARQUE : Le menu déroulant Taille de Ping peut ne pas apparaitre en fonction des cartes d'E/S matérielles utilisées par le
Storage Center.

Cliquez sur OK. Un message affiche les résultats du test.
Cliquez sur OK.
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Taches associées

Test de connectivité réseau d'un port iISCSI, page 167

Supprimer des ports d’un domaine de pannes iSCSI

Pour réaffecter les ports frontaux iSCSI, supprimez les ports du domaine de pannes.

A propos de cette tache

e Siles ports frontaux sont configurés pour le mode port virtuel, le systeme de stockage doit exécuter Storage Center 7.5.1 ou version

supérieure pour supprimer tous les ports d'un domaine de pannes.
e Sjles ports frontaux sont configurés pour le mode port virtuel, mais que le systeme de stockage exécute une version de Storage

Center antérieure a Storage Center 7.5.1, une erreur se produit si le port en cours de suppression est le dernier port du domaine de

pannes.

e Siles ports frontaux sont configurés pour le mode existant, tous les ports d'un domaine de pannes peuvent étre supprimés d’'un
systeme de stockage exécutant n'importe quelle version prise en charge de Storage Center.

REMARQUE : Vous ne pouvez pas supprimer du domaine de pannes le dernier port d'un systéeme appartenant a la série SCv2000 ou

Série SCv3000.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI, sélectionnez un domaine de pannes iSCSI, puis cliquez sur # (Modifier).
La boite de dialogue Modifier le domaine de pannes iSCSI s'ouvre.

5. Dans le tableau Sélectionner les ports du domaine de pannes, cliquez sur I' #'(Modifier).

6. Sélectionnez le port a supprimer du tableau, décochez la case Inclure dans le domaine de pannes, puis cliquez sur Appliquer.
Répétez cette étape pour supprimer d'autres ports du domaine de pannes.

7. Cliquez sur OK.

Supprimer un domaine de pannes iSCSI
Supprimez un domaine de pannes iSCSI si tous les ports ont été supprimés et que le domaine n'est plus nécessaire.

A propos de cette tache

e Siles ports frontaux ont été configurés pour le mode port virtuel, le systeme de stockage doit exécuter Storage Center 7.5.1ou
version supérieure pour supprimer un domaine de pannes.

e Siles ports frontaux ont été configurés pour le mode existant, un domaine de pannes peut étre supprimé d’'un systeme de stockage

exécutant n'importe quelle version prise en charge de Storage Center.
REMARQUE : Vous ne pouvez pas supprimer de domaines de pannes des systémes de stockage appartenant a la série
Série SCv2000 ou Série SCv3000.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.
4. Développez iSCSI et sélectionnez le domaine de pannes a supprimer.

Cliquez sur I (Supprimer).
La boite de dialogue Supprimer un domaine de pannes s'ouvre.

6. Cliquez sur Oui.
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Configuration du réacheminement de port NAT des domaines de
pannes iSCSI

Le réacheminement de port permet aux initiateurs iSCSI (serveurs ou Storage Centersdistants) situés sur un réseau public ou un réseau
privé différent de communiquer avec les ports iISCSI du Storage Center sur un réseau privé derriére un routeur exécutant les conversions
NAT (Network Address Translation).

Pour chaque port de contrdle et port physique iISCSI Storage Center, le routeur effectuant les opérations NAT doit &tre configuré pour
réacheminer les connexions destinées a une paire adresse |P publique unique-port TCP vers I'adresse IP privée et le port TCP du port
iSCSI. Ces regles de réacheminement doivent étre également configurées en parallele dans les domaines de pannes Storage Center afin
de vérifier que le réacheminement de port de contrdle de cible iISCSI fonctionne correctement. Les domaines de pannes ne peuvent étre
modifiés que par des administrateurs.

@ REMARQUE : Si les ports iSCSI du Storage Center sont configurés pour le mode existant, les regles de réacheminement de port
n'ont pas besoin d'étre définies sur le Storage Center, parce que le réacheminement de port n'est pas controlé.

Conditions de réacheminement de port NAT iSCSI pour le mode Port virtuel

Les conditions suivantes doivent étre remplies pour configurer le réacheminement de port NAT pour un domaine de pannes iSCSI en mode

Port virtuel.

e Pour chaque port de contréle et port virtuel iISCSI du Storage Center, une paire adresse IP publique et port TCP doit étre réservée sur
le routeur qui exécute l'opération NAT.

e | e routeur effectuant I'opération NAT entre le Storage Center et le réseau public doit étre configuré pour transmettre les connexions,
destinées a chaque paire adresse IP et port publics, a I'adresse IP et au port cible privés iSCSI appropriés Storage Center (par défaut,
le port TCP 3260).

Exemple de configuration de réacheminement de port NAT iSCSI

Dans cet exemple, un routeur sépare le Storage Center sur un réseau privé (192.168.1.0/24) a partir d'un serveur (initiateur iISCSI) sur le
réseau public (1.1.1.60). Pour communiquer avec les ports cibles iSCSI du Storage Center sur le réseau privé, le serveur se connecte a une
adresse |IP publique détenue par un routeur (1.1.1.1) sur les ports 9000 et 9001. Le routeur transfere ces connexions vers les adresses IP
privées (192.168.1.50 et 192.168.1.51) sur le port TCP 3260.

1.1.1.60
1.1.1.1:9000 192.168.1.50:3260 =
EED :
11119001 ———— 192.168.1.51:3260 [[Immmm
2 |
1 3

Figure 8. Diagramme de réacheminement de port iSCSI NAT

Elément Description

1 Initiateur iISCSI (serveur ou Storage Center distant)
2 Routeur effectuant le réacheminement NAT/port
3 Storage Center

Configurer le réacheminement de port NAT d'un domaine de pannes iSCSI

Configurez le réacheminement de port pour un domaine de pannes pour que le réacheminement fonctionne correctement.

Prérequis

Lorsque le routeur qui effectue NAT et le réacheminement de port recoit des connexions iSCSI entrantes destinées a 'adresse IP publique
spécifiée et au port public, il transmet les connexions a I'adresse IP iISCSI privée du Storage Center et au port privé (par défaut, le port
TCP 3260).
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Les ports iSCSI Storage Center doivent étre configurés pour le mode Port virtuel.

Pour chaque port de contréle et port virtuel iISCSI du Storage Center, une paire adresse IP publique et port TCP doit étre réservée sur
le routeur qui exécute I'opération NAT.

Le routeur effectuant une opération NAT entre le Storage Center et le réseau public doivent étre configurés pour transmettre les
connexions destinées a chaque paire adresse IP publique et port a I'adresse IP iISCSI privée appropriée du Storage Center (par défaut
le port 3260).

Etapes

1.

9.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Ports.

La vue Ports s'affiche.

Cliquez sur I'onglet Ports d'extrémité avant.

Développez iSCSI et cliquez sur le lien du domaine de pannes.

La vue Domaine de pannes s'affiche.

Dans I'onglet Récapitulatif, cliquez sur ... (Plus d'actions) et sélectionnez Configurer le transfert de port NAT.
La boite de dialogue Configurer le transfert de port NAT s'ouvre.

Dans la zone Configuration du réacheminement de port, configurez le réacheminement de port d'un port iSCSI du Storage
Center .

a. Cliquez sur Ajouter.
La boite de dialogue Créer le transfert de ports NAT iSCSI s'ouvre.

b. Dans le menu déroulant Nom, sélectionnez le port de contrdle iSCSI ou un port physigue.
e |es ports de contrdle sont étiquetés avec le nom du domaine de pannes.
e |es ports physiques sont identifiés par un nom WWN.

c. Dans le champ Adresse IPv4 publique, tapez I'adresse IPv4 avec laquelle les initiateurs iISCSI (serveurs et Storage Centers)
communiguent sur le réseau public pour atteindre le port iISCSI du Storage Center .

d. Dans le champ Port public, entrez le port TCP avec lequel les initiateurs iISCSI communiguent sur le réseau public pour atteindre le
port iISCSI du Storage Center .

e. Cliquez sur OK.
La boite de dialogue Créer le transfert de ports NAT iSCSI se ferme.

Répétez les étapes précédentes pour chaque port de controle et iSCSI et port physique supplémentaires dans le domaine d'erreur.

Dans la zone Réseaux publics/initiateurs, définissez une adresse IP d'initiateur iSCSI ou un sous-réseau qui requiert le
réacheminement de port pour atteindre le Storage Center, car il est séparé du Storage Center par un routeur exécutant |'opération
NAT.

a. Cliquez sur Ajouter.
La boite de dialogue Créer l'initiateur/réseau public NAT iSCSI s'ouvre.

b. Dans le champ Adresse IPv4 publique, entrez I'adresse IPv4 de I'initiateur iISCSI ou du sous-réseau pour lequel le
réacheminement de port NAT est requis.
c. Dans le champ Masque de sous-réseau, entrez le masque de sous-réseau de I'adresse IP de l'initiateur iSCSI ou le sous-réseau.
d. Cliquez sur OK.
La boite de dialogue Créer l'initiateur/réseau public NAT iSCSI se ferme.

Répétez les étapes précédentes pour chaque adresse IP d'initiateur iISCSI ou sous-réseau qui requiert le réacheminement de port.

10. Cliquez sur OK.

Modifier le réacheminement de port NAT d'un domaine de pannes iSCSI

Modifiez le réacheminement de port NAT pour modifier la configuration du réacheminement de port, ou les initiateurs et les sous-réseaux
iISCSI qui nécessitent un réacheminement de port.

Prérequis

Les ports iSCSI Storage Center doivent étre configurés pour le mode Port virtuel.

Pour chaqgue port de contréle et port virtuel iISCSI du Storage Center, une paire adresse IP publique et port TCP doit étre réservée sur
le routeur qui exécute I'opération NAT.
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Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans I'onglet Récapitulatif, cliquez sur ... (Plus d'actions) et sélectionnez Configurer le transfert de port NAT.
La boite de dialogue Configurer le transfert de port NAT s'ouvre.

6. Dans la zone Configuration du réacheminement de port, modifiez les informations de réacheminement d'un port iISCSI du Storage
Center.

e Pour ajouter les informations de réacheminement de port d'un port iSCSI, cliquez sur Ajouter.
e Pour modifier les informations de réacheminement d'un port iSCSI, sélectionnez le port, puis cliquez sur Modifier.
e Pour supprimer les informations de réacheminement de port d'un port iSCSI, sélectionnez le port, puis cliqguez sur Supprimer.
7. Dans la zone Réseaux publics/initiateurs, ajoutez ou modifiez les adresses IP d'initiateurs ou de sous-réseaux iSCSI qui nécessitent

le réacheminement de port pour atteindre le Storage Center, car il est séparé du Storage Center par un routeur effectuant la
conversion d'adresse réseau.

e Pour ajouter une adresse IP ou de sous-réseau iSCSI, cliquez sur Ajouter.
e Pour modifier une adresse IP d'un initiateur ou d'un sous-réseau iISCSI, sélectionnez-le, puis cliquez sur Modifier.
e Pour supprimer une adresse IP d'un initiateur ou d'un sous-réseau iSCSI, sélectionnez-le, puis cliquez sur Supprimer.

8. Cliquez sur OK.

Configuration de CHAP pour les domaines de pannes iSCSI

Lorsque le protocole CHAP (Challenge Handshake Authentication Protocol) est activé, le Storage Center demande a chaque initiateur
iSCSI du domaine de pannes un secret partagé (mot de passe). Lorsque le protocole CHAP est activé, il s'applique a I'ensemble des
serveurs et des Storage Centers qui se connectent au domaine de pannes.

@ REMARQUE : Lorsque le protocole CHAP est activé pour un domaine de pannes iSCSI, tous les initiateurs iISCSI dans le domaine de
pannes (serveurs et Storage Centers) doivent étre configurés pour utiliser CHAP. Tous les initiateurs iSCSI qui ne sont pas configurés
pour utiliser CHAP ne peuvent plus communiquer avec les ports iISCSI du Storage Center dans le domaine de pannes.

Configurer CHAP pour les serveurs dans un domaine de pannes iSCSI

Lorsque le protocole CHAP (Challenge Handshake Authentication Protocol) est activé (pour CHAP unidirectionnel uniguement), le
Storage Center (cible) demande a chaque initiateur iISCSI un secret partagé (mot de passe). Les serveurs (initiateurs distants) doivent
fournir le secret partagé pour accéder aux volumes du Storage Center (cible). Pour activer I'authentification du CHAP bidirectionnel, les
secrets partagés uniques (mots de passe) doivent étre configurés pour l'initiateur distant et le Storage Center cible.

A propos de cette tache

REMARQUE : La modification des parametres CHAP entrainera la perte des connexions iSCSI existantes entre les systéemes SAN
utilisant le domaine de pannes sélectionné. Vous devrez utiliser I'Assistant Configurer une connexion iSCSI pour rétablir les
connexions perdues apres la modification des parametres CHAP.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

B. Sous I'onglet Récapitulatif, cliquez sur I'icone ... (Plus d’actions) et sélectionnez Configurer CHAP.
La boite de dialogue Configurer CHAP s'ouvre.
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6. Activez la case CHAP activé.

7. (CHAP bidirectionnel uniqguement) Dans le champ Secret CHAP bidirectionnel, saisissez le secret partagé que le Storage Center
(cible) doit fournir lorsqu'il est demandé par l'initiateur distant. Si ce champ est vide, I'authentification du CHAP bidirectionnel n'est pas
activee.

8. Définissez la configuration CHAP pour chaque serveur du domaine de pannes qui initie des connexions iSCSI au Storage Center.

a. Cliquez sur Ajouter.
La boite de dialogue Ajouter un initiateur CHAP distant s'ouvre.
b. Dans le champ Nom iSCSI, entrez le nom iSCSI de [l'initiateur distant.
¢. Dans le champ Nom CHAP distant, entrez le nom CHAP de l'initiateur distant.

d. Dans le champ Secret CHAP distant, entrez le secret partagé que l'initiateur distant doit fournir quand le Storage Center (cible)
le demande.

e. (CHAP bidirectionnel uniguement) Dans le champ Secret CHAP local, saisissez le secret partagé que le Storage Center (cible)
doit fournir lorsqu'il est demandé par l'initiateur distant. Ce secret est requis si le CHAP bidirectionnel est activé sur l'initiateur iSCSI
distant. Il s'agit du méme secret partagé que celui saisi dans le champ Secret CHAP bidirectionnel pour Configuration CHAP
local dans la boite de dialogue Configurer CHAP.

f.  Cliquez sur OK.
La boite de dialogue Ajouter un initiateur CHAP distant se ferme.

9. Cliquez sur OK.
La boite dialogue Configurer CHAP se ferme :

10. Configurez chaque initiateur iSCSI pour qu'il utilise les secrets partagés que vous avez définis.

Modifier les paramétres CHAP d'un serveur dans un domaine de pannes iSCSI

Modifiez les parametres CHAP d'un serveur pour modifier un ou plusieurs secrets partagés du serveur.

A propos de cette tiache

@ REMARQUE : Changer les parametres CHAP entraine la perte des connexions iSCSI qui existent entre les systemes SAN utilisant le
domaine de pannes. Vous devrez utiliser I'Assistant Configuration de la connexion iSCSI pour rétablir les connexions perdues apres
la modification des paramétres CHAP.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

B. Dans I'onglet Récapitulatif, cliquez sur -.. (Autres actions) et sélectionnez Configurer CHAP.
La boite de dialogue Configurer CHAP s'ouvre.

6. Dans le tableau Configuration de CHAP a distance, sélectionnez une configuration CHAP, puis cliquez sur Modifier.
La boite de dialogue Modifier un initiateur CHAP distant s'ouvre.

7. Modifiez les options selon vos besoins, puis cliquez sur OK.
La boite de dialogue Modifier un initiateur CHAP distant se ferme.

8. Cliquez sur OK.

Supprimer les paramétres CHAP d'un serveur dans un domaine de pannes iSCSI

Supprimez les parameétres CHAP d'un serveur pour qu'il ne cible pas le Storage Center lorsque le protocole CHAP activé pour le domaine
de pannes.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
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La vue Ports s'affiche.
3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

B. Sous I'onglet Récapitulatif, cliquez sur I'icone ... (Plus d’actions) et sélectionnez Configurer CHAP.
La boite de dialogue Configurer CHAP s'ouvre.

6. Dans le tableau Configuration de CHAP a distance, sélectionnez une configuration CHAP, puis cliquez sur Supprimer.
La configuration CHAP est supprimée du tableau.

7. Cliquez sur OK.
La boite dialogue Configurer CHAP se ferme :

Activer CHAP bidirectionnel pour la réplication iISCSI dans un domaine de
pannes

Lorsque CHAP bidirectionnel est activé pour la réplication iSCSI, le Storage Center source (initiateur) demande au Storage Center de
destination (cible) le secret partagé.

Prérequis

CHAP doit étre activé pour le domaine d'erreur.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez iSCSI et cliquez sur le lien du domaine de pannes.
La vue Domaine de pannes s'affiche.

5. Dans I'onglet Récapitulatif, cliquez sur ... (Plus d'actions) et sélectionnez Configurer CHAP.
La boite de dialogue Configurer CHAP s'ouvre.

6. Entrez un secret partagé dans le champ Secret CHAP bidirectionnel.

Regroupement des ports E/S SAS a l'aide de domaines
de pannes

Les ports frontaux sont catégorisés dans des domaines de pannes qui identifient le mouvement de port autorisé en cas de redémarrage
d’'un contréleur ou de pannes d'un port. Les ports qui appartiennent au méme domaine de pannes peuvent basculer entre eux, car ils
disposent de la connectivité aux mémes ressources.

@ REMARQUE : Les domaines de pannes ne peuvent pas &tre ajoutés ou modifiés sur les SCv2000 ou les systemes de stockage de
type Série SCv3000. Storage Center crée et gere les domaines de panne sur ces systemes.

Création d'un domaine d'erreur SAS

Créez un domaine de pannes SAS pour regrouper les ports SAS a des fins de basculement sur les contrdleurs SC4020 ou
SC5020contrbleurs.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur + (Nouveau) et sélectionnez Créer un domaine d'erreur SAS.
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La boite de dialogue Créer un domaine d'erreur SAS s'ouvre.
4. Dans le champ Nom, attribuez un nom au domaine de pannes.
B. Dans le tableau Ports, sélectionnez les ports SAS a ajouter au domaine d'erreur.
Lors du jumelage de ports SAS dans le domaine d'erreur :
e Ultilisez un port (et un seul) issu de chaque contréleur.
e Assurez-vous que les ports associés portent le méme numéro de port et sont connectés au méme serveur.

6. Cliquez sur OK.

Suppression d'un domaine d'erreur SAS

Supprimez un domaine d'erreur SAS lorsqu'il est inutile.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Ports.
La vue Ports s'affiche.

3. Cliquez sur l'onglet Ports d'extrémité avant.

4. Développez SAS et cliguez avec le bouton droit sur le domaine de pannes, puis sélectionnez Supprimer.
La boite de dialogue Supprimer un domaine de pannes SAS s'ouvre.

5. Cliquez sur OK.

Gestion des disques et dossiers de disques

Gérer les disques en ajoutant de nouveaux disques et en organisant les disques dans des dossiers de disques.

Ajoutez des disques et des boitiers pour répondre aux besoins en données croissants. Le nombre de boitiers connectés a un Storage
Center dépend du contréleur et du Boitier utilisés.

Lors de I'ajout de disques, tenez compte des points suivants :

e Une fois les disques ajoutés, l'espace supplémentaire peut ne pas &tre immédiatement disponible. Laissez le temps a Unisphere
d'attribuer l'espace aux opérations d'écriture.

e Ne créez un dossier de disques que pour répondre aux besoins d'une application. La création d'un deuxieme dossier de disques peut
entrainer une utilisation inefficace du stockage.
Les données ne peuvent pas étre écrites sur des disques non attribués.
Le dossier de disques attribué a été créé lors de la configuration initiale du Storage Center. La gestion de disques non attribués
implique de transférer le disque vers un dossier de disques gérés.

e Lorsque Unisphere détecte des disques a auto-cryptage (SED) FIPS (Federal Information Processing Standard) 140-2 certifiés, il
formate les disques pour que Secure Data puisse les utiliser.
o Siles disques a auto-cryptage sont sous licence, les disques sont gérés dans un dossier Secure Data.

o Siles disques a auto-cryptage ne sont pas sous licence, ils sont traités comme des disques non sécurisés, mais ils peuvent étre mis
a niveau vers I'état Secure Data si une licence est achetée ensuite.

Gestion des disques de Storage Center

Pour les systemes de stockage SC7020, SC5020, SCv3000, Storage Center gere automatiquement les disques. Lors de la configuration
d’'un systeme de stockage, Storage Center gere les disques dans les dossiers selon leur fonction. Les lecteurs a cryptage automatique
(SED) certifiés FIPS sont gérés dans un dossier séparé de celui des autres disques. Lorsque Storage Center détecte de nouveaux disques,
il les géere dans le dossier approprié.

Dans Storage Center version 7.3 et les versions supérieures, la fonction Placement de lecteurs automatique peut étre activée ou
désactivée pour tous les systemes de stockage (a I'exception des systemes de stockage Série SCv2000) a l'aide des parametres de
stockage de Storage Center.
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Gestion des disques sur les systemes de stockage Série SCv2000

Les systemes de stockage Série SCv2000 gerent les disques automatiquement, ce qui limite les options de gestion du disque. Aprés I'ajout
de disques, Storage Center reconnait les nouveaux disques, crée un nouveau dossier de disques si nécessaire, puis gere les disques dans
le dossier de disques. Si un disque est arrété volontairement a des fins de test puis supprimé, vous pouvez le restaurer afin de le gérer a
nouveau dans un dossier de disques.

Les options de gestion de disque suivantes ne sont pas disponibles pour les systemes de stockage Série SCv2000 :
e (Création des dossiers de disques
e Ajout de disques aux dossiers de disques

e (Gestion des disques de secours

Rechercher les nouveaux disques
LLa recherche de disques reconnait les nouveaux disques et permet leur attribution a un dossier de disques.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Cliquez sur Rechercher des disques.
La boite de dialogue Rechercher des disques s'ouvre.

4. Cliquez sur Oui.

Création d'un dossier de disques
La création d'un dossier de disques gere les disques non attribués dans le nouveau dossier de disques.

A propos de cette tache

®| REMARQUE : La présence de plusieurs dossiers de disques peut entrainer une utilisation inefficace du stockage.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Cliquez sur l'icone + (Nouveau).
La boite de dialogue Nouveau dossier de disques s'ouvre.

4. Attribuez un nom dans le champ Nom.
B. Sélectionnez les disques a inclure dans le dossier de disques.
6. Cliquez sur OK.

Supprimer un dossier de disques

Prérequis

Le dossier de disques ne contient pas de disques.
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Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

Sélectionnez un dossier de disques, puis cliquez sur I (Supprimer).
La boite de dialogue Supprimer le dossier de disques s'ouvre.

Cliquez sur Oui.

Modification d'un dossier de disques

La boite de dialogue Modifier les parametres permet de modifier le nom du dossier, d'ajouter des remarques ou de modifier le seuil d'alerte
de stockage.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

Développez Disques, puis sélectionnez un dossier de disques et cliquez sur # (Modifier).
La boite de dialogue Modifier le dossier de disques s'ouvre.

Modifiez les attributs suivants, si nécessaire.

e Pour modifier le nom du dossier de disques, entrez un nom dans le champ Nom.

e Pour gjouter des notes au dossier de disques, entrez le texte dans le champ Notes.

e Pour modifier le pourcentage de données restantes qui déclenche un avertissement de seulil, sélectionnez une valeur dans le menu
déroulant Seuil d'alerte de stockage.

e Sile dossier est un dossier de disques de données sécurisées, activez ou désactivez I'option de renouvellement en cochant la case
Renouveler.

e Sile dossier est un dossier de disques de données sécurisées, spécifiez un intervalle de renouvellement en entrant une valeur dans
le champ.

Cliquez sur OK.

Gestion des disques non attribués

La gestion de disques non attribués attribue des disques a un dossier de disques existant. Un rééquilibrage RAID est requis pour gérer les
disques.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.
Développez Disques et sélectionnez un dossier de disques non attribué.

Cliquez sur Manage Unassigned Disks (Gérer les disques non attribués).
La boite de dialogue Gérer les disques non attribués s'ouvre.

Dans le menu déroulant Dossier de disques, sélectionnez un dossier de disques.
Dans le volet Sélectionner les disques non attribués a gérer, sélectionnez les disques a attribuer.
Pour planifier un rééquilibrage RAID, sélectionnez I'une des options suivantes.

e Pour déemarrer un rééquilibrage RAID apres la création du dossier de disques, sélectionnez Exécuter le rééquilibrage RAID
immédiatement.

e Pour planifier un rééquilibrage RAID a exécuter plus tard, sélectionnez Planifier le rééquilibrage RAID, puis sélectionnez une date
et une heure.

Pour ignorer le rééquilibrage RAID, sélectionnez Je démarrerai le rééquilibrage RAID plus tard.
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®| REMARQUE : Pour utiliser tout I'espace disponible, effectuez un rééquilibrage RAID.

9. Cliquez sur OK.

Activer ou désactiver le voyant d'un disque
Le voyant de la baie de lecteur identifie une baie afin de pouvoir la localiser facilement dans un Boitier.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Disques.
La vue Disques s'affiche.

5. Dans le volet de droite, sélectionnez un disque et cliquez sur Activer le voyant.
La boite de dialogue Activer le voyant s'ouvre.

6. Cliquez sur OK.

Libérer un disque
Libérez un disque avant de le retirer d'un Boitier. Le disque est totalement libéré apres avoir effectué un rééquilibrage RAID.

A propos de cette tache

@ REMARQUE : Ne libérez pas les disques d'un dossier de disques 8 moins que les disques restants aient suffisamment d'espace libre
pour les données réparties par bande.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de l'onglet Systéme, développez le Storage Center et sélectionnez Disques.
La vue Disques s'affiche.

5. Dans le tableau des disques, sélectionnez un disque et cliquez sur Libérer le disque.
La boite de dialogue Libérer des disques s'ouvre.

6. Planifiez un rééquilibrage RAID
e Pour démarrer un rééquilibrage RAID apres avoir libéré le disque, sélectionnez Exécuter le rééquilibrage RAID immédiatement.
e Pour planifier un rééquilibrage RAID, sélectionnez Planifier un rééquilibrage RAID, puis sélectionnez une date et une heure.

7. Pour ignorer le rééquilibrage RAID, sélectionnez Je démarrerai le rééquilibrage RAID plus tard.

8. Cliquez sur OK.

Annuler la libération d'un disque

Apres libération d'un disque, les données sont conservées sur le disque jusqu'a ce que le rééquilibrage RAID soit effectué. Annulez la
libération d'un disque si le rééquilibrage RAID ne s'est pas terminé et que les données sont toujours sur le disque. L'annulation de la
libération réattribue le disque au dossier de disques auquel il était attribué.
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Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, développez le Storage Center et sélectionnez Disques.
La vue Disques s'affiche.

5. Dans le tableau des disques, sélectionnez un disque identifié pour libération et cliquez sur Annuler la libération du disque.
La boite de dialogue Annuler la libération des disques s'ouvre.

6. Cliquez sur OK.

Suppression d'un disque

LLa suppression d'un disque supprime cet objet disque d'Unisphere. Avant de supprimer I'objet disque, vous devez libérer le disque et
déplacer ses données.

Prérequis

e |e disque est défaillant et il n'a pas de blocs alloués.

e |edisque a été retiré du Boitier.

e Sile disque se trouvait dans un Boitier qui a été supprimé, cet objet Boitier doit étre supprimé en premier.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, développez le Storage Center et sélectionnez Disques.
La vue Disques s'affiche.

5. Dans le tableau des disques, sélectionnez le disque et cliquez sur Il (Supprimer).
La boite de dialogue Supprimer des disques s'ouvre.

6. Cliquez sur Oui.

Restaurer un disque

Lorsqu'un disque tombe en panne, Storage Center ne permet pas a ce disque d'étre géré a nouveau. Si le disque est arrété a des fins de
test, puis est supprimé, il peut restauré pour permettre au Storage Center de le gérer a nouveau.

Prérequis

Le disque doit étre arrété, retiré du Boitier, puis supprimé de Storage Center.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, développez le Storage Center et sélectionnez Disques.
La vue Disques s'affiche.

B. Dans le tableau des disques, sélectionnez le disque et cliquez sur Restaurer un disque.
La boite de dialogue Restaurer un disque s'ouvre.

6. Cliquez sur Oui.
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Storage Center restaure le disque et I'sjoute dans un dossier de disques.

Remplacer un disque défaillant
La boite de dialogue Remplacement de disque identifie le disque a remplacer et indique les étapes a suivre pour le remplacer.

Prérequis

Le disque doit afficher I'état En panne pour pouvoir étre remplacé.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, développez le Storage Center et sélectionnez Disques.
La vue Disques s'affiche.

5. Dans le tableau des disques, sélectionnez le disque défaillant et cliquez sur Remplacer le disque.
L'Assistant Remplacement du disque s'ouvre.

Localisez le disque défaillant du Boitier.
Suivez les instructions pour retirer physiquement le disque défaillant du Boftier.
Suivez les instructions pour insérer le disque de remplacement dans le Boitier.

© © N o

Cliquez sur OK.
Le Storage Center tente de reconnaiftre le disque de remplacement.

Si le remplacement du disque réussit, Storage Center confirme que le remplacement du disque a été effectué avec succes et affiche
des informations sur le disque de remplacement.

Gestion des données sécurisées

Secure Data fournit le cryptage des données au repos avec la gestion de clés pour les disques a cryptage automatique (SED). Les disques
a fonction de cryptage automatique doivent posséder une licence pour pouvoir utiliser Secure Data.

Fonctionnement de Secure Data

| 'utilisation de Secure Data pour gérer les disques SED nécessite un serveur de gestion de clés externe. Si un serveur de gestion de clés
n'a pas été configuré ou n'est pas disponible, Storage Center autorise la gestion des disques SED. Cependant, il ne sécurisera pas les
disques SED tant que le serveur de gestion de clés n'est pas disponible et configuré.

REMARQUE : Créez une sauvegarde pour le serveur de gestion des clés avant de supprimer un disque SED et apres la gestion d'un

disque SED.

Chaque disque FIPS du Storage Center possede une clé de cryptage de support (Media Encryption Key, MEK) interne. La clé réside sur
le disque, ce qui permet le cryptage des données écrites et le décryptage des données lues sur le disque. La destruction de la clé rend
immédiatement et définitivement illisibles toutes les données du disque, processus nommé effacement crypté. Lorsque vous ajoutez un
disque SED ou en supprimez un d'un dossier Secure Data, la clé MEK est détruite et une nouvelle clé est générée. La création d'une
nouvelle clé permet de réutiliser le disque, bien que toutes les données existantes soient perdues.

A

AVERTISSEMENT : La gestion d’un disque SED FIPS et I'attribution de ce disque a un dossier Secure Data détruit la clé
de cryptage sur le disque, ce qui rend illisibles les données déja écrites du disque.

A ne pas confondre avec la MEK, le Storage Center gére un ensemble distinct de clés assurant le cryptage des données au repos. Ces
clés sont dénommées informations d'identification d'autorité. Elles ont pour but de protéger contre le vol un certain nombre de disques. Si
un lecteur protégé d'un dossier Secure Data est retiré du systéme de sorte que I'alimentation soit coupée, le lecteur est verrouillé et les
données client sont illisibles.

A

AVERTISSEMENT : Storage Center ne sera pas en mesure de gérer un disque précédemment géré tel qu'un disque SED
si la clé a été supprimée du lecteur ou du serveur de gestion des clés.
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|'authentification aupres du lecteur via les informations d'identification d'autorité est le seul moyen de déverrouiller le disque tout en
préservant les données client, qui peuvent étre obtenues uniqguement par authentification auprées du serveur de gestion de clés via un canal
Sécurise.

Utilisez I'opération Copier les volumes dans le dossier de disques pour copier des volumes a partir d'un dossier Secure Data vers un
autre dossier. Le dossier cible peut étre un dossier sécurisé ou non.

Pour protéger les données au repos, tous les disques SED dans un dossier de disques Secure Data se verrouillent lorsque ['alimentation
est coupée (Verrouiller lors de la réinitialisation activé). Lorsque I'alimentation du disque est coupée, le disque ne peut pas étre déverrouillé
sans informations d'identification.

Lors de la réplication d'un volume Secure Data vers un dossier autre que Secure Data, le volume n'est plus protégé lorsqu'il sort du dossier
Secure Data. Lors de la réplication d'un volume autre que Secure Data vers un dossier Secure Data, le volume n'est pas protégé tant qu'il
réplique des données vers le dossier Secure Data et que Data Progression s'exécute.

Configuration du serveur de clés

Avant de gérer les disques SED dans un dossier de données sécurisées, configurez les communications entre le Storage Center et le
serveur de gestion de clés.

Prérequis

Le Storage Center doit disposer de la licence de disques & auto-cryptage (SED).

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet Données sécurisées.
Dans le champ Nom de I'hdte, entrez le nom d'héte ou I'adresse IP du serveur de gestion des clés.
Dans le champ Port, entrez le numéro d'un port pouvant communiquer avec le serveur de gestion de clés.

N o o

Dans le champ Délai d'attente, entrez le délai (en secondes) a l'issue duquel le Storage Center doit cesser ses tentatives de
reconnexion au serveur de gestion de clés apres un incident.

8. Pour ajouter d'autres serveurs de gestion de clés, entrez le nom d'hote ou I'adresse IP d'un autre serveur de gestion de clés dans la
zone Noms d'hote de remplacement, puis cliquez sur Ajouter.

@ REMARQUE : Les noms d'hbte alternatifs doivent étre ajoutés a la configuration apres que tous les lecteurs du systéme aient
éte initialement gérés et entierement sécurisés. Afin d'optimiser les temps d'acces lors de la premiere création de clé, les autres
noms d'hdte doivent étre ajoutés uniquement apres que les lecteurs du Storage Center aient été initialement gérés et entierement
Sécurisés.

9. Sile serveur de gestion de clés requiert un nom d'utilisateur pour valider le certificat du Storage Center, saisissez le nom dans le champ
Nom d'utilisateur.
10. Sile serveur de gestion de clés requiert un mot de passe pour valider le certificat du Storage Center, entrez-le dans le champ Mot de
passe.
1. Configurer les certificats de serveur de gestion de clés.
a. Cliquez sur Configurer les certificats du serveur de gestion des clés.
La boite de dialogue Configurer les certificats du serveur de gestion des clés s'ouvre.
b. Cliquez sur Parcourir en regard du certificat d'autorité de certification (CA) racine. Sur votre ordinateur, naviguez jusqu'a
I'emplacement du certificat d'autorité de certification (CA) racine et sélectionnez-le.
c. Cliquez sur Parcourir en regard des champs des certificats des contréleurs. Sur votre ordinateur, naviguez jusqu'a I'emplacement
des certificats des contrdleur et sélectionnez-les.

d. Cliquez sur OK.
12. Cliquez sur OK.
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Résultats

Une fois le serveur de clés configuré, I'état Connectivité du serveur passe a Montante dans la boite de dialogue Modifier les
paramétres de Storage Center.

Configuration de l'intervalle de renouvellement de clés du dossier de
disques

Spécifiez un intervalle d'un renouvellement de clés pour un dossier de disques sécurisé. Lorsque cet intervalle est atteint, un
renouvellement de clés est déclenché sur chaque disque du dossier.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Sélectionnez le nom d'un dossier de disques sécurisé et cliquez sur # (Modifier).
La boite de dialogue Modifier le dossier de disques s'ouvre.

4. Sil'option de renouvellement de clés n'est pas activé, cochez la case pour I'activer.

5. Entrez une valeur dans le champ Intervalle de renouvellement de clés pour spécifier le délai de déclenchement d'un renouvellement de
clés sur chaque disque du dossier.

6. Cliquez sur OK.

Renouvellement des clés d'un dossier de disques

Effectuer un renouvellement des clés a la demande d'un dossier de disques.

Prérequis

Le disque ou le dossier de disques doit &tre activé en tant que disque sécurisé.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Sélectionnez le nom d'un dossier de disques sécurisés, puis cliquez sur Renouvellement des clés sur le dossier de disques.
La boite de dialogue Renouveler les clés sur le dossier de disques s'ouvre.

4. Cliquez sur Oui.

Renouvellement d'un disque
Effectuez sur demande un renouvellement de disque sécurisé.

Prérequis

Le disque ou le dossier de disques doit étre activé en tant que disque sécurisé.

Etapes

1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Sélectionnez le nom d'un disque sécurisé et cliquez sur Renouveler les clés sur le disque.
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La boite de dialogue Renouveler les clés sur le disque s'ouvre.
Cliquez sur Oui.

Copier les volumes vers le dossier de disques

Copiez des volumes d'un dossier de disques vers un autre dossier. Le dossier cible peut étre un dossier sécurisé ou non.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

Cliquez sur ... (Plus d'actions) et sélectionnez Copier les volumes vers le dossier de disques.
La boite de dialogue Copier des volumes vers le dossier de disques s'ouvre.

Choisissez le volume source en cochant la case située en regard du nom du dossier de disques.
Utilisez le menu déroulant pour sélectionner le dossier de disques de destination.
Cliquez sur OK.

Création d'un dossier de disques de données sécurisées

Un dossier de données sécurisées ne peut contenir que des SED certifiés FIPS. Si le Storage Center dispose d'une licence pour les lecteurs
a cryptage automatique et que des SED non gérés sont détectés, la bofte de dialogue Créer un dossier de disques affiche I'option Dossier
de données sécurisées.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

Dans le volet de droite, cliquez avec le bouton droit de la souris sur Disques et sélectionnez Nouveau dossier de disques dans le
menu déroulant.

La boite de dialogue Nouveau dossier de disques s'ouvre. Celle-ci répertorie tous les disques non gérés et désigne les disques de
secours.

Cochez la case Créer comme dossier de données sécurisées.

@ REMARQUE : Tous les disques non-SED doivent étre supprimés du tableau des disques non gérés avant la création d'un dossier
de données sécurisées.

Attribuez un nom dans le champ Nom.

Sélectionnez les disques a gérer, puis cliquez sur OK.
Le dossier de disques Secure Data est créé.

Pour modifier la redondance de niveau, cochez la case Créer un type de stockage, puis modifiez la redondance de chaque niveau, en
fonction des besoins.
e Redondance simple : les niveaux a redondance simple peuvent contenir I'un des types de stockage RAID suivants :
o RAID 10 (chaque lecteur est mis en miroir)
o RAID 5-5 (réparti sur 5 disques)
o RAID 5-9 (réparti sur 9 disques)
e Double redondance : la redondance double est le niveau recommandé pour tous les niveaux. Il est appliqué pour les disques durs

de 3 To ou plus et pour les SSD de 18 To ou plus. Les niveaux a redondance double peuvent contenir n'importe lequel des types de
stockage RAID suivants :

o RAID 10 Dual-Mirror (Double miroir) (les données sont écrites simultanément sur trois lecteurs séparés)
o RAID 6-6 (4 segments de données, 2 segments de parité par entrelacement)
o RAID 6-10 (8 segments de données, 2 segments de parité par entrelacement)

Cliquez sur OK.
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Gestion de la redondance des données

Gérez la redondance des données en modifiant la redondance de niveau ou en créant des types de stockage.

Configuration requise pour la redondance

La taille du lecteur permet de déterminer le niveau de redondance a appliquer a un niveau de lecteurs. Si un lecteur d'un niveau dépasse
une taille seuil, un niveau de redondance spécifique peut étre appliqué au niveau contenant ce lecteur. Si un niveau de redondance est
requis, le systéeme d'exploitation du Storage Center le définit et il ne peut pas étre modifié.

Tableau 8. Exigences et recommandations relatives a la redondance HDD

Taille du disque Niveau de redondance recommandé ou appliqué
Jusqu'a 3 To LLa redondance double correspond au niveau recommandé
@ REMARQUE : Le stockage non redondant n’est pas une option pour les systemes de stockage
Série SCv2000 a .
3 To et plus Redondance double requise et appliquée

Tableau 9. Exigences et recommandations relatives a la redondance SSD

Taille du disque Niveau de redondance recommandé ou appliqué
Jusqu'a 18 To La redondance double correspond au niveau recommandé
@ REMARQUE : Le stockage non redondant n'est pas une option pour les systemes de stockage
Série SCv2000 a .
18 To et plus Redondance double requise et appliquée

Gestion de RAID

LLa modification de la redondance de niveau, ou I'ajout ou le retrait de disques peut entrainer une distribution irréguliere des données sur les
disques. Un rééquilibrage RAID redistribue les données sur les disques d’'un dossier de disques.

Rééquilibrer le RAID

Le rééquilibrage RAID redistribue les données sur les disques en fonction du type de stockage. Rééquilibrez RAID apres la libération d'un
disque dans un dossier de disques, en cas de défaillance d'un disque, ou apres I'ajout d'un disque.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Cliquez sur Rééquilibrer RAID.
La boite de dialogue Rééquilibrer RAID s'affiche. Si un rééquilibrage RAID est nécessaire, la boite de dialogue indique les options de
rééquilibrage RAID.

4. Sélectionnez Exécuter un rééquilibrage RAID immédiatement.

B. Cliquez sur OK.

Annuler un rééquilibrage RAID

Annulez un rééquilibrage RAID pour arréter un rééquilibrage RAID en cours. L'annulation d'un rééquilibrage RAID n'annule pas le besoin de
rééquilibrage. Vous serez toujours invité a réequilibrer le RAID.
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A propos de cette tache

®| REMARQUE : Le rééquilibrage RAID s'arréte une fois la premiére passe de rééquilibrage en cours terminée.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Cliquez sur Rééquilibrer RAID.
La boite de dialogue Rééquilibrer RAID s'affiche.

4. Cliquez sur Arréter le rééquilibrage. Lorsque le rééquilibrage s'arréte, une boite de dialogue de confirmation s'affiche.
5. Cliquez sur OK.

Planification d'un rééquilibrage RAID
Planifiez un rééquilibrage RAID pour reconstruire les données sur tous les disques a une date ultérieure.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

3. Cliquez sur Rééquilibrer RAID.
La boite de dialogue Rééquilibrer RAID s'ouvre. Si un rééquilibrage RAID est nécessaire, la boite de dialogue indique les options de
rééquilibrage RAID.

4. Cliquez sur Planifier le rééquilibrage RAID.
5. Sélectionner une date et une heure.
6. Cliquez sur OK.

Vérifier I'état d'un rééquilibrage RAID
Le rééquilibrage RAID affiche I'état d'un rééquilibrage RAID en cours d'exécution et indique si un rééquilibrage n'est nécessaire.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Disques.
La vue Disques s'affiche.

8. Cliquez sur Rééquilibrer RAID.
La boite de dialogue Rééquilibrage RAID affiche I'état du rééquilibrage RAID.

4. Cliquez sur OK.

Gestion des types de stockage

Les types de stockage déterminent comment Data Progression permet de déplacer des données dans un dossier de disques. Chaque
dossier de disques est associé a un type de stockage.

@ REMARQUE : La modification de la redondance de couches requiert la réalisation d'un rééquilibrage du RAID et ne doit pas étre
exécutée sauf sile dossier de disque comporte suffisamment d'espace disque disponible.
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Créer un type de stockage

La création d'un type de stockage définit le niveau de redondance de chague niveau et attribue le type de stockage a un dossier de
disques.

Prérequis

Les systemes de stockage Série SCv2000 ne prennent pas en charge la création de nouveaux types de stockage.

A propos de cette tache

@ REMARQUE : N'attribuez pas plusieurs types de stockage a un dossier de disques. Data Progression peut ne pas fonctionner
correctement avec plusieurs types de stockage attribué a un dossier de disques.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Types de stockage.
La vue Types de stockage s'affiche.

3. Cliquez sur l'icone + (Nouveau).
La boite de dialogue Nouveau type de stockage s'ouvre.
4. Sélectionnez un dossier de disques dans le menu déroulant Dossier de disques.
B. Sélectionnez un type de redondance.
e Redondant : protege contre la perte d'un lecteur (redondance simple) ou de deux lecteurs (redondance double) quelconques.

e Non redondant : utilise RAID O dans toutes les classes de toutes les couches. Les données sont réparties en bandes, mais il n'y a
aucune redondance. La défaillance d'un lecteur entrainera la perte de toutes les données.

REMARQUE : L'option Non redondant n'est pas recommandée, car les données ne sont pas protégées en cas de défaillance
d'un lecteur. N'utilisez le stockage non redondant pour un volume que si les données ont €té sauvegardées ailleurs.

6. Pour les types de stockage redondants, vous devez sélectionner un niveau de redondance de chaque niveau, sauf si le type ou la taille
du lecteur nécessite un niveau de redondance spécifique
e Redondance simple : les niveaux a redondance simple peuvent contenir I'un des types de stockage RAID suivants :
o RAID 10 (chague lecteur est mis en mirair)
o RAID 5-5 (réparti sur 5 disques)
o RAID 5-9 (réparti sur 9 disques)
e Double redondance : la redondance double est le niveau recommandé pour tous les niveaux. Il est appliqué pour les disques durs

de 3 To ou plus et pour les SSD de 18 To ou plus. Les niveaux a redondance double peuvent contenir n'importe lequel des types de
stockage RAID suivants :

o RAID 10 Dual-Mirror (Double miroir) (les données sont écrites simultanément sur trois lecteurs séparés)
o RAID 6-6 (4 segments de données, 2 segments de parité par entrelacement)
o RAID 6-10 (8 segments de données, 2 segments de parité par entrelacement)

7. Sélectionnez une taille de page :
e Standard (taille de page de données de 2 Mo) : la taille de page de données par défaut. Cette sélection est la plus appropriée
pour la plupart des applications.

e Hautes performances (taille de page de données de 512 Ko) : appropriée pour les applications dont les besoins en
performances sont élevés ou dans les environnements ou les Snapshots sont nombreux avec des E/S importantes. La sélection de
cette taille augmente la charge de traitement et réduit I'espace maximal disponible dans le type de stockage. Les types de stockage
flash utilisent 512 Ko par défaut.

e Haute densité (Taille de page de données de 4 Mo) : appropriée pour les systémes qui utilisent une grande quantité d'espace
disque et créent rarement des Snapshots.

8. L'option Ajout de lecteur est sélectionnée par défaut. Laissez cette case cochée.
9. Cliquez sur OK.

Modification de la redondance de niveau

Modifiez la redondance de niveau pour modifier le niveau de redondance de chaque niveau dans un type de stockage. Aprés avoir modifié
la redondance de niveau, un rééquilibrage RAID est nécessaire pour transférer les données vers les nouveaux niveaux RAID.
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A propos de cette tache

®| REMARQUE : Ne modifiez pas la redondance de niveau si I'espace est insuffisant dans le niveau d'un rééquilibrage RAID.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Types de stockage.
La vue Types de stockage s'affiche.

3. Dans la zone Type de stockage, sélectionnez le type de stockage a modifier, puis cliquez sur # (Modifier).
La boite de dialogue Modifier la redondance de niveau s'ouvre.
4. Modifiez la redondance de chaque niveau en fonction de vos besoins.
e Redondant : protege contre la perte d'un lecteur (redondance simple) ou de deux lecteurs (redondance double) quelconques.

e Non redondant : utilise RAID O dans toutes les classes de toutes les couches. Les données sont réparties en bandes, mais il n'y a
aucune redondance. La défaillance d'un lecteur entrainera la perte de toutes les données.

REMARQUE : L'option Non redondant n'est pas recommandée, car les données ne sont pas protégeées en cas de défaillance
d'un lecteur. N'utilisez le stockage non redondant pour un volume que si les données ont €té sauvegardées ailleurs.

5. Pour les types de stockage redondants, vous devez sélectionner un niveau de redondance de chaque niveau, sauf si le type ou la taille
du lecteur nécessite un niveau de redondance spécifique
e Redondance simple : les niveaux a redondance simple peuvent contenir I'un des types de stockage RAID suivants :
o RAID 10 (chague lecteur est mis en mirair)
o RAID 5-5 (réparti sur 5 disques)
o RAID 5-9 (réparti sur 9 disques)

e Double redondance : la redondance double est le niveau recommandé pour tous les niveaux. Il est appliqué pour les disques durs
de 3 To ou plus et pour les SSD de 18 To ou plus. Les niveaux a redondance double peuvent contenir n'importe lequel des types de
stockage RAID suivants :

o RAID 10 Dual-Mirror (Double miroir) (les données sont écrites simultanément sur trois lecteurs séparés)
o RAID 6-6 (4 segments de données, 2 segments de parité par entrelacement)
o RAID 6-10 (8 segments de données, 2 segments de parité par entrelacement)

6. L'option Ajout de lecteur est sélectionnée par défaut. Laissez cette case cochée.

7. Cliquez sur OK.
Un rééquilibrage RAID démarre.

Gestion des Boitiers de disques

Utilisez la vue Matériel pour renommer un Boitier, définir un numéro d'inventaire, effacer 'état de remplacement des modules matériels
remplagables dans un Boitier de disques, couper les alarmes, réinitialiser les capteurs de température et supprimer un Boitier d'un Storage
Center.

Ajout d'un Boitier
Cet Assistant étape par étape vous guide tout au long de I'ajout d'un nouveau Boftier au systeme.

Prérequis

Cet Assistant est disponible uniquement pour les matrices Série SCv2000 et Série SCv3000. Cette procédure peut étre effectuée sans
indisponibilité de contréleur.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

Maintenance d'un Storage Center 197



10.
1.

12.
13.
14.
15.

16.

Dans le volet de navigation de I'onglet Systeme, cliquez sur Boitier.
La vue Boitier s'affiche.

Cliquez sur Ajouter un Boitier.
L'Assistant Ajouter un nouveau Boitier s'ouvre.

Confirmez les détails de votre installation actuelle, puis cliquez sur Suivant pour valider le cablage.

Si le cablage est incorrect, un message d'erreur s'affiche. Vous pouvez passer a I'étape suivante une fois l'erreur corrigée et la
validation effectuée.

Si vous y étes invité, sélectionnez le type de Boitier et cliquez sur Suivant.

Suivez les instructions pour insérer des disques dans le nouveau Boitier et le mettre sous tension. Cliquez sur Suivant lorsque vous
avez terminé.

Le cas échéant, suivez les instructions pour déconnecter le céble de chainage c6té A d'un Boitier existant.
Cliquez sur Suivant.

Connectez les cables de chainage cdté A au nouveau boitier en suivant les instructions affichées. Cliquez sur Suivant pour valider le
céblage.

Si le Boftier ne peut pas étre détecté, un message d'erreur s'affiche. Vous pouvez passer a |'étape suivante une fois le cablage validé.
Le cas échéant, suivez les instructions pour déconnecter les cébles de chainage cété B du Boitier existant.

Cliquez sur Suivant.

Connectez les cables de chainage c6té B au nouveau Boitier en suivant les instructions affichées.

Cliquez sur Suivant pour valider le cablage.

Si le Boitier ne peut pas étre détecté, un message d'erreur s'affiche. Vous pouvez passer a I'étape suivante une fois le cablage validé.

Cliquez sur Terminer pour fermer [|'Assistant.

Retrait d'un Boitier

Cet

Assistant vous guide étape par étape a travers le processus de suppression d'un boftier du systeme, sans indisponibilité de contrdleur.

Prérequis

Eta
1.

12.
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Cet Assistant est disponible uniquement pour les contréleurs SCv2000 Series.
L'option s'affiche uniqguement si le Storage Center peut supprimer des boitiers et que les données ont été supprimées de tous les
disques du boftier sélectionné.

pes
Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

Cliquez sur I'onglet Systéme.

Dans le volet de navigation de I'onglet Systéme, cliquez sur Boitier.
La vue Boitier s'affiche.

Sélectionnez le boitier que vous souhaitez supprimer, puis cliquez sur Retirer le Boitier.
L'Assistant Retirer le Boitier s'ouvre.

Confirmez les détails de votre installation actuelle, puis cliqguez sur Suivant.

Localisez le boitier dans le Storage Center et cliquez sur Suivant.

Suivez les instructions pour déconnecter les cables de chainage cété A qui connectent le boitier Storage Center. Cliquez sur Suivant.
Reconnectez les cables de chalnage coté A en suivant les instructions pour exclure le boitier. Cliquez sur Suivant.

. Suivez les instructions pour déconnecter les cables de chainage c6té B connectant le boitier au Storage Center. Cliquez sur Suivant.

Reconnectez les cables de chalnage coté B en suivant les instructions pour exclure le boitier. Cliquez sur Suivant pour valider le
céblage et retirer le boitier.

Si le cablage n'est pas valide, un message d'erreur s'affiche. Vous pouvez passer a |'étape suivante une fois l'erreur corrigée et la
validation effectuée.

Cliquez sur Terminer pour fermer |'Assistant.
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Remplacer un boitier

L'Assistant Remplacement d'un boiftier vous guide dans le processus de remplacement d'un boftier dans Storage Center.

Prérequis

Nécessite une indisponibilité de contréleur
Disponible uniquement pour le contréleur SCv2000 Series

Disponible uniquement si les données ont été libérées de tous les disques du boitier sélectionné et si la situation permet le

remplacement d'un boitier

Etapes

1.

17.
18.

19.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche

d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

Cliquez sur I'onglet Systéme.

Dans le volet de navigation de I'onglet Systéme, cliquez sur Boitier.
La vue Boitier s'affiche.

Sélectionnez le boitier a supprimer, puis cliguez sur Remplacer le Boitier.
L'Assistant Remplacement d'un Boitier s'affiche.

Cliquez sur Suivant pour accepter I'avertissement d'interruption de service.

Suivez les instructions permettant de localiser le boftier dans le rack.
Cliquez sur Suivant.
Suivez toutes les instructions pour retirer les disques du boitier.

. Cliquez sur Suivant.

Débranchez le boitier du Storage Center.

. Cliquez sur Suivant.

. Ajoutez des disques a votre boitier en suivant les instructions.
. Cliquez sur Suivant.

. Suivez les instructions pour connecter le coté A de la chaine.
. Cliquez sur Suivant.

L'Assistant vérifie si le boftier est connecté.
Suivez les instructions pour connecter le c6té B de la chaine.

Cliquez sur Suivant.
L'Assistant valide le cablage.

Cliquez sur Terminer pour fermer |'Assistant.

Renommer un Boitierde disques

Modifiez le nom d'affichage d'un Boitier de disques pour le différencier des autres boitiers de disques.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche

d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

Cliquez sur I'onglet Systéme.

Dans le volet de navigation de I'onglet Systéme, sélectionnez Boitier.
La vue Boitier s'affiche.

Dans le volet de droite, sélectionnez un boitier et cliquez sur Modifier les paramétres.

La boite de dialogue Modifier les paramétres s'ouvre.
Dans le champ Nom, entrez le nouveau nom du Boitier.
Cliquez sur OK.
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Définir un numéro d'inventaire pour un Boitier de disque
Un numéro d'inventaire de Boitier peut servir a identifier un composant spécifique pour les dossiers de l'entreprise.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de l'onglet Systéme, sélectionnez Boitier.
La vue Boitier s'affiche.

5. Dans le volet de droite, sélectionnez un boitier et cliquez sur Modifier les paramétres.
La boite de dialogue Modifier les paramétres s'ouvre.

. Dans le champ Numéro d'inventaire, entrez un numéro d'inventaire pour le Boitier.
7. Cliquez sur OK.

Supprimer un boitier
Supprimez une enceinte si elle doit étre retirée physiquement du Storage Center.

Prérequis

e Toutes les données doivent étre déplacées hors du baoitier en libérant les disques et en rééquilibrant RAID.
e |e boftier doit étre arrété.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, sélectionnez Boitier.
La vue Boitier s'affiche.

5. Sélectionnez le boftier a supprimer et cliquez sur Supprimer un Boitier. La boite dialogue Supprimer un Boitier s'ouvre.
@ REMARQUE : Si aucun disque n'est disponible actuellement dans ce boitier, la boite de dialogue ne s'affiche pas. Le boitier est
supprimé sans demande de confirmation.

6. Cliquez sur OK.

Couper une alarme de Boitier
Coupez une alarme de Boitier pour qu'elle ne se déclenche pas.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, sélectionnez Boitier.
La vue Boitier s'affiche.

B. Dans le volet droit, sélectionnez un boitier.
6. Cliquez sur Alertes sonores, puis sélectionnez Demander la sourdine.
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Activer I'alarme sonore d'un Boitier

Activez l'alarme d'un Boitier pour permettre son déclenchement.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

Cliquez sur I'onglet Systéme.

Dans le volet de navigation de I'onglet Systéme, sélectionnez Boitier.
La vue Boitier s'affiche.

Dans le volet droit, sélectionnez un boitier.
Cliquez sur Alertes sonores, puis sélectionnez Demander la désactivation de la sourdine.

Effacer le statut de remplacement d’un ventilateur de Boitier

Désactivez le statut de remplacement de ventilateur d'un Boitier de ventilateur d’état pour confirmer que ce dernier a été remplacé.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

Cliquez sur I'onglet Systéme.

Dans le volet de navigation de 'onglet Systéme, sélectionnez Capteurs de ventilateur.
La vue Capteurs de ventilateur s'affiche.

Dans le volet de droite, sélectionnez le ventilateur, puis cliquez sur Demander I'effacement du remplacement.

Effacement du statut de remplacement d'un module d'E/S de Boitier

Effacez le statut de remplacement d'un module d'E/S de Boitier pour confirmer que le module d'E/S a été remplacé.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

Cliquez sur I'onglet Systéme.

Dans le volet de navigation de I'onglet Systéme, cliquez sur Modules d'E/S.
La vue Modules d'E/S s'affiche.

Dans le panneau de droite, sélectionnez le module d'E/S, puis cliqguez sur Demander I'effacement du remplacement.

Effacer le statut de remplacement du bloc d'alimentation d'un Boitier

Effacez le statut de remplacement de bloc d'alimentation d'un Boitier pour confirmer que ce dernier a été remplacé.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.
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3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Blocs d'alimentation.
La page Blocs d'alimentation s'affiche.

B. Dans le volet de droite, sélectionnez le bloc d'alimentation, puis cliquez sur Demander I'effacement du remplacement.

Remplacer un bloc d'alimentation défaillant

Cet Assistant vous guide étape par étape dans le processus de remplacement d'un bloc d'alimentation défaillant dans un boitier du Storage
Center.

Prérequis

Cet Assistant n’est disponible que pour les controleurs SCv2000 Series, et peut étre exécuté sans indisponibilité de controleur.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Matériel, cliquez sur Blocs d'alimentation.
La vue Blocs d'alimentation s'affiche.

5. Dans le volet de droite, sélectionnez le bloc d'alimentation défaillant, puis cliquez sur Remplacer le bloc d'alimentation.
L'Assistant Remplacement d'un bloc d'alimentation défaillant s'ouvre.

6. Reportez-vous au graphigue de I'Assistant pour localiser le bloc d'alimentation défaillant. Cliquez sur Suivant.
7. Suivez les instructions pour retirer le bloc d'alimentation défectueux. Cliquez sur Suivant.
8. Suivez les instructions pour insérer le bloc d'alimentation de remplacement. Cliquez sur Suivant pour vérifier le remplacement.

Si cette vérification échoue, un message d'erreur s'affiche. Vous pouvez passer a I'étape suivante une fois I'erreur éliminée et la
validation effectuée.

9. Cliquez sur Terminer pour fermer I'Assistant.

Effacer le statut d'un bloc d'alimentation de tension

Effacez I'état de sous-tension d'un bloc d'alimentation d'un Boitier pour confirmer que vous étes informé.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Blocs d'alimentation.
La page Blocs d'alimentation s'affiche.

5. Dans le volet de droite, sélectionnez le bloc d’alimentation, puis cliquez sur Demander I'effacement de la sous-tension CC.

Effacer le statut de remplacement d'un capteur de température
L'état de changement d'un capteur de température est défini lorsque le composant contenant le capteur est remplacé.
Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.

202 Maintenance d'un Storage Center



La vue Affichage du matériel s'affiche.
3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Capteurs de température.
La vue Capteurs de température s'affiche.

5. Dans le panneau de droite, cliquez avec le bouton droit sur le capteur de température, puis cliquez sur Demander I'effacement d'un
échange.

Effacer les valeurs minimale et maximale enregistrées d'un capteur de
température

Effacez les valeurs minimale et maximale enregistrées d'un capteur de température pour les réinitialiser.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, sélectionnez Capteurs de température.
La vue Capteurs de température s'affiche.

5. Dans le panneau de droite, sélectionnez le capteur de température, puis cliqguez sur Demander I'effacement des temps min/max.

Remplacer un capteur du ventilateur défaillant

Cet Assistant vous guide étape par étape a travers les procédures de remplacement d'un capteur de ventilateur défaillant dans le Storage
Center, sans indisponibilité de contrdleur.

Prérequis

Cet Assistant est disponible uniquement pour les Storage Centers SCv2000 Series et SCv3000 Series.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Capteurs de ventilateur.
La vue Capteurs de ventilateur s'affiche.

5. Dans le volet de droite, sélectionnez le capteur défectueux et cliquez sur Remplacement d'un capteur de ventilateur défaillant.
L'Assistant Remplacement d'un capteur de ventilateur défaillant s'ouvre.

Reportez-vous au graphique dans 'Assistant pour localiser le capteur de ventilateur défaillant, puis cliquez sur Suivant.
7. Suivez les instructions pour retirer le bloc d'alimentation du boftier. Cliquez sur Suivant.
8. Suivez les instructions pour insérer le bloc d'alimentation de remplacement. Cliquez sur Suivant pour Vérifier le remplacement.

Si cette vérification échoue, un message d'erreur s'affiche. Vous pouvez passer a |'étape suivante une fois l'erreur éliminée et la
validation effectuée.

9. Cliquez sur Terminer pour fermer I'Assistant.

Activer ou désactiver le voyant d'un disque

LLe voyant de la baie de lecteur identifie une baie afin de pouvoir la localiser facilement dans un Boitier.
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Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Disques.
La vue Disques s'affiche.

5. Dans le volet de droite, sélectionnez un disque et cliquez sur Activer le voyant.
La boite de dialogue Activer le voyant s'ouvre.

6. Cliquez sur OK.

Effacer le statut de remplacement d'un disque

Effacez I'état de remplacement d'un disque pour confirmer qu'il a été remplacé.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’'Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Disques.
La vue Disques s'affiche.

5. Dans le volet de droite, sélectionnez le disque, puis cliquez sur Demander I'effacement d'un échange.

Gestion des contrdéleurs d'un Storage Center

Unisphere peut vous aider a gérer et a assurer la maintenance des contréleurs de votre Storage Center en vous guidant dans le processus
d'ajout d'un contréleur et de remplacement des pieces.

. 1 ~
Ajout d'un contréleur
Cet Assistant étape par étape vous guide tout au long de I'ajout d'un nouveau contréleur au systeme de stockage.

Prérequis

e Cet Assistant est disponible uniguement pour les contréleurs SC4020, SC8000 et SC9000.

e | e nouveau contrdleur doit avoir un numéro de série matériel (HSN) et une adresse IP Eth 1 qui lui sont attribués avant de commencer
cette procédure. Pour voir les nouvelles informations du contréleur, exécutez la commande suivante & partir de la console série :

controller show

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Controleurs.
La vue Contrdleurs s'affiche.

B. Cliquez sur Ajouter un contréleur.
L'Assistant Ajout d'un nouveau controleur s'affiche.
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6. Confirmez les détails de votre installation actuelle, puis cliquez sur Suivant.
7. Insérez le controleur dans le boitier existant. Cliquez sur Suivant pour valider l'installation.
8. Cliquez sur Terminer pour fermer I'Assistant.

Remplacement d'un controleur défaillant

Cet Assistant vous guide étape par étape dans le processus de remplacement d'un contrdleur défaillant dans le Storage Center, sans
indisponibilité de contréleur.

Prérequis

Cet Assistant est disponible uniqguement pour les contréleurs SCv2000 Series

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, sélectionnez Controleurs.
La vue Contréleurs s'affiche.

5. Dans le volet de droite, sélectionnez le controleur que vous voulez remplacer, puis cliquez sur Remplacer le contréleur.
L'Assistant Remplacer le contrdleur s'ouvre.

Reportez-vous au graphique dans I'Assistant pour localiser le contréleur défaillant. Cliquez sur Suivant.
Suivez les instructions pour retirer la batterie du contréleur défaillant. Cliquez sur Suivant.
Suivez les instructions pour retirer le contréleur défaillant dans le Storage Center. Cliquez sur Suivant.
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Insérez la batterie du contréleur défaillant dans le nouveau contrdleur. Cliquez sur Suivant.
10. Suivez les instructions pour insérer le nouveau contréleur dans le Storage Center. Cliquez sur Suivant pour valider l'installation.

Si l'installation échoue, un message d'erreur s'affiche. Vous pouvez passer a |'étape suivante une fois I'erreur corrigée et la validation

effectuée.

1. Cliquez sur Terminer pour fermer |'Assistant.

Activation ou désactivation du voyant d'un controleur
Active le voyant d'un contrdleur pour aider a localiser le contréleur dans le rack.

Prérequis

Le voyant de contrdleur est visible uniqguement sur les contrdleurs de stockage SC8000 ou SCI000.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Controleurs.
La vue Contréleurs s'affiche.

5. Dans le volet de droite, sélectionnez un contrdleur disque et cliquez sur Activer le voyant.
La boite de dialogue Activer le voyant s'ouvre.

6. Cliquez sur OK.
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Remplacer un capteur du ventilateur défaillant

Cet Assistant vous guide étape par étape a travers les procédures de remplacement d'un capteur de ventilateur défaillant dans le Storage
Center, sans indisponibilité de controleur.

Prérequis

Cet Assistant est disponible uniquement pour les Storage Centers SCv2000 Series et SCv3000 Series.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliquez sur Capteurs de ventilateur.
La vue Capteurs de ventilateur s'affiche.

5. Dans le volet de droite, sélectionnez le capteur défectueux et cliquez sur Remplacement d'un capteur de ventilateur défaillant.
L'Assistant Remplacement d'un capteur de ventilateur défaillant s'ouvre.

Reportez-vous au graphique dans 'Assistant pour localiser le capteur de ventilateur défaillant, puis cliquez sur Suivant.
7. Suivez les instructions pour retirer le bloc d'alimentation du boftier. Cliquez sur Suivant.
8. Suivez les instructions pour insérer le bloc d'alimentation de remplacement. Cliquez sur Suivant pour vérifier le remplacement.

Si cette vérification échoue, un message d'erreur s'affiche. Vous pouvez passer a I'étape suivante une fois I'erreur éliminée et la
validation effectuée.

9. Cliquez sur Terminer pour fermer |'Assistant.

Gestion des modifications des cartes ES

L'Assistant Configuration des modifications de carte E/S simplifie la tache consistant a déplacer, remplacer, mettre a niveau ou réaffecter
des cartes E/S dans les contrdleurs de Storage Center. L'Assistant est utilisé pour configurer les modifications du matériel de carte E/S
pour chaque port aprés que des modifications ont été apportées a la carte E/S physique. L'Assistant est généralement utilisé pour la mise
a niveau des cartes E/S ou des contréleurs.

A propos de cette tache

Pour chaque port local, vous pouvez indiquer :

e s'il faut lier une carte d'E/S a une configuration existante ;
e silacarte E/S est un nouveau matériel ;

e s'il faut supprimer la configuration d'une carte E/S retirée.

L'assistant vous guide dans les actions suivantes :

e associer des cartes ES avec des configurations de port existantes ;
e indiquer les cartes ES qui sont de nouveaux matériels ;
e supprimer les configurations pour les cartes E/S qui ont été retirées.

Avant d'utiliser I'Assistant, vous devez garder ceci en mémoire :

Les modifications doivent é&tre réalisées par un installateur certifié ou avec |'aide des Dell Technical Support Services.
Au moins un port arriere doit rester a son emplacement d'origine.
Un redémarrage du contrleur est requis pour mettre en ceuvre les modifications.

Ne rééquilibrez aucun port jusqu'a ce que les contrdleurs aient été remplacés et que toutes les modifications de configuration
matérielle soient terminées.

Planification d'une modification matérielle

Au moment de I'amorcage, le Storage Center recherche les cibles d'extrémité arriére pour la configuration. Etant donné qu'un contrdleur
ne peut pas démarrer sans informations de configuration, I'acces back-end doit étre maintenu pendant la procédure de remplacement du
controleur. Pour cela, vous disposez de deux méthodes :
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A propos de cette tache

e Conservez au moins un logement/port arriere commun défini et connecté de la méme maniere sur la nouvelle configuration matérielle
que sur I'ancienne configuration matérielle.

e Connectez l'extrémité arriere a un port non défini dans la nouvelle configuration matérielle. Le Storage Center est capable de détecter
les cibles iSCSI et d'acquérir la configuration d'amorcage des disques méme si le logement/port est marqué comme non défini.

Lorsque le logement/port arriére approprié est identifié, enregistrez ces informations sur la feuille de travail de I'utilisation du port et
poursuivez le processus de mise a niveau.

Changer le matériel

La modification du matériel suit ces opérations générales. Reportez-vous a la documentation de mise a niveau correspondant a chaque
modification spécifique pour obtenir des instructions détaillées.

Etapes

1. Eteignez le controleur et débranchez-le. Cela réduit le temps d'inactivité en facilitant le recablage. Dans un Storage Center contréleur,
le second contrdleur assume toutes les fonctions du Storage Center, ce qui évite toute coupure du systeme.

Enregistrez/étiquetez le cablage de la carte affectée.

Débranchez les cébles de la carte E/S.

Remplacez, déplacez ou enlevez les cartes E/S et rebranchez comme cela est consigné sur la feuille de travail de I'utilisation du port .
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Branchez le contréleur et démarrez-le.

Gestion des modifications des cartes E/S

Lorsque vous modifiez une carte E/S dans un controleur Storage Center, |'Assistant Configuration des modifications de carte E/S applique
les anciennes configurations de ports aux ports nouveaux ou modifiés. Les modifications peuvent inclure le remplacement d'une carte

E/S, le transfert d'une carte E/S vers un autre emplacement PCl et le retrait d'une carte E/S. Utilisez cet Assistant pour appliquer les
parametres de configuration de port existants aux ports d'E/S nouveaux ou modifiés.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Dans le volet de navigation Matériel, sélectionnez un contrdleur, puis cliquez sur Configurer la modification de carte E/S.
@ REMARQUE : Si le contrdleur doit &tre redémarré pour transférer les configurations vers I'autre contréleur, I'Assistant
Configuration des modifications de carte E/S affiche I'option pour redémarrer le contréleur.

L'Assistant Configuration des modifications de carte E/S s'ouvre.

(Facultatif) Cliquez sur Redémarrer le controleur.

Cliquez sur Suivant.

Dans le tableau Fibre Channel, iSCSlou la table SAS, identifiez les ports qui ont été modifiés.
Dans le menu déroulant Emplacement de la carte, sélectionnez une configuration de port.
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Cliquez sur Terminer.

Ajout d'un onduleur a un Storage Center

Un onduleur (UPS) assure la redondance d'alimentation d'un Storage Center. Lorsqu'un onduleur est ajouté a un Storage Center, |'état de
I'onduleur s'affiche dans Unisphere.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
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La vue Affichage du matériel s'affiche.
3. Cliquez sur I'onglet Systéme.

4. Dans le volet de navigation de I'onglet Systéme, cliqguez sur Onduleur.
La vue Onduleur s'affiche.

5. Cliquez sur l'icone + (Nouveau).
La boite de dialogue Enregistrer I'onduleur s'ouvre.

Dans le champ Chaine de communauté, saisissez la chaine de communauté configurée sur I'onduleur. La valeur par défaut est Public.
Dans le champ Adresse IPv4, saisissez I'adresse IP de I'onduleur.
Dans le champ Type, sélectionnez la marque de I'onduleur.

© © N

Cliquez sur OK.

Mise a jour du Storage Center

Mettez a jour un Storage Center a la derniere version en vous connectant directement au Storage Center ou en vous connectant via un

Data Collector. Si l'option Storage Center n'est pas activée pour le SupportAssist a mettre a jour, vous pouvez utiliser Storage Center

Update Utility pour mettre a jour le logiciel. Pour plus d'informations sur Storage Center Update Utility, voir Utilisation de Storage Center

Update Utility.

@ REMARQUE : La mise a jour de Storage Center version 6.6 a une version supérieure est un processus guide distinct. Reportez-vous
au Storage Center OS Version 7 Software Update Guide (Guide de mise a jour logicielle du systeme d'exploitation Storage Center

version 7) pour plus de détails.

Mise a jour du logiciel du Storage Center
Suivez cette procédure si SupportAssist est activé sur le Storage Center.

Prérequis

La technologie SupportAssist doit étre activée dans le Storage Center.

A propos de cette tache

Les options affichées dans les boites de dialogue de mise a jour logicielle Storage Center dépendent du type de mise a jour effectué sur le
Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur I'icone ... (Plus d’actions) et sélectionnez Rechercher les mises a jour.
La boite de dialogue Mise a jour du Storage Center s'ouvre pour rechercher une mise a jour.

4. (Facultatif) Cliguez sur Notes de mise a jour pour plus d'informations sur la mise a jour.

5. (Facultatif, Storage Center version 7.4.2 et versions supérieures.) Cliquez sur Exécuter les bilans de santé afin de vérifier que le
Storage Center fonctionne correctement avant la mise a jour du logiciel.
Les résultats s’affichent une fois le bilan de santé terminé. Corrigez les erreurs détectées avant la mise a jour du logiciel Storage
Center.

6. Sélectionnez une action de mise a jour :

e Sélectionnez Télécharger la mise a jour et cliquez sur Télécharger la mise a jour pour télécharger la mise a jour
immédiatement.

e Sélectionnez Télécharger et installer maintenant pour télécharger la mise a jour et l'installer immédiatement.
7. Sélectionnez un type d'installation :

e Pour appliguer uniguement les mises a jour qui n'affectent pas les services, sélectionnez Appliquer les mises a jour n'affectant
pas le service.

e Pour appliguer aux composants requis les mises a jour n'affectant pas le service, sélectionnez Appliquer les composants requis
— Sans affecter le service.
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e Pour appliguer toutes les mises a jour, y compris celles affectant le service, sélectionnez Appliquer toutes les mises a jour —
En affectant le service.

@ REMARQUE : Les types d'installation qui affectent le service entrainent une indisponibilité du contréleur. Le service sera
interrompu.

8. Cliquez sur Installer la mise a jour.

9. (Facultatif) Si vous sélectionnez Appliquer toutes les mises a jour et Télécharger et installer maintenant, |a boite de dialogue
Confirmation du téléchargement et de I'installation de la mise a jour s'ouvre. Entrez le nom d'utilisateur et le mot de passe
administrateur de Storage Center pour continuer.

La boite de dialogue Mise a jour du Storage Center s'ouvre. Cette boite de dialogue affiche des informations détaillées sur le
processus d'installation et les met a jour toutes les 30 secondes. Ce message s'affiche également sous la forme d'une barre de
message bleue dans l'onglet Récapitulatif et dans la colonne Etat de la mise & jour des informations de Storage Center. En cas d'échec
de la mise a jour, cliquez sur Réessayer pour relancer le processus interrompu.

10. Cliquez sur OK.
Si la mise a jour affecte le service, la connexion au Storage Center sera perdue.

Utilisation de Storage Center Update Utility

Le service Storage Center Update Utility agit comme un serveur de mise a jour pour les Storage Centers sans connexion Internet ou avec
I'option SupportAssist désactivée. Pour utiliser le service Storage Center Update Utility en vue de mettre & jour le logiciel Storage Center,
procédez comme suit : installez I'utilitaire, chargez un package de mise a jour, puis redémarrez le service. Ensuite, si le Storage Center est
configuré pour utiliser Storage Center Update Ultility, recherchez manuellement une mise a jour et mettez a jour le logiciel Storage Center.
Si un Storage Center est configuré pour utiliser Storage Center Update Utility, vous devez également rechercher manuellement des mises
a jour.

Pour plus d'informations sur l'installation et la configuration du Storage Center Update Utility, voir le Dell Storage Center Update Utility
Administrator’s Guide (Guide de I'administrateur de Dell Storage Center).

Configurer Storage Center pour utiliser Storage Center Update Utility

Si le Storage Center n'est pas connecté a Internet, configurez-le pour qu'il utilise le Storage Center Update Utility lors de la recherche des
mises a jour. Pour que Storage Center puisse recevoir une mise a jour depuis Storage Center Update Utility, un distro Storage Center doit
étre chargé et le service Storage Center Update Utility doit étre en cours d’exécution.

Prérequis

Le service Storage Center Update Utility doit étre configuré et en cours d'exécution.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur l'onglet SupportAssist.

Désactivez SupportAssist. Cliquez sur Désactiver .

Sous Utiliser I'Update Utility, activez la case Activé.

Dans le champ Hote ou adresse IP Update Utility, entrez I'adresse du Storage Center Update Utility.
Dans le champ Port Update Utility, entrez le port de I'Update Utility de Storage Center.
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Cliquez sur OK.

Activation de SupportAssist

Si SupportAssist est désactivé pour utiliser I'utilitaire de mise a jour de Storage Center, il doit étre activé.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur % (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet SupportAssist.

5. Cliquez sur Activer.
L'Assistant SupportAssistActivation de SupportAssist.

6. Lisez le contrat SupportAssist et cliquez sur Suivant pour |'accepter.
7. Reévisez et mettez a jour les informations de contact si nécessaire, puis cliquez sur Suivant.

8. Révisez et mettez a jour les informations d'adresse sur site si nécessaire, puis cliquez sur Suivant.
Une boite de dialogue de confirmation s'affiche.

9. Cliquez sur Oui.
La connexion & SupportAssist est validée.

10. Cliquez sur Terminer.
1. Cliquez sur OK.
12. (Facultatif) Appliquez ces paramétres a d'autres Storage Centers.

Arrét et redémarrage d’un Storage Center

L'arrét ou le redémarrage d'un Storage Center a une incidence sur tous les controleurs.

Arréter tous les Controleurs d'un Storage Center

L'arrét d'un Storage Center crée une indisponibilité systeme au cours de laquelle aucune E/S n'est traitée. Utilisez ce processus seulement
comme indiqué, par exemple pour remplacer le matériel, pour transférer le Storage Center vers un autre emplacement ou pour arréter le
Storage Center afin d'effectuer la maintenance électrique du centre de données.

Prérequis

e Une indisponibilité doit étre programmeée de sorte que l'arrét des E/S n'ait pas d'impact sur le réseau.
e |esE/S vers les contréleurs doivent étre arrétées.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ... (Plus d'actions) et sélectionnez Arréter/Redémarrer.
La boite de dialogue Arréter/Redémarrer s'ouvre.

4. Dans le premier menu déroulant, sélectionnez Arréter.
5. Cliquez sur OK.
6. Une fois que les contréleurs sont arrétés, arrétez les boitiers de disques mettant hors tension les blocs d'alimentation.

Etapes suivantes

Une fois la période d'indisponibilité terminée, consultez le Manuel du propriétaire de votre contréleur pour obtenir des instructions sur le
démarrage des contréleurs dans l'ordre approprié.

Redémarrer tous les Controleurs dans un Storage Center

Si le Storage Center dispose de deuxcontréleurs, les contrdleurs sont redémarrés en séquence ou simultanément.
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Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

3. Cliquez sur ... (Plus d'actions) et sélectionnez Arréter/Redémarrer.
La boite de dialogue Arréter/Redémarrer s'ouvre.

4. Dans le menu déroulant, sélectionnez Redémarrer.

5. (Double contréleurs uniquement) Dans le menu déroulant Options de redémarrage, choisissez comment vous voulez que les
contrdleurs redémarrent.

e Pour redémarrer les contrdleurs I'un aprés l'autre, pour éviter une indisponibilité, sélectionnez Redémarrer en séquence.
e Pour redémarrer les contréleurs en méme temps ( ce qui entraine un indisponibilité), sélectionnez Redémarrer simultanément.

6. Cliquez sur OK.

Arréet d'un Controleur

Si le Storage Center dispose de deux controleurs, le contrdleur restant continue a traiter les E/S. Si le Storage Center ne dispose que d'un
seul controleur, son arrét crée une indisponibilité.

Etapes

1. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

2. Cliquez sur I'onglet Systéme.

3. Dans le volet de navigation de I'onglet Systéme, cliquez sur Controleurs.
La vue Contréleur s'affiche.

4. Dans le volet de droite, sélectionnez le contréleur et cliquez sur Arréter/Redémarrer le contrdleur.
La boite de dialogue Arréter/Redémarrer le contrdleur s'ouvre.

5. Dans le menu déroulant, sélectionnez Arréter.
6. Cliquez sur OK.

Redémarrage d'un Controleur

Si le Storage Center dispose de deux contrdleurs, le contrdleur restant continue a traiter les E/S. Si le Storage Center ne dispose que d'un
seul contréleur, son arrét crée une indisponibilité.

Etapes

1. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

2. Cliquez sur I'onglet Systéme.

3. Dans le volet de navigation de I'onglet Systéme, cliquez sur Contréleurs.
La vue Contréleur s'affiche.

4. Dans le volet de droite, sélectionnez le contréleur et cliquez sur Arréter/Redémarrer le controleur.
La bofite de dialogue Arréter/Redémarrer le contrdleur s'ouvre.

5. Dans le menu déroulant, sélectionnez Redémarrer.
6. Cliquez sur OK.

Réinitialisation d'un controleur sur les parameétres par défaut

Lorsque vous réinitialisez un contrdleur sur les paramétres par défaut, toutes les données stockées sur le contrdleur et toutes les données
des disques sont effacées.
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Prérequis

Le Storage Center doit &tre un systeme de stockage SCv2000 ou SCv3000 Series.

A propos de cette tiche

Lorsque vous réinitialisez le controleur sur les paramétres par défaut, toutes les informations du
controleur et toutes les données des disques sont effacées.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu déroulant de I'... (Plus d’actions), sélectionnez Restauration des paramétres par défaut.
La boite de dialogue Restauration des parameétres par défaut du Storage Center s’ouvre.

3. Dans le champ Jeton de réinitialisation a I'état défini a I'usine, saisissez le texte affiché au-dessus du champ Jeton de
réinitialisation a I'état défini a I'usine exactement tel qu'il apparait dans la boite de dialogue.

4. Dans le champ Nom d'utilisateur d'administrateur de Storage Center entrez le nom d'utilisateur d'un utilisateur Storage Center
doté des privileges Administrateur.

B. Dans le champ Mot de passe d'administrateur de Storage Center entrez le mot de passe de I'utilisateur Storage Center doté des
privileges Administrateur.

6. Pour redémarrer le controleur apres la réinitialisation, cochez la case Mettez le Storage Center sous tension une fois les
parameétres par défaut réinitialisés.

7. Cliquez sur OK.
Le Storage Center se réinitialise avec les parametres par défaut.

Gestion des unités remplacables sur site (FRU)

Le gestionnaire de FRU conserve ['état des unités remplagables sur site et émet des tickets lorsqu'une unité doit étre remplacée.
Unisphere affiche des tickets de FRU qui contiennent des informations spécifiques sur chacun d'eux et permet de fermer les tickets.

®| REMARQUE : le gestionnaire de FRU n'est pas pris en charge sur les systemes de stockage SC8000 ou CT-SC040 Series.

Gestion des tickets de FRU

Unisphere peut afficher des informations sur les tickets FRU et peut également fermer les tickets FRU.
®| REMARQUE : Siles FRU et le gestionnaire de FRU ne sont pas activés, Unisphere n'affiche pas les options ni les tickets.

Afficher un ticket d'unité remplacable sur site (FRU)
Pour afficher I'état d'une unité remplagable sur site (FRU) de remplacement, affichez le ticket FRU a partir de I'onglet Alertes.
Etapes
1. Dansle menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

2. Sélectionnez un ticket FRU.

3. Cliquez sur Afficher un ticket FRU.
La boite de dialogue Informations sur le ticket FRU s'ouvre.

4. Cliquez sur OK.

Fermer un ticket FRU

Fermez un ticket FRU s'il n'est pas nécessaire.
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Etapes

1.

P,
Dans le menu SURVEILLANCE, cliquez sur Alertes.

La page Alertes s'affiche.
Sélectionnez un ticket FRU.

Cliquez sur Fermer le ticket FRU.
La boite de dialogue Fermeture du ticket FRU s'ouvre.

Cliquez sur OK.
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Storage Centers distants et Controles de la
bande passante de réeplication

Un Storage Center distant est un Storage Center configuré pour communiguer avec le Storage Center local via les protocoles de transport
Fibre Channel et/ou iSCSI. Les Contréles de la bande passante de réplication contrélent la fagon dont la bande passante est utilisée pour
I'envoi des données de réplication et de Live Volume entre les Storage Centers local et distant.

Sujets :

¢ Connexion aux Storage Centers distants
e Création et gestion des Contrdle de la bande passante définitions

Connexion aux Storage Centers distants

Un Storage Center distant est un Storage Center configuré pour communiquer avec le Storage Center local via les protocoles de transport
Fibre Channel et/ou iSCSI.

Les Storage Centers peuvent étre connectés les uns aux autres sur Fibre Channel, iSCSI ou les deux. Une fois la connexion établie, vous
pouvez répliquer des volumes d’'un Storage Center vers un autre et créer des Live Volumes en utilisant les deux Storage Centers.

Connexion aux Storage Centers par Fibre Channel

Lorsque les Storage Centers sont connectés a la méme structure Fibre Channel et que le zonage est correctement configuré, chaque
Storage Center s'affiche automatiquement en tant que Storage Center distant ; aucune étape de configuration supplémentaire n’est
requise.

Etapes
1. Connectez les deux Storage Centers a la méme structure Fibre Channel.

2. Configurez les zones Fibre Channel pour autoriser les Storage Centers pour la communication. Une fois la communication établie,
chaque Storage Center s'affiche automatiquement en tant que Storage Centerdistant.

Configuration d'une connexion iSCSI pour des systéemes de stockage
distants

Ajoutez une connexion iISCSI a un Storage Center distant pour transférer les données de réplication et/ou de Live Volume a I'aide du
protocole iSCSI.

Prérequis
Les Storage Center pour lesquels vous souhaitez configurer des connexions iSCSI doivent étre ajoutés a Unisphere Central.

Les connexions distantes du Storage Center requierent des domaines de pannes virtuels.
En mode de port virtuel, lorsque les ports sont situés derriere un routeur qui effectue des NAT, le réacheminement de port NAT doit
étre configuré pour le domaine de pannes iSCSI.

e Sivous avez l'intention d'utiliser I'authentification CHAP (Challenge Handshake Authentication Protocol) pour le trafic de
réplication iSCSI, les domaines de pannes iSCSI utilisés pour la réplication sur chaque Storage Center doivent étre compatibles avec
CHAP.

Etapes

1. Cliquez sur le menu ACCUEIL.
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La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B33 Mobilité des données, cliguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.
3. Cliguez sur I'onglet Connexions.
4. Sélectionnez le Storage Center sur lequel créer la connexion distante.
5. Cliquez sur +.
L'Assistant Nouvelle connexion distante s’ouvre.
6. Sélectionnez le Storage Center pour lequel vous souhaitez configurer une connexion iSCSI, puis cliquez sur Suivant. L’Assistant passe
a la page suivante.
7. Sélectionnez les ports sources et distants a utiliser pour la connexion iSCSI, puis cliquez sur Suivant.
La page Paramétres de connexion s’ouvre.
8. Configurez les paramétres de connexion :
a. Dans le menu déroulant Type de réseau iSCSI, sélectionnez I'option qui correspond a la vitesse de la connexion entre les Storage
Centers.
b. (Facultatif) Sélectionnez NAT (Network Address Translation).

®| REMARQUE : Le réacheminement de port NAT est pris en charge uniquement en mode de port virtuel.

c. (CHAP uniguement) Si le domaine d'erreur iSCSI local, le domaine d'erreur iSCSI distant ou les deux sont compatibles avec CHAP,
saisissez un secret partagé dans le champ Secret CHAP.

d. (CHAP uniquement) Si vous avez sélectionné des domaines de pannes sur les deux Storage Centers compatibles avec le protocole
CHAP bidirectionnel, cochez la case Utiliser le CHAP bidirectionnel pour activer les Storage Centers et demander le secret
partagé aux domaines de pannes sur chaque Storage Center.

e. Cliquez sur Suivant.
Si vous avez sélectionné le réacheminement de port NAT, la page Cibles des NAT source s’ouvre.

f. (NAT uniquement) Dans la zone Réacheminement de port, sélectionnez un ou plusieurs ports iISCSI locaux et distants, ou
cliquez sur Ajouter pour configurer un nouveau port.

e En mode Port virtuel, les champs Adresse IP NAT et Port public NAT affichent I'adresse IP et le port publics traduits.

g. (NAT uniguement) Dans la zone Initiateurs/Réseaux publics, sélectionnez un ou plusieurs ports ou cliquez sur Ajouter pour
configurer un nouveau port.

h. Cliquez sur Suivant.
La page Cibles NAT distantes s’ouvre.

i. (NAT uniquement) Dans la zone Réacheminement de port, sélectionnez un ou plusieurs ports iISCSI locaux et distants, ou
cliquez sur Ajouter pour configurer un nouveau port.

j. (NAT uniguement) Dans la zone Initiateurs/Réseaux publics, sélectionnez un ou plusieurs ports ou cliquez sur Ajouter pour
configurer un nouveau port.

9. Cliquez sur Suivant.
La page Récapitulatif s'ouvre.

10. Passez en revue les paramétres de connexion, puis cliquez sur Terminer pour terminer la connexion.

Suppression d’une connexion iSCSI a un Storage Center distant

Si aucun Live Volume ni réplication n'est défini pour un Storage Center distant, la connexion iSCSI a ce Storage Center distant peut étre
supprimée.

Prérequis
e |es Storage Center pour lesquels vous souhaitez configurer des connexions iISCSI doivent étre ajoutés a Unisphere Central.
Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu B3 Mobilité des données, cliquez sur Réplications et Live Volumes.
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La vue Réplications et Live Volumes s’ouvre sur 'onglet Réplications.
Cliquez sur I'onglet Connexions.

Développez le Storage Center source.

Sélectionnez la connexion distante a supprimer.

o o~ oo

Cliquez sur # (Modifier).
L’Assistant Modifier la connexion distante s’affiche.

7. Décochez la case en regard des ports sources et distants a supprimer, puis cliquez sur Suivant.
La page Paramétres de connexion s'ouvre.

8. Dans la page Paramétres de connexion, cliquez sur Suivant.
9. Passez en revue la page Résumé et vérifiez que les ports supprimés ne sont plus présents.

10. Cliquez sur Terminer.
Lorsque la connexion a été retirée, I'état du port indiqué est Désactivé sous I'onglet Connexions.

11. Sélectionnez le port descendant, puis cliquez sur il Supprimer.
Une boite de dialogue de confirmation s'affiche.

12. Cliquez sur Oui pour supprimer la connexion iSCSI.

Création et gestion des Contrdle de la bande passante
définitions

Les Controle de la bande passante de réplication contrélent le mode d'utilisation de la bande passante pour les réplications, les
Live Volumes et les Live Migrations. Créez une définition de Contrdle de la bande passante avant de créer une réplication, un Live Volume
ou une Live Migration.

Créer un contrdle de la bande passante

La création d’un contréle de la bande passante permet de gérer la bande passante utilisée pour envoyer des données de réplication et
de Live Volume entre des Storage Centers locaux et distants. Par ailleurs, un contrdle de la bande passante est obligatoire pour créer la
Live Migration ou la copie ponctuelle d'un volume.

Prérequis

Le Storage Center pour lequel vous souhaitez configurer un contréle de la bande passante doit étre ajouté a Unisphere Central.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu K Mobilité des données, cliquez sur Controles de la bande passante.

3. Cliquez sur + Nouveau.
La boite de dialogue Contrdle de la bande passante s'ouvre.

4. Configurez les attributs du contréle de la bande passante.
a. Sélectionnez le Storage Center auquel appliquer la définition.
b. Dans le champ Nom, saisissez un nom pour le contrdle de la bande passante.
¢. Dans le champ Vitesse de liaison, spécifiez la vitesse de la liaison en Mbps ou Gbps.
B. Configurez les limites de bande passante pour les réplications et les Live Volumes associés au controle de la bande passante.

a. Cochez la case Utiliser la planification de la limitation.

b. Limitez la bande passante pour une plage horaire donnée en cliquant sur la premiere cellule de la plage et en faisant glisser la souris
jusqu’a la derniére cellule de la plage. Effectuez ensuite un clic droit sur la sélection, puis choisissez le pourcentage de la bande
passante disponible pouvant étre utilisé.

@ REMARQUE : Si vous sélectionnez Bloqué pour un intervalle de temps, aucune donnée n’est transférée au cours de cette
période pour I'ensemble des réplications, Live Volumes et Live Migrations associés au contrdle de la bande passante. Cela
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6.

peut provoguer la désynchronisation des réplications synchrones. Les Live Migrations utilisant uniquement des contrdles de la

bande passante bloqués ne peuvent pas aboutir.

c. Limitez la bande passante pour les autres plages horaires en fonction de vos besoins.
Cliquez sur OK.

Renommer un controle de la bande passante

Utilisez la boite de dialogue Modifier le contrdle de la bande passante pour renommer un controle de la bande passante.

Etapes

1.

4
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu ECH Mobilité des données, cliquez sur Controles de la bande passante.
Sélectionnez le contrble de la bande passante.

Cliquez sur # (Modifier).
La boite de dialogue Controle de la bande passante s'ouvre.

Dans le champ Nom, saisissez un nom pour le contrle de la bande passante.
Cliquez sur OK.

Modifier la vitesse de liaison d’un controdle de la bande passante

Utllisez la boite de dialogue Modifier le controle de la bande passante pour modifier la vitesse de liaison d'un contrdle de la bande
passante.

Etapes

1.

D
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu B Mobilité des données, cliquez sur Controles de la bande passante.
Sélectionnez le contrdle de la bande passante.

Cliguez sur # (Modifier).
La boite de dialogue Contrdle de la bande passante s’ouvre.

Dans le champ Vitesse de liaison, spécifiez la vitesse de la liaison en Mbps ou Gbps.
Cliquez sur OK.

Activer ou désactiver la limitation de la bande passante d’un controle
de la bande passante

Utilisez la boite de dialogue Modifier les contrdles de la bande passante pour activer ou désactiver la limitation de bande passante d'un
contréle de la bande passante.

Etapes

1.

A
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu B Mobilité des données, cliquez sur Controles de la bande passante.
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3. Sélectionnez le contrble de la bande passante.

4. Cliquez sur # (Modifier).
La boite de dialogue Contrdle de la bande passante s’ouvre.

5. Sélectionnez ou désélectionnez la case Planification de la limitation.
6. Cliquez sur OK.

Modifier la planification de limite de la bande passante pour un
controle de la bande passante

Utilisez la boite de dialogue Modifier le contrdle de la bande passante pour modifier la planification de limite de bande passante d'un
controle de la bande passante.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu EZd Mobilité des données, cliquez sur Controles de la bande passante.
3. Sélectionnez le contrédle de la bande passante.

4, Cliquez sur # (Modifier).
La boite de dialogue Controle de la bande passante s'ouvre.

B. Cochez la case Utiliser la planification de la limitation.

6. (Facultatif) Pour rétabilir la planification de limite de bande passante par défaut, cliquez et faites glisser la souris pour sélectionner
toutes les cellules, puis cliquez avec le bouton droit sur le tableau et sélectionnez 100 %.

7. Configurez les limites de bande passante pour les réplications et les Live Volumes associés au controle de la bande passante.

a. Limitez la bande passante pour une plage horaire donnée en cliquant sur la premiére cellule de la plage et en faisant glisser la souris
jusqu’a la derniere cellule de la plage. Effectuez ensuite un clic droit sur la sélection, puis choisissez le pourcentage de la bande
passante disponible pouvant &tre utilisé.

@ REMARQUE : Si vous sélectionnez Bloqué pour un intervalle de temps, aucune donnée n'est transférée au cours de cette
période pour I'ensemble des réplications, Live Volumes et Live Migrations associés au contrdle de la bande passante. Cela
peut provoquer la désynchronisation des réplications synchrones. Les Live Migrations utilisant uniquement des contréles de la
bande passante bloqués ne peuvent pas aboutir.

b. Limitez la bande passante pour les autres plages horaires en fonction de vos besoins.
8. Cliquez sur OK.

Suppression d’un controle de la bande passante

Supprimez les contréles de bande passante qui ne sont plus utilisés par les réplications, les Live Volumes ou I'importation a partir d'un
périphérique externe.
Prérequis

Le contréle de la bande passante ne doit pas étre associé a un objet.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.
Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu EC Mobilité des données, cliquez sur Controles de la bande passante.
3. Sélectionnez le contréle de la bande passante.
4. Cliquez sur I (Supprimer).
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Une boite de dialogue de confirmation s'affiche.
5. Cliquez sur OK.

Storage Centers distants et Contrdles de la bande passante de réplication 219



Réplications Storage Center et Live Volumes

Une réplication copie les données de volume d’un Storage Center vers un autre Storage Center afin de protéger les données contre les
menaces locales ou régionales. Un Live Volume est un volume de réplication qui peut étre mappé et actif simultanément sur les Storage
Center source et cible.

Pour effectuer des réplications, une licence Remote Instant Replay (réplication) doit étre appliquée aux Storage Centers source et cible.

Pour créer un Live Volume a partir d'une réplication, une licence Live Volume doit étre appliquée aux Storage Centers source et cible.

@ REMARQUE : La fonctionnalité Live Volume n'est pas prise en charge sur les systemes de stockage avec connectivité SAS a
I'extrémité avant.

Sujets :

* Réplications Storage Center
¢ Live Volumes Storage Center

Réplications Storage Center

Un Storage Center peut répliquer des volumes vers un Storage Center distant et étre simultanément la cible d'une réplication depuis
un systeme Storage Center distant. Avec Unisphere Central, un administrateur peut configurer un plan de réplication pour les Storage
Centers. Ce plan prend en charge une stratégie globale de reprise apres sinistre.

Dans I'exemple suivant, un serveur envoie une requéte d'E/S qui modifie le volume source. Les modifications apportées au volume source
sont répliquées vers le Storage Center cible sur Fibre Channel ou iSCSI.

4
Figure 9. Exemple de configuration de réplication
1. Serveur 2. Requéte d'E/S du serveur vers le volume source sur
Fibre Channel ou iSCSI
3. Volume source 4. Reéplication sur FC ou iSCSI

5. Volume cible

Types de réplication

Il existe deux types de réplications : synchrone et asynchrone.

La réplication asynchrone copie régulierement les données d'Snapshot sur le volume cible apres le gel d'un Snapshot. La réplication
synchrone écrit des données sur les volumes source et cible simultanément afin de s'assurer qu'ils sont synchronisés en permanence.
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Réplication asynchrone

La réplication asynchrone copie les Snapshots du volume source vers le volume cible aprées qu'ils ont été gelés.
REMARQUE : Par défaut, les données sont répliguées a partir du volume source vers le niveau de stockage le plus bas du volume
cible. Pour modifier ce parametre par défaut, modifiez les parametres d'une réplication.

Pour la réplication asynchrone, vous pouvez activer les options suivantes :

e Répliquer Snapshot actif : tente de maintenir la synchronisation des Snapshots actifs (données de volume actuelles non gelées) des
volumes source et cible, ce qui peut nécessiter davantage de bande passante. Les données écrites sur le volume source sont mises en
file d'attente pour distribution sur le volume cible. Si le site ou le Storage Center local échoue avant la distribution de I'écriture, il est
possible que les écritures ne soient pas transmises au volume cible. Lorsque cette fonction est désactivée, les Snapshots sont copiés
vers la cible une fois gu'ils ont été gelés.

e Déduplication : réduit la quantité de données nécessaire pour transférer des Snapshots vers le Storage Center cible, en copiant
uniguement les parties modifiées de I'historique d'Snapshot. Pour ce faire, le systeme compare les données modifiées dans I'Snapshot
en cours de réplication avec les données précédentes, bloc par bloc, afin de transmettre uniquement les blocs qui sont différents.

Bien que la déduplication puisse étre forte consommatrice de ressources, elle est tres utile pour la réplication de volumes sur des
liasisons WAN a faible bande passante.

Synchronous Replication (Réplication synchrone)

La réplication synchrone garantit que le volume source et le volume cible sont entierement synchronisés, et qu'il n'y a aucune perte de
données en cas d'échec dans le Storage Center source.

La synchronisation des volumes source et cible est obtenue en vérifiant que chaque écriture a bien réussi sur le volume source et le
volume cible avant de répondre au serveur. Comme les écritures sont effectuées a la fois sur les volumes source et cible, les performances
d'écriture sont limitées par la vitesse de la connexion avec le Storage Center distant.

La réplication synchrone copie le volume des Snapshot actifs (données de volume actuelles non gelées) et tous les Snapshots vers le
Storage Center cible. Lorsque les volumes source et cible sont synchronisés, de nouveaux Snapshots sont créés. Pour ce faire, le systeme
suspend les E/S et crée des Snapshots pour les deux volumes (source et cible), puis reprend les E/S.

Modes de réplication synchrone

LLe mode de réplication synchrone contréle la maniere dont le volume source se comporte lorsque le volume cible n'est pas disponible.
Il existe deux modes de réplication synchrone :

e Mode Haute disponibilité : accepte les requétes d’entrées/sorties (I0) vers le volume source si le volume cible n’est pas disponible
(ou lorsque la latence est trop importante) pour éviter toute interruption de service. Toutefois, si les écritures sont acceptés sur le
volume source, le volume cible devient obsoléete.

e Mode Haute cohérence : empéche les requétes d’entrées/sorties (I0) sur volume source si le volume cible n’est pas disponible, afin
de garantir que les deux volumes restent identiques. Toutefois, le volume source ne peut pas étre modifié pendant cette période, ce
qui peut interrompre les opérations.

Lorsque le volume de destination revient en ligne, les deux modes reprennent le transfert des données d'Snapshots et d'Snapshot actifs
depuis le volume source.

Déduplication pour la réplication synchrone

La déduplication réduit la quantité de données nécessaire pour transférer des Snapshots vers le Storage Center cible, en copiant
uniquement les parties modifiées de I'historique d'Snapshot. Pour ce faire, le systeme compare les données modifiées dans I'Snapshot en
cours de réplication avec les données précédentes, bloc par bloc, afin de transmettre uniquement les blocs qui sont différents. Bien que la
déduplication puisse étre forte consommatrice de ressources, elle est tres utile pour la réplication de volumes sur des liaisons WAN a faible
bande passante.

@ REMARQUE : Lorsque vous activez la déduplication de réplication, le Storage Center crée un volume « delta » secondaire. Ce
volume secondaire augmente I'utilisation de la mémoire totale du volume et réduit donc la quantité d’espace de volume configurable
qui peut étre déployée. L'utilisation supplémentaire de la mémoire de volume a une incidence sur les instructions globales d'évolutivité
du systeme documentées dans les notes de mise a jour de Storage Center.
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Exigences concernant la réplication

Pour répliquer un volume d'un Storage Center vers un autre Storage Center, votre systeme doit respecter la configuration requise

indiquée dans le tableau ci-dessous.

Exigence

Description

Licence Storage Center

(Snapshot).

Les Storage Centers source et cible doivent disposer d’une licence Remote Instant Replay

Configuration Unisphere Central

Collector.

Les Storage Centers source et cible doivent étre ajoutés a Unisphere Central Data

@ REMARQUE : |l est impossible de créer ou gérer des réplications lorsqu’Unisphere est
connecté directement & un Storage Center.

Communication Storage Center

Les systemes de stockage doivent étre connectés par Fibre Channel ou iSCSI, et chaque
systeme de stockage doit &tre défini sur I'autre systeme de stockage.

Controle de la bande passante de réplication

source.

Une Le contréle de la bande passante de réplication doit étre défini sur le Storage Center

Comportement de la réplication en cas d'échec d'un volume cible

Lorsque le volume cible devient indisponible, chaque type de réplication se comporte de fagon légerement différente. Chaque type de
réplication procede également de fagon différente pour reprendre lorsque le volume cible est de nouveau en ligne.

Scénario

Réplication asynchrone

Synchronous Replication (Réplication synchrone)

Volume cible non disponible

Autorise les demandes E/S vers
le volume source.

o Mode Haute cohérence : interdit les demandes E/S sur le
volume source

e Mode Haute disponibilité : autorise les demandes E/S sur le
volume source

Le volume cible revient en ligne.

Reprend le transfert des
Snapshots depuis le volume
source et recommence a copier
les données d'Snapshot actives
(si cette fonction est activée).

e Mode Haute cohérence : recommence a accepter les
demandes E/S sur le volume source

e Mode Haute disponibilité : reprend le transfert des
Snapshots depuis le volume source et copie les données
d'Snapshot actives qui n'avaient pas été copiées pendant que
le volume cible n'était pas disponible.

Réplication d'un seul volume vers plusieurs destinations

Il est possible de configurer plusieurs réplications pour un seul volume source. Deux topologies sont prises en charge :
e Mode Mixte : un volume source est répliqué en paralléle vers plusieurs Storage Centers.

Exemple : deux réplications sont créées en parallele :

o Réplication 1: Storage Center A - Storage Center B
o Réplication 2 : Storage Center A - Storage Center C
e Mode Cascade : un volume source est répliqué tour a tour vers plusieurs Storage Centers.

Exemple : deux réplications sont créées I'une apres l'autre :

o Réplication 1: Storage Center A - Storage Center B
o Réplication 2 : Storage Center B - Storage Center C

Limitations de topologie pour les volumes associés a plusieurs réplications

Les limitations suivantes s'appliquent aux volumes associés a plusieurs réplications.
e \/ous ne pouvez configurer qu’une seule réplication synchrone par volume source. Les autres réplications doivent étre asynchrones.
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e Pour le mode Cascade (réplications configurées en série), seule la premiere réplication peut étre synchrone. Les réplications suivantes
de la série doivent étre asynchrones.

Limitations de reprise aprés sinistre pour les volumes associés a plusieurs
réplications

Les limitations suivantes s'appliquent a la reprise apres sinistre pour les volumes associés a plusieurs réplications.
e | ’activation de la reprise apres sinistre pour un volume supprime toutes les autres réplications en mode Cascade associées au volume.
e |arestauration d'une réplication supprime toutes les autres réplications en mode Mixte associées.

Les réplications supprimées par la reprise apres sinistre doivent étre recréées manuellement. Pour utiliser les volumes cible d'origine pour
les réplications secondaires, supprimez les adressages de Storage Center distant, puis cochez la case Utiliser un volume existant
lorsque vous recréez les réplications.

Réplication sur les systéemes de stockage Série SCv2000

Les systemes de stockage Série SCv2000 limitent la fonctionnalité de réplication. Les limitations de réplication suivantes s'appliquent aux
systemes de stockage Série SCv2000 :

e Live Volume n'est pas pris en charge.

e | a haute disponibilité n'est pas prise en charge.

e | a haute cohérence n’est pas prise en charge.

@ REMARQUE : Toutes les réplications exigent un Data Collector. Lorsgu'une connexion directe a un Storage Center est en cours, les
options de réplication ne sont pas disponibles.

Simulation de réplications

Les réplications simulées vous permettent d'estimer la configuration requise pour la réplication et de déterminer un équilibre optimal entre
volumes, planifications d'Snapshot, planifications de bande passante et plan de restauration.

A propos de cette tache

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Simulation d'une réplication

Exécutez une simulation de réplication synchrone pour vérifier les besoins en bande passante et le déplacement optimal des données.

Prérequis

Vous devez étre connecté a un Data Collector pour exécuter ou simuler une réplication.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu EC Mobilité des données, cliquez sur Réplications et Live Volumes.
3. (Facultatif) Filtrez la vue par Storage Center.

a. Dans le volet Filtres, cochez ou décochez les cases en regard des Storage Centers source et cible pour afficher uniqguement les
réplications et les Live Volumes intéressants.

b. Cliquez sur Appliquer.
Les options sélectionnées persistent dans la session de navigateur.

4. Dans la vue Réplications et Live Volumes, cliquez sur + ¥ (Nouveau) et sélectionnez Nouvelle réplication simulée.
L'Assistant Nouvelle réplication simulée s’'ouvre.
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9.
10.

Sur la page Sélectionner le Storage Center source, sélectionnez le Storage Center qui contient le volume a répliquer, puis cliquez

sur Suivant.

Sur la page Sélectionner le volume source, indiquez si vous souhaitez créer un nouveau volume ou utiliser un volume existant.

e Sivous utilisez un volume existant, sélectionnez un volume ou des volumes a répliquer.

e En cas de création d'un nouveau volume, définissez les attributs de volume selon vos besoins. Pour plus d'informations sur les
parametres, cliquez sur Aide.

Cliquez sur Suivant.

e Siun contrdle de la bande passante de réplication a été défini, la page Paramétres s’ouvre.

e Siun contrdle de la bande passante de réplication n’a pas été défini, la page Contréle de la bande passante s'ouvre et vous
permet de créer un nouveau contréle de la bande passante.

Sur la page Parameétres, sélectionnez le type de transfert et définissez les attributs de réplication. Pour plus d’'informations sur les

parametres, cliquez sur Aide.

Cliquez sur Suivant.

Sur la page Synthése, passez en revue le résumé des parametres de réplication.

e Cliquez sur Terminer pour créer la réplication simulée et fermer I'Assistant.

e Cliquez sur Arriére pour modifier vos parametres.

Convertir une réplication simulée en réplication

Si vous étes satisfait du résultat d'une réplication simulée, vous pouvez la convertir en réplication réelle.

Prérequis

La configuration requise pour la réplication doit étre respectée.

Eta
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A
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu B Mobilité des données, cliquez sur Réplications et Live Volumes.

(Facultatif) Filtrez la vue par Storage Center.

a. Dans le volet Filtres, cochez ou décochez les cases en regard des Storage Centers source et cible pour afficher uniquement les
réplications et les Live Volumes intéressants.

b. Cliquez sur Appliquer.
Les options sélectionnées persistent dans la session de navigateur.

Dans la vue Réplications et Live Volumes, sélectionnez la réplication simulée a convertir.

Cliquez sur ... (Plus d’actions) et sélectionnez Convertir en réplication.

L'Assistant Convertir en réplication s’ouvre.

Sur la page Sélectionner le Storage Center cible, sélectionnez le Storage Center sur lequel vous souhaitez répliquer le volume, puis

cliquez sur Suivant.

Si la connectivité Fibre Channel ou iISCSI n'est pas configurée entre les Storage Centers local et distant, une boite de dialogue s'ouvre.

Cliquez sur Oui pour configurer la connectivité iISCSI entre les Storage Centers.

Sur la page Sélectionner un volume, indiquez si vous souhaitez créer un nouveau volume ou utiliser un volume existant.

e Sivous utilisez un volume existant, sélectionnez le ou les volumes a répliquer.

e [n cas de création d'un nouveau volume, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.

Sur la page Parameétres, sélectionnez le type de transfert, puis cliquez sur Suivant.

Sur la page Synthése, passez en revue le résumé des parametres de réplication.

e Cliquez sur Terminer pour créer et démarrer la réplication.

e Cliquez sur Arriere pour modifier vos parametres.
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Réplication de volumes

Créez une réplication pour copier un volume d'un Storage Center vers un autre Storage Center afin de protéger les données des menaces
locales ou régionales.

Créer une réplication

Créez des réplications pour copier des volumes d'un Storage Center vers un autre Storage Center.

Prérequis

La configuration requise pour la réplication doit étre respectée.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B3 Mobilité des données, cliguez sur Réplications et Live Volumes.

La vue Réplications et Live Volumes s'ouvre sur I'onglet Réplications.
3. (Facultatif) Filtrez la vue par Storage Center.

a. Dans le volet Filtres, cochez ou décochez les cases en regard des Storage Centers source et cible pour afficher uniguement les
réplications et les Live Volumes intéressants.
b. Cliquez sur Appliquer.
Les options sélectionnées persistent dans la session de navigateur.
4. Dans la vue Réplications et Live Volumes, cliquez sur + ¥ (Nouveau) et sélectionnez Nouvelle réplication.
L'Assistant Nouvelle réplication s'ouvre.
B. Surla page Sélectionner le Storage Center source, sélectionnez le Storage Center qui contient les volumes a répliquer, puis cliquez
sur Suivant.
6. Sur la page Sélectionner le volume source, indiquez si vous souhaitez créer un nouveau volume ou utiliser un volume existant.
e Sivous utilisez un volume existant, sélectionnez le ou les volumes a répliquer.
e En cas de création d'un nouveau volume, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.
7. Cliquez sur Suivant.
8. Sur la page Sélectionner le Storage Center cible, sélectionnez le Storage Center sur lequel vous souhaitez répliquer le volume, puis
cliquez sur Suivant.
Si la connectivité Fibre Channel ou iSCSI n'est pas configurée entre les Storage Centers local et distant, une boite de dialogue s'ouvre.
Cliquez sur Oui pour configurer la connectivité iISCSI entre les Storage Centers.

9. Sur la page Sélectionner un volume cible, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.

10. Sur la page Paramétres, sélectionnez le type de transfert et définissez les attributs de réplication, puis cliquez sur Suivant. Pour plus
d’'informations sur les paramétres, cliquez sur Aide.

11. Sur la page Synthése, passez en revue le résumé des parametres de réplication.
e Cliquez sur Terminer pour créer la réplication et quitter I'Assistant.
e Cliquez sur Arriére pour modifier vos parametres.

Concepts associés

Exigences concernant la réplication , page 222

Créer une réplication a partir d’un volume

Utilisez cette procédure pour créer une réplication directement a partir d'un volume existant.
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Prérequis

La configuration requise pour la réplication doit étre respectée.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Sélectionnez le volume a répliquer.

4. Cliquez ... sur (Plus d’actions) et sélectionnez Répliquer.
L'Assistant Nouvelle réplication s'ouvre.

5. Sur la page Sélectionner le Storage Center cible, sélectionnez le Storage Center sur lequel vous souhaitez répliquer le volume, puis
cliquez sur Suivant.
Si la connectivité Fibre Channel ou iISCSI n'est pas configurée entre les Storage Centers local et distant, une boite de dialogue s'ouvre.
Cliquez sur Oui pour configurer la connectivité iISCSI entre les Storage Centers.

6. Surla page Sélectionner un volume cible, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.

7. Sur la page Parametres, sélectionnez le type de transfert et définissez les attributs de réplication, puis cliquez sur Suivant. Pour plus
d'informations sur les parametres, cliquez sur Aide.

8. Sur la page Syntheése, passez en revue le résumé des parametres de réplication.
e Cliquez sur Terminer pour créer et démarrer la réplication.
e Cliquez sur Arriére pour modifier vos parametres.

Modification de réplications

Modifiez une réplication si vous souhaitez activer ou désactiver des options de réplication, convertir la réplication en Live Volume ou la
supprimer.

Modifier le type de transfert d’une réplication

Utilisez la boite de dialogue Modifier la réplication pour modifier le type de transfert ou les attributs de réplication d'une réplication ou
d’'une réplication simulée. Une réplication peut passer de du mode synchrone au mode asynchrone et inversement, sans interruption de
service.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.

La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Sélectionnez la réplication a modifier, puis cliquez sur # (Modifier).
4. Modifiez les paramétres suivants, si nécessaire :

e Asynchrone : cette option copie les Snapshots du volume source vers le volume cible. Si I'option Répliquer I'Snapshot actif est
sélectionnée, les données écrites sur le volume source sont mises en file d'attente pour distribution au volume cible. Si le site ou le
Storage Center local échoue avant la distribution de I'écriture, les écritures peuvent ne pas étre transmises au volume cible.

e Synchrone : cette option maintient une synchronisation compléte des volumes source et cible, 8 tout moment, en vérifiant que
chaque écriture a bien réussi sur les deux volumes source et cible avant de répondre au serveur.

o Mode Haute disponibilité : accepte les requétes d’entrées/sorties (I0) vers le volume source si le volume cible n’est pas
disponible (ou lorsque la latence est trop importante) pour éviter toute interruption de service. Toutefois, si les écritures sont
acceptés sur le volume source, le volume cible devient obsoléte.

o Mode Haute cohérence : empéche les requétes d’entrées/sorties (E/S) sur volume source si le volume cible n'est pas
disponible, afin de garantir que les deux volumes restent identiques. Toutefois, le volume source ne peut pas étre modifié
pendant cette période, ce qui peut interrompre les opérations.
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Modifier le mode de synchronisation d’une réplication

Utilisez la boite de dialogue Modifier la réplication pour modifier le mode de synchronisation d’une réplication synchrone ou
d’une réplication synchrone simulée. Le mode de synchronisation peut étre modifié sans interruption de service. La réplication est
temporairement désynchronisée lors de la modification du mode de synchronisation.

Prérequis

La réplication ou la réplication simulée doit &tre une réplication synchrone.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Sélectionnez la réplication a modifier, puis cliquez sur # (Modifier).

4. Sélectionnez le mode de synchronisation.

o Mode Haute disponibilité : accepte les requétes d'entrées/sorties (I0) vers le volume source si le volume cible n'est pas
disponible (ou lorsque la latence est trop importante) pour éviter toute interruption de service. Toutefois, si les écritures sont
acceptés sur le volume source, le volume cible devient obsoléte.

e Mode Haute cohérence : empéche les requétes d’entrées/sorties (E/S) sur volume source si le volume cible n’est pas disponible,
afin de garantir que les deux volumes restent identiques. Toutefois, le volume source ne peut pas étre modifié pendant cette
période, ce qui peut interrompre les opérations.

Modifier les attributs de réplication

Utllisez la boite de dialogue Modifier la réplication pour modifier les attributs de réplication tels que le contréle de la bande passante, la
déduplication et I'ajout éventuel de données d'instantané.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EE4 MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.

La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Sélectionnez la réplication a modifier, puis cliquez sur # (Modifier).
4. Modifiez les parametres suivants, si nécessaire :

e Controle de la bande passante de réplication : fournit une liste de définitions qui contrélent I'utilisation de la bande passante
entre les Storage Centers local et distant.

e Déduplication de la réplication : cette option copie uniquement les parties modifiées de I'historique d'Snapshot du volume
source, et non I'ensemble des données capturées lors de chaque Snapshot. La déduplication permet d’économiser de la bande
passante mais sollicite davantage de ressources pour le Storage Center.

e Répliquer I'instantané actif : lorsqu’elle est sélectionnée, cette option copie toutes les données de volume en cours et non
gelées sur le volume. Cette option ne peut pas étre désactivée pour la réplication synchrone.

e Répliquer le stockage au niveau le plus bas : lorsqu’elle est sélectionnée, cette option force I'écriture de toutes les données sur
le niveau de stockage le plus bas du volume cible.

@ REMARQUE : Cette option est disponible uniguement si le type de transfert est asynchrone et uniguement lorsque la
fonction est activée sur la Data Collector.

Suspendre une réplication

La suspension temporaire d'une réplication empéche la copie des données de volume vers le Storage Center distant. La suspension d'une
réplication synchrone peut désynchroniser cette derniere.
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Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu ECd MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.
Sélectionnez la réplication a modifier.

Cliquez sur -.. (Plus d’actions) et sélectionnez Suspendre.

Reprendre une réplication suspendue

La reprise d'une réplication en pause autorise la copie des données de volume vers le Storage Center distant.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu EC MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s'ouvre sur I'onglet Réplications.

Sélectionnez la réplication a modifier.
Cliquez ... sur (Plus d’actions) et sélectionnez Reprendre.

Conversion d'une réplication en Live Volume

Si les serveurs des deux sites local et distant ont besoin d’écrire dans un volume en cours de réplication, vous pouvez convertir une
réplication en Live Volume.

Etapes

1.

Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Dans le menu B2 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.
Sélectionnez la réplication a modifier.

Cliquez sur ... (Plus d’actions) et sélectionnez Convertir en Live Volume.
La boite de dialogue Convertir en Live Volume s’affiche.

Modifiez les attributs de Live Volume si nécessaire. Cliquez sur Aide pour plus d'informations sur les options de la boite de dialogue.
Cliquez sur OK.

Supprimer une réplication

Utilisez I'onglet Réplications pour supprimer une réplication.

Etapes

1.

D
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu ECd MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s'ouvre sur I'onglet Réplications.

Sélectionnez la réplication a supprimer.

Cliquez sur I (Supprimer).
La boite de dialogue Supprimer s'ouvre.

Sélectionnez des options de suppression :
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e Supprimer le point de restauration : cochez cette case pour supprimer le point de restauration de la réplication.
e Supprimer un volume cible : cochez cette case pour afficher les options de suppression du volume cible.
o Recycler le volume cible : cochez cette case pour déplacer le volume cible vers la corbeille sur le Storage Center cible.

o Supprimer le volume cible de maniére permanente : cochez cette case pour ne pas conserver le volume cible supprimé
dans la corbeille (déconseillé).

A AVERTISSEMENT : Si vous supprimez le volume cible, vous ne pouvez plus le récupérer : il est définitivement
supprimé du Storage Center.

6. Cliquez sur OK.

Surveillance des réplications

Surveillez une réplication pour déterminer le niveau d'avancement.

A propos de cette tache

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Filtrer les réplications dans I’onglet Réplication

Vous pouvez filtrer le contenu sous I'onglet Réplication pour afficher uniquement les réplications spécifiques.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EZ4 MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur 'onglet Réplications.

3. Sila vue Réplications ne s’affiche pas, cliquez sur I'onglet Réplications.

4. Cliquez sur V.
Sélectionnez les options a afficher dans la vue Réplication. Par exemple, sélectionnez Storage Center cible et identifiez le nom ou la
partie du nom du Storage Center & inclure, puis cliquez sur Appliquer.

Affichage du Live Volume de gestion pour une réplication gérée
Une réplication gérée réplique les données d’'un Live Volume principal vers un troisieme Storage Center.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EEd MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

8. Sélectionnez la réplication gérée a afficher.
La vue Réplication s'ouvre sur I'onglet Syntheése.

4. Cliquez sur ..., puis sélectionnez Afficher la gestion de Live Volume.

Affichage des Snapshots d'une réplication

Utilisez I'onglet Instantanés de la vue Réplication pour afficher les Snapshots des volumes source et cible.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.
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2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur la réplication a afficher.
La vue Réplication s’'ouvre sur I'onglet Synthése.

4. Sélectionnez I'onglet Instantanés.
Les Snapshots du volume source sont répertoriés sur la gauche et les Snapshots de volume cible sont répertoriés sur la droite.

Afficher le diagramme de croissance d’une réplication
Utilisez I'onglet Croissance de la vue Réplication pour accéder a la progression de la réplication de volume.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EE4 MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s'ouvre sur I'onglet Réplications.

8. Cliquez sur la réplication & afficher.
La vue Réplication s'ouvre sur I'onglet Synthése.

4. Sélectionnez I'onglet Croissance.

5. Sélectionnez la plage de données pour les diagrammes :
e Sélectionnez une plage de dates prédéfinie dans la liste Afficher.

e Sélectionnez Personnalisé dans la liste Affichage et définissez 'heure de début et I'heure de fin spécifiques a afficher dans les
graphigues, puis cliquez sur Mettre a jour.

Afficher les définitions de seuil pour une réplication
Utilisez I'onglet seuils de la vue Réplication pour afficher les définitions de seuil définies pour les réplications et créer de nouveaux seuils.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EEd MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s'ouvre sur I'onglet Réplications.

3. Cliquez sur la réplication a afficher.
La vue Réplication s'ouvre sur I'onglet Syntheése.

4. Sélectionnez I'onglet Seuils.
B. Pour créer un nouveau seulil, cliquez sur Définir des seuils.

Concepts associés

Configuration de définitions de seuil , page 284

Afficher les performances d’E/S d’une réplication

Utilisez I'onglet Performances dans la vue Réplication pour afficher les performances d’E/S de la réplication de volume a partir du
Storage Center principal vers le Storage Center secondaire.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur la réplication a afficher.
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La vue Réplication s'ouvre sur I'onglet Synthése.
4. Sélectionnez I'onglet Performances.

5. Sélectionnez la plage de données pour les diagrammes :
e Sélectionnez une plage de dates prédéfinie dans la liste Afficher.

e Sélectionnez Personnalisé dans la liste Affichage et définissez I'heure de début et 'heure de fin spécifiques a afficher dans les
graphiques, puis cliquez sur Mettre a jour.

Live Volumes Storage Center

Un Live Volume est un volume de réplication qui peut étre adressé et actif a la fois sur les deux Storage Center source et cible. Bien que
les deux Storage Centers acceptent les écritures, lorsqu’un serveur écrit dans le volume cible, les écritures sont redirigées vers le volume
source avant d'étre de nouveau répliquées vers la cible.

Contrairement aux volumes répliqués, les Live Volumes principal et secondaire partagent la méme identité de volume. Cela signifie que les
serveurs voient les volumes principal et secondaire comme un seul et méme volume.

@ REMARQUE : la fonctionnalité Live Volume n'est pas prise en charge sur les systemes de stockage avec connectivité SAS a
l'extrémité avant.

Comportement des parametres QoS de volume lors des opérations liées aux
Live Volume

Les paramétres QoS de volume ou réplication qui ont été définis sont uniquement appliqués sur le cété principal d'un Live Volume. Si le
Storage Center secondaire devient Storage Center principal suite a un échange ou a une récupération apres sinistre (DR), les attributs
QoS de volume et réplication provenant de ce Storage Center sont appliqués. Ce comportement differe de la fagon dont les parametres
QoS de volume sont appliqués lors d'une réplication.

Configuration requise pour Live Volume

Pour créer des Live Volume, vous devez respecter les exigences répertoriées dans le tableau ci-dessous.

Exigence Description

Version de Storage Center Les Storage Centers principal et secondaire doivent exécuter la méme version du logiciel Storage
Center.

Licence Storage Center Les Storage Centers principal et secondaire doivent disposer d'une licence pour Live Volume.

Configuration Unisphere Central | Les Storage Centers principal et secondaire doivent &tre ajoutés a Unisphere Central.
()| REMARQUE : Un Live Volume doit utiliser le méme numéro de LUN sur les Storage Centers
principal et secondaire.

Communication Storage Center | Les Storage Centers principal et secondaire doivent &tre connectés par Fibre Channel ou iSCSI, et

chaque Storage Center doit étre défini sur I'autre Storage Center.

e Sur le Storage Center principal, le Storage Center secondaire doit &tre défini comme Storage
Center distant.

e Sur le Storage Center secondaire, le Storage Center principal doit étre défini comme Storage
Center distant.

Contrdles de bande passante de | Vous devez créer des Controle de bande passante de réplication sur les Storage Centers principal et
réplication secondaire.

Serveur e MPIO doit étre activeé sur le serveur afin d'éviter toute interruption d'E/S.

Types de Live Volume

Vous pouvez créer des Live Volumes en utilisant la réplication asynchrone ou la réplication synchrone.

Storage Center 7.3 et ultérieur assure la prise en charge de 'optimisation ALUA de Live Volumes.
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ALUA Live Volume permet au Storage Center de signaler la priorité des chemins aux serveurs pour les Live Volumes. Les serveurs peuvent
utiliser cette priorité des chemins pour préférer envoyer des E/S aux chemins plus performants. Dans la pratique, les E/S sont dirigées
vers les chemins du Live Volume principal.

Dans Unisphere Central, I'onglet Récapitulatif d'un Live Volume indique si un Live Volume est optimisé pour ALUA. Si des Live Volumes ne
sont pas optimisés pour ALUA, Unisphere Central affiche une alerte et fournit un lien vers un processus guidé pour mettre a jour les Live
Volumes afin de les optimiser pour ALUA.

Roles Live Volume

Il existe deux rdles pour les Live Volumes : principal et secondaire. Ces rbles déterminent le sens de la réplication, et ils peuvent étre
permutés automatiquement ou manuellement. Les performances d'écriture du volume secondaire sont réduites car le volume principal doit
également acquitter ces écritures.

Role Live Volume Description

Principal e Héberge le volume principal, semblable au volume source d'une réplication conventionnelle
Réplique le volume principal vers le volume secondaire
Traite toutes les E/S sur le site principal et sur le site secondaire.

Secondaire e Héberge le volume secondaire
Accepte les E/S du Live Volume et les réachemine vers le volume principal du Storage Center
principal.

Exemple de roles Live Volume

Dans les exemples ci-apres, le serveur envoie une demande E/S qui modifie le volume principal. Les modifications apportées au volume
principal sont répliquées vers le Storage Center secondaire sur Fibre Channel ou iSCSI. Lorsqu'un serveur connecté au Storage Center
secondaire envoie une demande E/S a ce volume secondaire, le Storage Center secondaire retransmet la demande E/S au volume
principal sur le Storage Center principal.

Live Volume avant permutation des roles

| IEs
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Dans le diagramme suivant, le Storage Center principal se trouve a gauche et le Storage Center secondaire est a droite.
Figure 10. Exemple de configuration Live Volume

1. Serveur 2. Demande d’entrées/sorties (I0) du serveur au volume principal
sur Fibre Channel ou iSCSI

3. Volume principal 4. Reéplication Live Volume sur Fibre Channel ou iSCSI
5. Volume secondaire 6. Demande d’entrées/sorties (I0) du serveur au volume
secondaire (retransmise au Storage Center principal par le

Storage Center secondaire)

7. Serveur
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Live Volume apreés permutation des roles

Dans le diagramme suivant, les roles ont été permutés ; le Storage Center secondaire se trouve a gauche et le Storage Center principal est
a droite.

Figure 11. Exemple de configuration Live Volume aprés permutation des roles

1. Serveur 2. Demande d’entrées/sorties (I0) du serveur au volume
secondaire (retransmise au Storage Center principal par le
Storage Center secondaire)

3. Volume secondaire 4. Réplication Live Volume sur Fibre Channel ou iSCSI

5. Volume principal 6. Demande d’entrées/sorties (I0) du serveur au volume principal
sur Fibre Channel ou iSCSI

7. Serveur

Permutation automatique des roles des Live Volume

Vous pouvez configurer les Live Volume afin que les volumes principal et secondaire soient automatiquement permutés lorsque certaines
conditions sont remplies, afin d'éviter les situations ou le volume secondaire regoit plus d'lO que le volume principal.

Attributs déterminant le comportement de permutation des roles

Lorsque la permutation automatique des réles est activée, les limites suivantes déterminent le moment ou la permutation se produit.

Limite de permutation des roles Description

Quantité min. avant permutation Spécifie la quantité minimale d'espace de stockage qui doit étre écrite sur
le Live Volume du Storage Center secondaire avant que les roles soient
permuteés.

Durée min. comme principal avant permutation (Minutes) Spécifie le nombre de minutes devant s'écouler avant que les roles soient
permuteés.

Pourcentage min. sur secondaire avant permutation (%) Indique le pourcentage minimal d'lO qui doit se produire sur le volume
secondaire avant que les roles soient permutés.

Déclenchement d'une permutation automatique des roles

Pour que la permutation automatique des réles se produise, les événements suivants doivent avoir lieu.

Etapes
1. La fonction Permuter automatiquement les réles doit &tre activée pour le Live Volume.
2. Le délai d'attente spécifié dans le champ Durée min. comme principal avant permutation (Minutes) doit expirer.

3. Sur une période de 5 minutes, I'une des limites suivantes doit &tre dépassée pour au moins 70 % des échantillons prélevés pendant
cette période.
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e Quantité min. avant permutation

e Pourcentage min. sur secondaire avant permutation (%)

Basculement automatique des Live Volumes

Lors que le basculement automatique est appliqué, le Live Volume secondaire devient automatiquement le principal en cas de panne. Une
fois que le Live Volume principal est de nouveau en ligne, la restauration automatique peut restaurer la relation des Live Volumes.

Configuration requise pour le basculement automatique du Live Volume

Pour activer le basculement automatique sur un Live Volume, la configuration suivante est nécessaire.

Composant Exigence

Attributs du Live Volume Synchrone
e Disponibilité optimale.
e Protected

Systeme d'exploitation hote du serveur

L'un des systemes d'exploitation suivants :
VMware ESX 6.5

Windows Server 2012 R2 avec Microsoft Hyper-V
Windows Server 2016 avec Microsoft Hyper-V
Windows Server 2019 avec Microsoft Hyper-V

Ports du Data Collector

Activer le trafic entrant sur le port 3033

Répartiteur

Le répartiteur est un service s'exécutant sur le Data Collector qui empéche les Live Volumes principal et secondaire d'étre activés
simultanément. Si le Storage Center secondaire ne peut pas communiquer avec le Storage Center principal, il consulte le répartiteur pour
déterminer si le Storage Center est hors service. Sile Storage Center principal est en panne, le Live Volume secondaire est activé.

Basculement automatique

L 'activation du basculement automatique d'un Live Volume permet d'activer automatiquement le Live Volume secondaire en cas de panne.
Au cours d'un basculement automatique, les €tapes suivantes se produisent.

Légende Objet Légende Objet

1 Storage Center principal 4 Volume Live Volume principal

2 Répartiteur 5 Volume Live Volume secondaire
3 Storage Center secondaire 6 Serveurs

1. Le Storage Center principal tombe en panne.

234 Réplications Storage Center et Live Volumes




T

4l I
e} Lal
3

1
(=

@

ﬂ_' O  -pS

Figure 12. Etape 1
2. Le Storage Center secondaire ne peut pas communiquer avec le Storage Center principal.
Le Storage Center secondaire communique avec le répartiteur et regoit I'autorisation d'activer le Live Volume secondaire.
4. Le Storage Center secondaire active le Live Volume secondaire.
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Figure 13. Etape 4
@l REMARQUE : Lorsque le Storage Center principal est récupéré, le Storage Center empéche le Live Volume de se mettre en ligne.

Restauration automatique d'un Live Volume

|'activation de la restauration automatique permet de réparer la relation entre le Live Volume principal et le Live Volume secondaire apres
récupération a la suite d'une panne. Apres une restauration automatique, le Live Volume secondaire d'origine est conservé en tant que Live
Volume principal. Au cours d'une réparation automatique d'un Live Volume, les étapes suivantes se produisent.

@l REMARQUE : Le Live Volume sera automatiquement restauré, uniqguement si le basculement a été activé automatiquement.
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1. Le Storage Center principal est récupéré apres une panne.
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Figure 14. Etape 1
2. Le Storage Center principal détecte le Live Volume secondaire actif en tant que Live Volume principal.

Le Live Volume sur le Storage Center secondaire devient le Live Volume principal.
4. Le Live Volume sur le Storage Center principal devient le Live Volume secondaire.
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Figure 15. Etape 4

Réplications gérées pour les Live Volumes

Une réplication gérée vous permet de répliquer un Live Volume principal vers un troisieme Storage Center, ce qui vous protege contre la
perte de données au cas ou le site ou résident les Storage Centers principal et secondaire s’arréte. Lorsque les roles des Live Volumes sont
permutés, la réplication gérée suit le volume principal vers I'autre Storage Center.
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Topologies Live Volume avec réplication gérée prises en charge

Trois combinaisons spécifiques de Live Volume type et de réplication gérée sont prises en charge. Le tableau suivant répertorie ces
combinaisons.

Type de Live Volume Type de réplication gérée
Asynchrone Synchrone

Asynchrone Asynchrone

Synchrone Asynchrone

Exemple de configuration Live Volume avec réplication gérée

Les exemples suivants montrent la fagon dont une réplication gérée se comporte avant et apres la permutation des réles Live Volume.

e Comportement du Live Volume : lorsqu’un serveur proche du Storage Center principal envoie une requéte IO qui modifie le volume
principal, les modifications apportées au Live Volume principal sont répliquées vers le Storage Center secondaire sur Fibre Channel ou
iSCSI. Lorsqu’un serveur proche du Storage Center secondaire envoie une requéte IO au Live Volume secondaire, le Storage Center
secondaire envoie la requéte IO au volume principal du Storage Centerprincipal. Ces modifications du volume principal sont ensuite
répliquées vers le volume secondaire.

e Comportement d’une réplication gérée : les modifications apportées au Live Volume principal sont répliquées vers le troisieme
Storage Center sur Fibre Channel ou iSCSI. Lorsqu’une permutation des rdles du Live Volume se produit, la réplication gérée suit le
volume principal vers I'autre Storage Center.

Réplication gérée avant permutation des réles Live Volume

Dans le diagramme suivant, le Storage Center principal se trouve a gauche et le Storage Center secondaire est a droite.
+- = == =

Figure 16. Exemple de configuration Live Volume avec réplication gérée

1. Serveur 2. Demande d’entrées/sorties (I0) du serveur au volume principal
sur Fibre Channel ou iSCSI

3. Volume principal (Live Volume et réplication gérée) 4. Réplication Live Volume sur Fibre Channel ou iSCSI

5. Volume secondaire (Live Volume) 6. Demande d’entrées/sorties (I0) du serveur au volume
secondaire (retransmise au Storage Center principal par le
Storage Center secondaire)

7. Serveur 8. Volume cible (réplication gérée)

9. Réplication gérée sur Fibre Channel ou iSCSI

Réplication gérée aprés permutation des réles Live Volume

Dans le diagramme suivant, les roles ont été permutés ; le Storage Center secondaire se trouve a gauche et le Storage Center principal est
a droite. La réplication gérée a été déplacée pour suivre le volume principal.
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Figure 17. Exemple de configuration Live Volume avec réplication gérée aprés permutation des rdles

1. Serveur 2. Demande d’entrées/sorties (I0) du serveur au volume
secondaire (retransmise au Storage Center principal par le
Storage Center secondaire)

3. Volume secondaire (Live Volume) 4. Réplication Live Volume sur Fibre Channel ou iSCSI

5. Volume principal (Live Volume et réplication gérée) 6. Demande d’entrées/sorties (I0) du serveur au volume principal
sur Fibre Channel ou iSCSI

7. Serveur 8. Volume cible (réplication gérée)

9. Réplication gérée sur Fibre Channel ou iSCSI

Configuration requise pour la réplication gérée

Chaque Storage Center qui participe a la configuration Live Volume te a | réplication gérée doit répondre a des exigences spécifiques.

e |es Storage Centers principal et secondaire (Live Volumes) doivent exécuter la version 6.5 ou supérieure et répondre a la
configuration requise pour Live Volume.

e |e Storage Center de destination (réplication gérée) doit exécuter la version 6.5 ou supérieure, et répondre a la configuration requise
pour la réplication.

Création de volumes Live Volume

Créez un volume Live Volume pour répliquer un volume vers un autre Storage Center tout en autorisant les serveurs a envoyer des IO
pour le volume sur les deux Storage Centers. Cette flexibilité supplémentaire peut servir a réaliser des coupures systéme prévues sans
interrompre la disponibilité des volumes.

A propos de cette tiache

@l REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

Créer un Live Volume

Utilisez I'onglet Live Volumes dans la vue Réplications et Live Volumes pour créer des Live Volumes.

Prérequis
La configuration requise pour Live Volume doit étre respectée.
Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
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2. Dans le menu B33 Mobilité des données, cliguez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.
4. (Facultatif) Filtrez la vue par Storage Center.

a. Dans le volet Filtres, cochez ou décochez les cases en regard des Storage Centers source et cible pour afficher uniguement les
réplications et les Live Volumes intéressants.

b. Cliquez sur Appliquer.
Les options sélectionnées persistent dans la session de navigateur.

5. Dans I'onglet Live Volumes, cliquez sur + ¥ et sélectionnez Nouveau Live Volume.
L'Assistant Nouveau Live Volume s’ouvre.

6. Surla page Sélectionner le Storage Center principal, sélectionnez le Storage Center qui contient le ou les volumes a convertir en
Live Volumes, puis cliquez sur Suivant.

7. Sur la page Sélectionner un volume principal, indiquez si vous souhaitez créer un nouveau volume ou utiliser un volume
existant.
e Sivous utilisez un volume existant, sélectionnez le ou les volumes a convertir en Live Volumes.

e En cas de création d’'un nouveau volume, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.

8. Cliquez sur Suivant.

9. Sur la page Sélectionner un Storage Center secondaire, sélectionnez le Storage Center sur lequel vous souhaitez créer le
Live Volume, puis cliquez sur Suivant.
Si la connectivité Fibre Channel ou iSCSI n'est pas configurée entre les Storage Centers local et distant, une boite de dialogue s'ouvre.
Cliquez sur Oui pour configurer la connectivité iISCSI entre les Storage Centers.

10. Sur la page Sélectionner un volume secondaire, définissez les attributs de volume selon vos besoins. Pour plus d'informations sur
les parametres, cliquez sur Aide.

1. Sur la page Sélectionner I’adressage de serveur du volume cible , sélectionnez le serveur a adresser pour chaque volume affiché.

12. Sur la page Parameétres, sélectionnez le type de transfert, les attributs de réplication et les attributs de Live Volume, puis cliquez sur
Suivant. Pour plus d'informations sur les paramétres, cliquez sur Aide.

13. Sur la page Syntheése, passez en revue le résumé des parametres Live Volume.
e (Cliquez sur Terminer pour créer la réplication et quitter I'Assistant.
e Cliquez sur Arriére pour modifier vos parametres.

Concepts associés

Configuration requise pour Live Volume , page 231

Modification des Live Volumes

Modifiez un Live Volume si vous souhaitez changer les attributs de réplication, changer les attributs Live Volume, convertir le volume en
réplication ou le supprimer.

Permutation du Storage Center principal d’un Live Volume

Si le Storage Center secondaire recoit davantage d’entrées/sorties (E/S) pour un Live Volume que le Storage Center principal, échangez
les réles pour améliorer les performances. Si une coupure est prévue sur le site ou le Storage Center principal se trouve, échangez les
réles avant la coupure pour éviter toute interruption de la disponibilité des volumes. Aprés la échange des rdles, enregistrez les points de
restauration pour garantir que le point de restauration du Live Volume reste a jour.

Prérequis

Le Live Volume doit étre synchronisée ou synchrone.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu B3 Mobilité des données, cliquez sur Réplications et Live Volumes.
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3. Cliquez sur I'onglet Live Volumes.
4. (Facultatif) Filtrez la vue par Storage Center.

a. Dans le volet Filtres, cochez ou décochez les cases en regard des Storage Centers source et cible pour afficher uniguement les
réplications et les Live Volumes intéressants.

b. Cliquez sur Appliquer.
Les options sélectionnées persistent dans la session de navigateur.

5. Sélectionnez le Live Volume a éditer.

6. Cliquez sur ..., puis sélectionnez Echanger le Storage Center principal.
Une boite de dialogue de confirmation s'affiche.

7. Saisissez les informations, puis cliquez sur OK.

Annuler I’échange du rdole du Storage Center

Pour inverser les réles du Storage Center d’origine, annulez I'échange.

Prérequis

Le Live Volume doit étre en cours d’échange de rdles.
Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B33 Mobilité des données, cliguez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.
4. (Facultatif) Filtrez la vue par Storage Center.

a. Dans le volet Filtres, cochez ou décochez les cases en regard des Storage Centers source et cible pour afficher uniguement les
réplications et les Live Volumes intéressants.

b. Cliquez sur Appliquer.
Les options sélectionnées persistent dans la session de navigateur.

5. Sélectionnez le Live Volume a éditer.

6. Cliquez sur ... (Plus d’actions) et sélectionnez Annuler I’échange du Storage Center principal.
Une boite de dialogue de confirmation s'affiche.

7. Saisissez les informations, puis cliquez sur OK.

Modifier le type de transfert d’un Live Volume
Le type de transfert d'une réplication utilisé par un Live Volume peut étre modifié sans interruption du service.

Prérequis

Si le Live Volume gére une réplication synchrone, le type de transfert de réplication du Live Volume doit étre asynchrone.
Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B33 Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4. Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier un Live Volume s’ouvre.

5. Sélectionnez Asynchrone ou Synchrone dans le menu déroulant Type de transfert.
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6. Cliquez sur OK.

Modification du mode de synchronisation d'un Live Volume synchrone

LLe mode de synchronisation d'un Live Volume peut &tre modifié sans interruption du service.

Prérequis

Le Live Volume doit étre un Live Volume synchrone.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu K Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4, Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La bofte de dialogue Modifier un Live Volume s’ouvre.

B. Sélectionnez Haute disponibilité ou Haute cohérence dans le menu déroulant Mode de synchronisation.
6. Cliquez sur OK.

Ajout d'une réplication gérée a un Live Volume

Ajoutez une réplication gérée a un Live Volume pour répliquer le volume principal vers un troisieme Storage Center.

Prérequis

LLes Storage Centers principal, secondaire et cible de la réplication gérée doivent respecter la configuration requise pour la réplication
gérée.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu B Mobilité des données, cliquez sur Réplications et Live Volumes.

Cliquez sur I'onglet Live Volumes.

Sélectionnez le Live Volume a éditer.

o KN

Cliquez sur ... (Plus d’actions) et sélectionnez Ajouter une réplication gérée.
L'Assistant Nouvelle réplication gérée s'ouvre.

6. Surla page Sélectionner le Storage Center cible, sélectionnez le Storage Center sur lequel vous souhaitez ajouter la réplication
gérée, puis cliqguez sur Suivant.

7. Sur la page Sélectionner un volume cible, définissez les attributs de volume selon vos besoins. Pour plus d’informations sur les
parametres, cliquez sur Aide.

8. Sur la page Parameétres, sélectionnez les attributs de transport et de transfert, ainsi que les attributs de réplication, puis cliquez sur
Suivant. Pour plus d'informations sur les paramétres, cliquez sur Aide.

9. Sur la page Synthése, passez en revue les paramétres de réplication gérée.
e Cliquez sur Terminer pour créer la réplication et quitter I'Assistant.
e Cliquez sur Arriére pour modifier vos parametres.

Inclure les données des Snapshot actifs

L’Snapshot actif représente les données de volume actuelles non gelées.
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Prérequis

Le type de transfert de Live Volume doit étre asynchrone.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B3 Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4. Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier un Live Volume s’ouvre.

5. Dans la zone Attributs de réplication, sélectionnez Répliquer les instantanés actifs.
6. Cliquez sur OK.

Activer ou désactiver la déduplication d'un Live Volume

La déduplication réduit la quantité de données transférées et améliore I'efficacité de stockage du Storage Center distant. Pour ce faire,
le systeme copie uniquement les portions de I'historique d'instantané qui ont changé sur le volume source, au lieu de copier toutes les
données capturées par chaque instantané.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B33 Mobilité des données, cliguez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4. Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier un Live Volume s’ouvre.

B. Dans la zone Attributs de réplication, cochez ou décochez Déduplication de la réplication.
6. Cliquez sur OK.

Modifier le controle de la bande passante d’un Live Volume

Sélectionnez un autre contréle de la bande passante pour un Live Volume afin de modifier la maniére dont ce Live Volume utilise la bande
passante.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B3 Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4, Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier un Live Volume s'ouvre.
5. Dans la zone Attributs de réplication, sélectionnez un contréle de la bande passante :

e Dans le menu déroulant Contréle de la bande passante principale, sélectionnez une définition qui sera utilisée pour le
Live Volume par le Storage Center principal.

e Dans le menu déroulant Contrdle de la bande passante secondaire, sélectionnez une définition qui sera utilisée pour le
Live Volume par le Storage Center secondaire.
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6. Cliquez sur OK.

Configuration d'un Live Volume pour écrire les données dans le niveau le plus
bas de la cible

L’option Répliquer le stockage au niveau le plus bas force toutes les données écrites sur le volume cible vers le niveau de stockage le
plus bas configuré pour ce volume. Par défaut, cette option est activée pour les Live Volumes asynchrones.

Prérequis

e Le Live Volume doit étre de type Asynchrone. L'option Répliquer le stockage au niveau le plus bas n'est pas disponible pour les
Live Volumes synchrones.

e | 'option Autoriser le choix du niveau inférieur a la création des Live Volumes doit étre définie dans les paramétres de réplication
Data Collector.

Etapes

A
1. Cliquez sur le menu .
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante, cliquez sur le .
2. Dans le menu EZd Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4, Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier un Live Volume s’ouvre.

B. Cochez la case Répliquer le stockage au niveau le plus bas.
6. Cliquez sur OK.

Autoriser la réplication du stockage au niveau le plus bas

Pour répliquer les données vers le niveau de stockage le plus bas, I'option doit étre définie dans le Data Collector.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Général, puis sélectionnez le sous-onglet Réplication.
Cliquez sur Modifier. La boite de dialogue Paramétres de réplication s'ouvre.
Cochez la case Autoriser le choix du niveau inférieur a la création des Live Volumes.

o o~ o

Cliquez sur OK.

Autoriser la permutation automatique des réles d'un Live Volume

Vous pouvez configurer les Live Volumes afin que les volumes principal et secondaire soient automatiquement échangés lorsque certaines
conditions sont remplies, afin d'éviter les situations ou le volume secondaire regoit plus d’E/S que le volume principal.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.
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Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B3 Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4, Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier un Live Volume s’ouvre.

5. Dans la zone Attributs de Live Volume, cochez la case Echanger automatiquement les roles.

6. (Facultatif) Modifiez le comportement d’échange par défaut en modifiant les valeurs Quantité min. avant échange, Pourcentage
min. sur secondaire avant échange (%) et Durée min. comme principal avant échange (Minutes).

7. Cliquez sur OK.

Reconversion d'un Live Volume en réplication

Si le Storage Center distant n'a pas besoin d’accepter les E/S du Live Volume, vous pouvez convertir ce dernier en réplication
conventionnelle.

A propos de cette tache

Si le Live Volume geére une réplication, la réplication gérée est convertie en réplication non gérée lors de la reconversion du Live Volume.
Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu ECH Mobilité des données, cliguez sur Réplications et Live Volumes.

Cliquez sur I'onglet Live Volumes.

Sélectionnez le Live Volume a inverser.

o A oN

Cliquez sur ... (Plus d’actions) et sélectionnez Revenir a la réplication.
La boite de dialogue Revenir a la réplication s’ouvre.

6. Cliquez sur OK.

Suspension d'un Live Volume

La suspension d'un Live Volume empéche temporairement la copie des données du volume principal vers le volume secondaire.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu ECH Mobilité des données, cliquez sur Réplications et Live Volumes.

Cliquez sur I'onglet Live Volumes.

Sélectionnez le Live Volume a suspendre.

o AN

Cliquez sur ... (Plus d’actions) et sélectionnez suspendre.
La bofte de dialogue Interrompre s'ouvre.

6. Cliquez sur OK.

Reprise d’un Live Volume en pause

La reprise d'un Live Volume en pause autorise la copie des données de volume vers le Storage Center secondaire.
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Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu ECH Mobilité des données, cliquez sur Réplications et Live Volumes.
Cliquez sur I'onglet Live Volumes.
Sélectionnez le Live Volume en pause.

o hoN

Cliquez sur ... (Plus d’actions) et sélectionnez Reprendre
La boite de dialogue Reprendre s’ouvre.

6. Cliquez sur OK.

Créer des définitions d'alerte de seuil pour un Live Volume

Configurez une ou plusieurs définitions d'alerte de seuil pour un Live Volume si vous souhaitez recevoir une notification lorsque des seuils
spécifiques sont atteints. Vous pouvez définir des seuils, comme la quantité de données de réplication en attente de transfert ou le
pourcentage des données de réplication transféré.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu B Mobilité des données, cliquez sur Réplications et Live Volumes.

Cliquez sur I'onglet Live Volumes.

Cliquez sur le Live Volume pour ouvrir la vue Live Volume.

Cliquez sur I'onglet Seuil.

o oA o

Sélectionnez la définition d’alerte pour laquelle vous voulez configurer une alerte de seuil, puis cliquez sur Définir des seuils. La boite
de dialogue Créer des définitions de seuil s'affiche.

7. Configurez les attributs de définition de seuil selon vos besoins, puis cliquez sur OK. Ces attributs sont décrits dans l'aide en ligne.

Supprimer un Live Volume

Utilisez I'onglet Live Volumes pour supprimer un Live Volume.

A propos de cette tache

Si le Live Volume geére une réplication, la réplication gérée est convertie en réplication autonome lors de la suppression du Live Volume.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu B Mobilité des données, cliquez sur Réplications et Live Volumes.

Cliquez sur I'onglet Live Volumes.

Sélectionnez le Live Volume a supprimer.

o Mo

Cliquez sur I (Supprimer).
La boite de dialogue Supprimer s'ouvre.

6. Sélectionnez des options de suppression :

e Supprimer le point de restauration : cochez cette case pour supprimer le point de restauration de la réplication.
e Supprimer un volume cible : cochez cette case pour afficher les options de suppression du volume cible.
o Recycler le volume cible : cochez cette case pour déplacer le volume cible vers la corbeille sur le Storage Center secondaire.
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o Supprimer le volume cible de maniére permanente : cochez cette case pour ne pas conserver le volume cible supprimé
dans la corbeille (déconseillé).
A AVERTISSEMENT : Si vous supprimez le volume cible, vous ne pouvez plus le récupérer : il est définitivement

supprimé du Storage Center.

7. Cliquez sur OK.

Mettre en ligne le Live Volume principal manuellement

Aprés une panne, le Live Volume principal peut étre hors ligne, ce qui empéche de restaurer la relation du Live Volume. Dans ce cas,
mettez manuellement le Live Volume principal en ligne pour I'activer et pour restaurer la relation avec le Live Volume secondaire. Si les
deux Live Volumes sont en panne aprés un basculement, la fonction Mettre principal en ligne permet de sélectionner le Live Volume a
activer.

Prérequis

e S'il est visible pour le Data Collector, le Live Volume principal doit étre arrété.
e S'il est visible pour le Data Collector, le Live Volume secondaire doit &tre arrété.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu B33 Mobilité des données, cliguez sur Réplications et Live Volumes.

3. Cliquez sur I'onglet Live Volumes.
Si un ou plusieurs Live Volumes sont en panne, une banniere s'affiche avec un lien Mettre principal en ligne.

4, Effectuez I'une des opérations suivantes :

a. Cliquez sur Mettre principal en ligne dans la banniere.
b. Sélectionnez le Live Volume a mettre en ligne, puis cliquez sur ... (Plus d’actions) et sélectionnez Mettre principal en ligne

La boite de dialogue Mise en ligne du principal s'affiche.

B. Sélectionnez un ou plusieurs Live Volumes, puis cliquez sur Suivant. (Cette option est disponible uniquement lors du démarrage a
partir du lien Mettre principal en ligne dans la banniere).

6. Sélectionnez le Storage Center sur lequel le Live Volume sera activé.
7. Cliquez sur Suivant.

®| REMARQUE : Une page d'avertissement apparait si Unisphere Central ne gére qu'un seul des Storage Centers.

8. Cliquez sur Terminer.

Forcage de la suppression d'un Live Volume

Forcer la suppression est une option utilisée si les Live Volumes sont a I'état séparé ou si Unisphere Central affiche uniguement I'un des
cbtés du Live Volume car I'autre coté est hors service. Un Live Volume est a I'état séparé si les Live Volumes secondaire et principal sont
tous deux désignés comme principal.

Prérequis

Les deux Live Volumes sont inactifs ou Unisphere Central ne gére qu’un seul des Storage Centers.

A propos de cette tache

Les scénarios suivants permettent de forcer la suppression.

Live Volume a | Basculé | Activer Live Visible par Unisphere Central
supprimer Volume
Principal Non Principal Principal uniquement
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Live Volume a | Basculé | Activer Live Visible par Unisphere Central
supprimer Volume
Principal Qui Secondaire Principal et secondaire
Secondaire Non Principal Secondaire uniguement
Secondaire QOui Secondaire Secondaire uniguement
Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu B Mobilité des données, cliquez sur Réplications et Live Volumes.

Cliquez sur I'onglet Live Volumes.

Sélectionnez le Live Volume a supprimer.

o Mo

Cliquez sur I (Supprimer).
La Boite de dialogue Forcer la suppression s'affiche.

6. Sélectionnez le Storage Center qui va conserver I'ID de périphérique du volume.

®| REMARQUE : Vous ne pouvez sélectionner que les Storage Centers gérés.

7. Cliquez sur OK.

Modification des Live Volumes avec basculement automatique

Les taches suivantes s'appliquent aux Live Volumes avec basculement automatique.

Mise a jour selon le répartiteur local

La mise a jour selon le répartiteur local configure le Data Collector auquel Unisphere Central est connecté en tant que répartiteur.
Unisphere Central permet d’effectuer une mise a jour selon le répartiteur local lorsque le Data Collector actuel n’est pas configuré en tant
que répartiteur. Si un autre Data Collector est configuré en tant que répartiteur, tel qu'un Data Collector distant, ne configurez pas le Data
Collector actuel en tant que répartiteur.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B3 Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes, puis sélectionnez un Live Volume.

4. Cliquez sur ... (Plus d’actions) et sélectionnez Mettre a jour selon le répartiteur local.
La boite de dialogue Mise a jour selon le répartiteur local s’affiche.

5. Sélectionnez un Live Volume.
6. Cliquez sur OK.

Activer le basculement automatique sur un Live Volume

| 'activation du basculement automatique permet au Live Volume de basculer automatiquement vers le Live Volume secondaire apres une
panne. La restauration automatique recrée la relation entre les deux Live Volumes. Le Live Volume actif (précédemment secondaire) reste
principal et le Live Volume principal d'origine devient le Live Volume secondaire.
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Prérequis

Le Live Volume doit étre configuré en tant que synchrone avec haute disponibilité.
Les Storage Centers principal et secondaire doivent étre gérés par Unisphere Central.

Etapes

4
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
Dans le menu ECH Mobilité des données, cliguez sur Réplications et Live Volumes.
Cliquez sur I'onglet Live Volumes.

Sélectionnez le Live Volume a modifier, puis cliquez sur # (Plus d’actions).
La boite de dialogue Modifier un Live Volume s’ouvre.

Cochez la case Basculement automatique.
Pour activer la restauration automatique, cochez la case Restauration automatique.
Cliquez sur OK.

ALUA Live Volume

ALUA (Asymmetric Logical Unit Access) est un ensemble de commandes et de concepts SCSI qui définissent la priorité des chemins pour
les périphériques SCSI. Il permet de décrire des chemins rapides, lents ou arrétés et autorise les transitions entre ces états a 'aide d'un
standard commun. ALUA Live Volume signale les états ALUA actif/optimisé et actif/non optimisé sur les volumes/systémes de stockage
principal et secondaire, respectivement.

Storage Center prend en charge ALUA Live Volume a partir de la version 7.3.

Eléments a prendre en compte pour I'optimisation ALUA Live Volume

ALUA Live Volume est utilisé pour contrdler la priorité des chemins des composants Live Volume principal et secondaire. Par défaut, le
mappage de volume est actif/optimisé sur le chemin du volume principal et actif/non optimisé sur le chemin du volume secondaire. Cette
section fournit des informations relatives aux fonctionnalités de conception d'ALUA Live Volume.

ALUA est automatiquement activé : ALUA Live Volume est automatiquement appliqué lors de la création de Live Volumes dans I'un
des cas suivants. Les Storage Centers principal et secondaire doivent prendre en charge I'optimisation ALUA.

o Création d’'un nouveau Live Volume

o Conversion d'un volume répliqué en Live Volume

o Conversion d’'un volume existant en Live Volume
o

Création d'un Live Volume a partir d'un point de restauration (le point de restauration ne conserve pas les nouvelles informations
ALUA optimisées.)

Lors de la création d'un Live Volume, la fonction des chemins non optimisés de rapport est activée par défaut.

ALUA n’est pas activé automatiquement : ALUA Live Volume n'est pas activé automatiquement dans les circonstances suivantes :

o Echange des roles. Toutefois, si ALUA est activé sur un ou plusieurs systémes, cet état est signalé et persiste.

o Live Volumes existant apres les mises a niveau du systeme. Utilisez I'Assistant Optimisation ALUA pour activer ALUA Live Volume.

Assistant Optimisation ALUA : si un ou plusieurs Live Volumes ne sont pas optimisés pour ALUA, un message s'affiche dans une

banniere en haut de I'onglet Live Volume de la vue Réplications et Live Volumes. Le fait de cliquer sur le lien Mettre a jour selon

I’optimisation ALUA dans la banniere permet d’ouvrir I'Assistant Optimisation ALUA. L’Assistant fournit un processus guidé pour

activer 'optimisation ALUA sur des Live Volumes existants.

@ REMARQUE : Le systeme doit subir une panne de service (comme des rebalayages ou des redémarrages du serveur) afin
d’activer entierement la prise en charge d’ALUA Live Volume. Cette exigence est due a la mémoire des informations de chemin
des pilotes de la sortie d’entrée multichemin (MPIO) sur divers serveurs. Etant donné qu'il s’agit d’une opération perturbatrice,
I'activation de ALUA Live Volume sur des Live Volumes existants doit étre exécutée pendant une fenétre de maintenance.

Création de rapports sur les chemins non optimisés : la création de rapports sur les chemins non optimisés est activée ou

désactivée & l'aide d'une des méthodes suivantes :

o Dans 'Assistant Optimisation ALUA : désactivez ou activez la création de rapports sur les chemins non optimisés en cochant ou
décochant la case Créer des rapports sur les chemins non optimisés (voir Activation de I'optimisation ALUA Live Volume).
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o Dans la boite de dialogue Modifier les paramétres de Live Volume : activez ou désactivez la création de rapports sur les
chemins non optimisés en décochant ou en cochant la case Créer des rapports sur les chemins non optimisés (voir Activation
ou désactivation de la création de rapports sur les chemins non optimisés).

e Environnements Microsoft Windows : |'utilisation de chemins non optimisés n’est pas recommandée dans les environnements
Microsoft Windows et le reporting des chemins non optimisés doit étre désactivé. Lorsque tous les chemins sont signalés comme
non optimisés, les pilotes MPIO ne fonctionnent pas en permutation circulaire comme prévu. Le transfert de données est réduit a un
chemin unique entrainant un basculement sur incident différé.

REMARQUE : certaines versions Windows Server 2016 peuvent prendre en charge correctement la création de rapports sur les
chemins d'acces non optimisés. Pour obtenir plus d'informations & ce sujet et découvrir les meilleures pratiques a mettre en ceuvre
pour configurer MPIO sur Microsoft Server 2016, reportez-vous au livre blanc MPIO sur Microsoft et le stockage Dell EMC SC
Series sur le site du support Dell.

Activation de I'optimisation ALUA Live Volume

Utilisez I'Assistant Optimisation ALUA pour activer I'optimisation ALUA sur des Live Volumes existants éligibles pour étre mis a niveau.

A propos de cette tache

@ REMARQUE : I'activation de la fonctionnalité ALUA Live Volume étant perturbatrice, vous devez 'exécuter pendant une opération
de maintenance.

Etapes

A
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu B3 Mobilité des données, cliquez sur Réplications et Live Volumes.

3. Cliquez sur I'onglet Live Volumes.
La vue Live Volumes s’affiche. Si un Live Volume n’est pas optimisé, un message de banniere s’affiche. Le message indique que les
Live Volumes disponibles sont éligibles a I'optimisation ALUA.

4. Cliquez sur Mettre a jour selon I’optimisation ALUA.
La boite de dialogue Mettre a jour selon I’optimisation ALUA s’affiche.
5. Sélectionnez les Live Volumes a optimiser.
6. Sélectionnez si vous souhaitez réinitialiser les mappages de serveur secondaire.

e Sivous cochez la case Réinitialiser les mappages de serveur secondaire, les adressages de serveur des Live Volumes
secondaires sont réinitialisés et cela provogue une interruption immédiate. Une nouvelle analyse manuelle doit étre effectuée.

e Par défaut, la case Réinitialiser les mappages de serveur secondaire est décochée. Cela ne provoque pas d'interruption. Vous
devez redémarrer les serveurs coté secondaire ultérieurement au cours d’une opération de maintenance.

7. Sélectionnez si vous souhaitez signaler des chemins non optimisés.

e Par défaut, la case Créer des rapports sur les chemins non optimisés est cochée. De ce fait, les Live Volumes créent des
rapports sur les chemins ALUA non optimisés du systéme secondaire.

e Sivous décochez la case Réinitialiser les mappages de serveur secondaire, les Live VVolumes ne signalent pas les chemins
ALUA non optimisés du systéeme secondaire.

@ REMARQUE : L'utilisation de chemins non optimisés n'est pas recommandée dans les environnements Microsoft Windows et

le reporting des chemins non optimisés doit &tre désactivé. Lorsque tous les chemins sont signalés comme non optimisés, les
pilotes MPIO ne fonctionnent pas en permutation circulaire comme prévu. Le transfert de données est réduit @ un chemin unique
entrainant un basculement sur incident différé.

@ REMARQUE : certaines versions Windows Server 2016 peuvent prendre en charge correctement la création de rapports sur les
chemins d’acces non optimisés. Pour obtenir plus d’informations a ce sujet et découvrir les meilleures pratiques a mettre en ceuvre
pour configurer MPIO sur Microsoft Server 2016, reportez-vous au livre blanc MPIO sur Microsoft et le stockage Dell EMC SC
Series sur le site du support Dell.

8. Cliquez sur OK.
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Activation ou désactivation de la création de rapports sur les chemins non
optimisés

Lorsque la fonctionnalité ALUA Live Volume est activée, les chemins non optimisés sont signalés par défaut. Toutefois, ce parametre peut
étre activé ou désactivé pour optimiser les E/S de chemin.

Etapes

A
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu K Mobilité des données, cliquez sur Réplications et Live Volumes.
3. Cliquez sur I'onglet Live Volumes.

4, Sélectionnez le Live Volume a modifier et cliquez sur # (Modifier).
La boite de dialogue Modifier un Live Volume s’ouvre.

B. Dans la zone Attributs du Live Volume, sélectionnez ou désélectionnez le parametre de chemin non optimise.
e Cochez la case Créer des rapports sur les chemins non optimisés pour permettre aux Live Volumes de créer des rapports sur
les chemins ALUA non optimisés du systeme secondaire.
e Décochez la case Créer des rapports sur les chemins non optimisés pour interdire aux Live Volumes de créer des rapports sur
les chemins ALUA non optimisés du systeme secondaire.

6. Cliquez sur OK.

Surveillance des Live Volumes

Surveillez un Live Volume pour déterminer le niveau d'avancement.

Filtrer les Live Volumes dans I’onglet Live Volumes

Vous pouvez filtrer le contenu dans I'onglet Live Volumes pour afficher uniquement les Live Volumes spécifiques.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EEd MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s'ouvre sur I'onglet Réplications.

3. Cliquez sur l'onglet Live Volumes.
La vue Live Volumes s'ouvre.

4. Cliquez sur .
Sélectionnez les options a afficher dans la vue Live Volumes. Par exemple, sélectionnez Storage Center principal et identifiez le
nom ou la partie du nom du Storage Center a ajouter, puis cliquez sur Appliquer.

Affichage de la réplication gérée par un Live Volume

Une réplication gérée réplique les données d'un Live Volume principal vers un troisieme Storage Center.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Live Volumes.
La vue Live Volumes s'ouvre.
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4. Sélectionnez le Live Volume.

B. Cliquez sur ... (Plus d’actions)et sélectionnez Réplication gérée.
L'onglet Réplication s'ouvre a la réplication gérée.

Affichage des instantanés d'un Live Volume
Utilisez I'onglet Snapshots de la vue Live Volume pour afficher les Snapshots du volume source et du volume cible.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EEd MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur 'onglet Réplications.

3. Cliquez sur I'onglet Live Volumes.
La vue Live Volumes s’ouvre.

4. Cliquez sur le Live Volume.
La vue Live Volume s’ouvre.

5. Sélectionnez I'onglet Snapshots.
Les Snapshots des volumes source et cible s'affichent dans la vue.

Afficher le diagramme de croissance du Live Volume
Utilisez I'onglet Croissance de la vue Live Volumes pour accéder a la progression de la réplication du Live Volume.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EEd MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Live Volumes.
La vue Live Volumes s'ouvre.

4. Cliquez sur le Live Volume a afficher.
La vue Live Volumes s’ouvre.

5. Sélectionnez I'onglet Croissance.

6. Sélectionnez la plage de données pour les diagrammes :
e Sélectionnez une plage de dates prédéfinie dans la liste Afficher.

e Sélectionnez Personnalisé dans la liste Affichage et définissez I'heure de début et 'heure de fin spécifiques a afficher dans les
graphiques, puis cliquez sur Mettre a jour.

Afficher les définitions de seuil Live Volume

Utilisez I'onglet Seuils de la vue Live Volumes et définissez des seuils.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu E21 MOBILITE DES DONNEES, cliqguez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Live Volumes.
La vue Live Volumes s'ouvre.

4. Cliquez sur le Live Volume a afficher.
La vue Live Volumes s'ouvre.
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5. Sélectionnez I'onglet Seuils.
6. Pour créer un nouveau seulil, cliquez sur Définir des seuils.

Afficher les performances d’E/S Live Volume
Utilisez I'onglet Performances dans la vue Live Volumes pour afficher les performances d’E/S de réplication.
Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dans le menu EE4 MOBILITE DES DONNEES, cliquez sur Réplications et Live Volumes.
La vue Réplications et Live Volumes s’ouvre sur I'onglet Réplications.

3. Cliquez sur I'onglet Live Volumes.
La vue Live Volumes s’ouvre.

4. Cliquez sur le Live Volume a afficher.
La vue Live Volumes s’ouvre.

5. Sélectionnez I'onglet Performances.
6. Sélectionnez la plage de données pour les diagrammes :
e Sélectionnez une plage de dates prédéfinie dans la liste Afficher.

e Sélectionnez Personnalisé dans la liste Affichage et définissez I'heure de début et 'heure de fin spécifiques a afficher dans les
graphiques, puis cliquez sur Mettre a jour.
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Préparation et activation de la reprise apres
sinistre d'un Storage Center

Activez la reprise apres sinistre afin de restaurer I'acces a vos données dans I'éventualité d'une interruption de service non planifiée.

Sujets :

*  Fonctionnement de la reprise apres sinistre

e Options d’administration de la reprise apres sinistre (DR)
¢ Préparation a la reprise apres sinistre

*  Activation de la reprise aprés sinistre

. Redémarrage des réplications ayant échoué

*  Restauration des réplications et des Live Volumes

e Suppression d'un point de restauration

Fonctionnement de la reprise apres sinistre

La reprise apres sinistre (DR) consiste a activer un volume cible répliqué lorsque le site source échoue. Lorsque le site source est de
nouveau en ligne, le volume source peut étre restauré sur la base du volume stocké sur le site de reprise apres sinistre.

Les diagrammes suivants illustrent chaque étape du processus de reprise aprées sinistre (DR). Bien que cet exemple montre une réplication,
la reprise apres sinistre peut également &tre utilisée pour un Live Volume.

Etape 1: réplication d’un volume vers un site de reprise apreés sinistre
(DR)

Vous pouvez protéger un volume contre les sinistres en le répliquant vers un Storage Center situé sur un site de reprise apres sinistre
(DR).

(

Figure 18. Réplication d’un volume vers un site de reprise aprés sinistre

1. Volume source 2. Reéplication sur Fibre Channel ou iSCSI
3. Volume cible 4. Adressage du serveur sur le volume source

5. Serveur adressé sur le volume source
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Etape 2 : arrét du site source

Lorsque le site source tombe en panne, les données stockées sur le volume source ne sont plus accessibles directement. Toutefois, ces
données ont été répliquées sur le volume cible.

Figure 19. Réplication lorsque le site source tombe en panne

1. Volume source (arréte) 2. Réplication sur Fibre Channel ou iSCSI (arrétée)
3. Volume cible 4. Adressage du serveur sur le volume source (arrété)

5. Serveur adressé sur le volume source (arrété)

Etape 3 : activation de la reprise aprés sinistre par I’administrateur

Un administrateur active la reprise aprés sinistre pour rendre les données du volume cible accessibles. Lorsque la reprise aprés sinistre est
activée, Unisphere Central met le volume cible en ligne et I'adresse a un serveur sur le site de reprise aprés sinistre. Le serveur envoie des
|0 au volume de reprise apres sinistre activé pendant toute la durée de la panne du site source.

Figure 20. Réplication si la reprise apreés sinistre (DR) est activée

1. Volume source (arrété) 2. Réplication sur Fibre Channel ou iSCSI (arrétée)
3. Volume cible (activé) 4. Adressage du serveur sur le volume source (arrété)
5. Adressage du volume sur le volume de reprise apres sinistre 6. Serveur sur le site source

activé

7. Serveur sur le site de reprise aprés sinistre

Etape 4 : restauration de la connectivité avec le site source

Lorsque la panne du site source est corrigée, Storage Manager Data Collector retrouve la connectivité au Storage Center source. La
réplication ne peut pas redémarrer a ce stade, car le volume cible contient des données plus récentes que celles du volume source
d'origine.
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Figure 21. Réplication aprés remise en ligne du site source

1. Volume source 2. Reéplication sur Fibre Channel ou iSCSI (arrétée)
3. Volume cible (activé) 4. Adressage du serveur sur le volume source (démarré ou arrété)
5. Adressage du volume sur le volume de reprise apres sinistre 6. Serveur sur le site source (activé ou arrété)

activé

7. Serveur sur le site de reprise aprés sinistre

Etape 5 : restauration du volume source par un administrateur

Aprés avoir vérifié que le site source est redémarré et entierement opérationnel, un administrateur lance le processus de restauration du
volume source d’origine sur la base du volume de reprise apres sinistre (DR) activé. L'intervention de I'administrateur est requise pendant
le processus de restauration, pour garantir que les 10 sont suspendues pour le volume cible au moment approprié.

Etape 5A : réplication des données du volume de destination vers le site source

Lorsque la restauration est lancée, la cible activée commence a répliquer les données vers le volume source d'origine. L'Snapshot le

plus récent commun & la source d'origine et au volume de reprise apres sinistre (DR) activé est repéré, et les Snapshots ultérieurs sont
répliqués vers le volume source d'origine. Si tous les Snapshots communs ont expiré apres I'activation du volume cible pour la reprise
apres sinistre (DR), un nouveau volume est créé et I'original est placé dans la Corbeille, si bien que vous pouvez le récupérer si nécessaire.
Pendant ce laps de temps, le volume de reprise apres sinistre (DR) activé continue d'accepter les E/S.

| —

[~
7

Figure 22. Volume de reprise aprés sinistre (DR) activé qui réplique les données vers le site source

—3
5 —6

1. Volume source en cours de restauration 2. Réplication sur Fibre Channel ou iSCSI

3. Volume cible (activé) 4. Adressage du volume sur le volume de reprise aprés sinistre
activé

5. Serveur sur le site source (non adressé) 6. Serveur sur le site de reprise apres sinistre
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Etape 5B : désactivation du volume de reprise aprés sinistre

Une fois la réplication synchronisée entre le volume activé pour la reprise apres sinistre (DR) et le volume source d’origine, Unisphere
Central invite I'administrateur a suspendre les 10 vers le volume secondaire.
@ REMARQUE : Les IO doivent étre arrétées avant la désactivation du volume cible car le processus de désactivation annule

I'adressage du volume sur le serveur.

5 —

Figure 23. Le volume activé pour reprise aprés sinistre (DR) est désactivé.

1. Volume source en cours de restauration 2. Reéplication sur Fibre Channel ou iSCSI

3. Volume cible (activé) 4. Adressage du serveur sur le volume activé pour reprise apres
sinistre (10 interrompues)

5. Serveur sur le site source (non adressé) 6. Serveur sur le site de reprise apres sinistre

Etape 5C : activation du volume source

Unisphere Central demande a I'administrateur de désactiver le volume cible et de supprimer son adressage. Le volume source reprend la
réplication vers le volume cible, puis le volume source est activé et adressé sur le serveur sur le site source.

2
Bi—
Figure 24. Volume source restauré activé
1. Volume source restauré et activé 2. Réplication sur Fibre Channel ou iSCSI
3. Volume cible (désactivé) 4. Serveur sur le site source adressé sur le volume source restauré
et active
5. Adressage de serveur supprimé du volume cible 6. Serveur sur le site source

7. Serveur sur le site de reprise apres sinistre
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Options d’administration de la reprise aprés sinistre
(DR)

Utilisez Unisphere Central pour préparer la reprise apres sinistre (DR), pour I'activer et pour restaurer des volumes en échec. Pour vous
assurer qu’aucune panne de site ne vous empéche d’accéder a Unisphere Central pour effectuer des opérations de reprise apres sinistre,
vous pouvez choisir d’'installer un Data Collector distant sur un site de reprise apres sinistre.

Un Data Collector distant permet d’accéder aux options de reprise apres sinistre (DR) d'Unisphere Central lorsque le Data Collector
principal est indisponible. distant.

Préparation a la reprise apreés sinistre

Se préparer a la reprise apres sinistre en enregistrant des points de restauration, en prédéfinissant les parametres DR et en testant ces
derniers.

Procédez comme suit pour implémenter un plan DR :
e [Enregistrement et validation des points de restauration , page 257

e Définition des parametres de reprise apres sinistre des réplications , page 259
e Test de I'activation de la reprise apres sinistre , page 260

Enregistrement et validation des points de restauration

Un point de restauration contient des informations relatives a une réplication ou un Live Volume, y compris les volumes source et cible, les
Storage Centers source et cible, et les Contréles de la bande passante utilisées. Si un Storage Center tombe en panne, ces informations
servent de base a la restauration de la réplication ou du Live Volume.
e Un point de restauration créé pour un Live Volume qui gére une réplication ne contient aucune information sur la réplication gérée.
o Silareprise aprés sinistre (DR) est activée pour le Live Volume avec I'option Conserver le Live Volume, la réplication gérée
continue de fonctionner et suit le volume activé pour la reprise apres sinistre (DR).
o Silareprise apres sinistre est activée pour le Live Volume sans I'option Conserver le Live Volume, la réplication gérée est
supprimée et vous devez la recréer manuellement.
e Un point de restauration pour une réplication gérée par un Live Volume ne contient pas d'informations sur le Live Volume. Si la reprise
apres sinistre (DR) est activée pour la réplication gérée, le Live Volume doit étre recréé manuellement.

Enregistrer les points de restauration pour toutes les réplications et tous les
Live Volumes

Enregistrez les points de restauration pour toutes les réplications et tous les Live Volumes a partir de la vue Reprise aprés sinistre.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu B3 Mobilité des données, cliguez sur Reprise apreés sinistre.
La vue Reprise apreés sinistre s'ouvre sur I'onglet Points de restauration.

3. Cliquez sur Enregistrer tout.
Une boite de dialogue de confirmation s'affiche.

4. Cliquez sur OK.
Un point de restauration est enregistré pour chaque réplication et Live Volume.

Enregistrer un seul point de restauration

Enregistrez un seul point de restauration dans I'onglet Points de restauration de la vue Reprise apreés sinistre.
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Prérequis

Le point de restauration doit afficher un état Actif dans I'onglet Points de restauration.

Etapes

4
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu ECH Mobilité des données, cliquez sur Reprise aprés sinistre.
La vue Reprise aprés sinistre s’ouvre sur I'onglet Points de restauration.
Sélectionnez le point de restauration a enregistrer.

Cliquez sur Enregistrer.
Une boite de dialogue de confirmation s'affiche.

Cliquez sur OK.

Définir un calendrier pour I'enregistrement et la validation automatiques des
points de restauration :

Définir un calendrier pour enregistrer et valider automatiqguement des points de restauration afin de s'assurer que les points de restauration
corrects sont toujours disponibles pour effectuer la reprise apres sinistre.

Etapes

o hoN

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Général, puis sélectionnez le sous-onglet Réplication.
Cliquez sur Modifier. La boite de dialogue Réplication s'ouvre.
Cochez la case Enregistrer et valider automatiquement des points de restauration.

Dans le menu déroulant Fréquence, choisissez la fréquence a laquelle les points de restauration doivent étre automatiquement
enregistrés et validés.

(Facultatif) Si vous avez choisi Quotidien a I'étape précédente, sélectionnez I'heure du jour a laguelle les points de restauration
doivent étre enregistrés et validés, dans le menu déroulant Heure.

Cliquez sur OK.

Validation des points de restauration de réplication

Validez les points de restauration de réplication avant de tester ou d’activer la reprise apres sinistre, afin de vous assurer qu'ils peuvent
étre utilisés pour la reprise apres sinistre.

Etapes

D
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu B Mobilité des données, cliquez sur Reprise aprés sinistre.

La vue Reprise aprés sinistre s'ouvre sur I'onglet Points de restauration.

Cliquez sur Valider tout.

Unisphere Central examine toutes les réplications enregistrées et s'assure qu’elles sont toujours en cours d’exécution. |l affiche les

résultats dans 'onglet Points de restauration. La colonne Etat affiche les résultats de I'opération de validation. Les états disponibles

sont les suivants :

e Démarré : la réplication fonctionne normalement.

e Dégradé : il existe un probléme dans la réplication. La colonne Etat indique pourquoi la réplication ne fonctionne plus. Cette
réplication est éligible pour la reprise apres sinistre (DR).
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e Désactivé : la réplication n’est pas en cours d’exécution. La colonne Etat indique pourquoi la réplication ne fonctionne plus.
Causes possibles : le systeme cible n’est plus disponible, ou bien les volumes source et cible ne sont plus en cours d’exécution.
Cette réplication n’est pas admissible pour la reprise apres sinistre (DR).

4. Siun ou plusieurs points de restauration sont dégradés ou désactivés, prenez des actions correctives :
e Activez un site de reprise apres sinistre (DR).
e Restaurez ou redémarrez la réplication sur le Storage Center source ou cible.
e Supprimez le point de restauration s'il n'est plus nécessaire.

Définition des parametres de reprise apreés sinistre des réplications

La prédéfinition de la reprise apres sinistre (DR) pour un point de restauration de réplication est une étape facultative qui consiste a
configurer les parametres d'activation de la reprise apres sinistre (DR) a I'avance pour un point de restauration de réplication, afin que le
site de reprise aprés sinistre soit prét si le volume cible doit étre activé. Si vous n'avez pas I'intention d’accéder aux données a partir d'un
site cible, vous n'avez pas besoin de prédéfinir les parametres de reprise apres sinistre. |l est impossible de prédéfinir ces parametres pour
les points de restauration des Live Volumes.

Prédéfinir I’activation de la reprise apreés sinistre

Utilisez I'onglet Points de restauration de la vue Récupération aprés sinistre pour prédéfinir une activation de la reprise aprés sinistre.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B3 Mobilité des données, cliquez sur Reprise aprés sinistre.

La vue Reprise aprés sinistre s'ouvre sur I'onglet Points de restauration.
3. Sélectionnez une ou plusieurs réplications dans la liste.

4. Cliquez sur Prédéfinir I’activation.
L’Assistant Prédéfinir I'activation s’ouvre.

5. Passez en revue les informations de la page Prédéfinir les informations d’activation de I'Assistant, puis cliquez sur Suivant.

6. Sur la page Prédéfinir ’activation [ Storage Center—Storage Center], configurez les paramétres de reprise apres sinistre (Dr) pour
le point de restauration.

a. Sélectionnez le point de restauration a modifier, puis cliquez sur Modifier les paramétres d’activation. La boite de dialogue
Modifier les paramétres d’activation s'affiche.

b. Configurez les paramétres de volume de restauration selon vos besoins, puis cliquez sur OK. Ces attributs sont décrits dans I'aide
en ligne.

7. Cliquez sur Suivant.
Si plusieurs points de restauration ont été sélectionnés pour étre définis, I'Assistant [prédéfinir I'activation du Storage Center -
Storage Center] passe au point de restauration suivant. Configurez les parametres de reprise apres sinistre (DR), puis cliquez sur
Suivant pour chaque point de restauration sélectionné.

8. Passez en revue le résumé du fichier de transfert et cliquez sur Terminer.

Exporter les paramétres d’activation

Exportez les paramétres d’activation de la reprise apres sinistre afin de les utiliser sur d’autres Storage Centers ou d’autres plans de reprise
apres sinistre.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu B33 Mobilité des données, cliquez sur Reprise aprés sinistre.
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La vue Reprise aprés sinistre s'ouvre sur I'onglet Points de restauration.

3. Cliquez sur Plus d’actions ¥, puis sélectionnez Exporter les paramétres d’activation.
La page Sélectionner des points de restauration s’ouvre.

4. Sélectionnez un ou plusieurs points de restauration pour lesquels vous souhaitez enregistrer les parametres d’activation.

5. Cliquez sur Suivant.
La page Confirmation s’ouvre.

6. Passez en revue les sélections et cliquez sur Terminer pour exporter les parametres.
Les parameétres sont exportés dans un fichier avec I'extension de fichier . emrp. L'emplacement du fichier varie en fonction des
parametres de votre navigateur. Vous pouvez étre invité a spécifier un emplacement ou le fichier peut étre enregistré a I'emplacement
par défaut du navigateur.

Importer les parameétres d’activation

Importez les parametres d'activation de la reprise apres sinistre créés sur d’autres Storage Centers ou pour d'autres plans de reprise apres
sinistre.

Prérequis

Un fichier des parametres d’activation exportés doit exister. Le fichier exporté est nommé avec I'extension de fichier . emrp.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B33 Mobilité des données, cliguez sur Reprise apreés sinistre.
La vue Reprise aprés sinistre s'ouvre sur I'onglet Points de restauration.

3. Cliquez sur Plus d’actions ¥ et sélectionnez Importer les paramétres d’activation.
La page Choisir un fichier s'ouvre.

4. Passez en revue les informations présentées, puis cliquez sur Oui. je souhaite importer les informations d’activation de la
reprise apres sinistre a partir du fichier.

B. Cliquez sur Choisir un fichier et choisissez le fichier .emrp
Sélectionnez le fichier d’activation, puis cliquez sur Ouvrir.

7. Cliquez sur Suivant.
La page Sélectionner des points de restauration s'ouvre.
8. Sélectionnez un ou plusieurs points de restauration auxquels appliquer les parametres d’activation.
9. Cliquez sur Suivant.
La page Parameétres d’activation s’ouvre.
10. (Facultatif) Configurez les paramétres d’activation de chaque point de restauration.
a. Sélectionnez le point de restauration a modifier, puis cliquez sur Modifier les paramétres d’activation. La boite de dialogue
Modifier les paramétres d’activation s’affiche.
b. Configurez les paramétres de volume de restauration selon vos besoins, puis cliquez sur OK. Ces attributs sont décrits dans I'aide
en ligne.
1. Cliquez sur Suivant.
La page Récapitulatif s'ouvre.

12. Vérifiez les parametres et cliquez sur Terminer pour importer les paramétres.

Test de I’activation de la reprise apreés sinistre

Le test d'activation de la reprise aprés sinistre pour un point de restauration de réplication crée un volume d’affichage activé pour test et

I'adresse sur le serveur approprié sans interrompre le service du volume d’origine. Cela vous permet de vous assurer que votre plan de

reprise apres sinistre (DR) est viable.

e Testez périodiquement I'activation de la reprise apres sinistre (DR) pour les points de restauration afin de vous assurer gqu'ils sont
viables.
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e |es parameétres d'activation de la reprise apres sinistre (DR) spécifiés pour le test d'activation sont conserveés en vue des futures
activations et activations test de DR.

e |l n'est pas possible de tester les points de restauration Live Volume.

Tester I’activation de la reprise apreés sinistre

Utilisez I'onglet Points de restauration dans la vue Récupération aprés sinistre pour tester I'activation de la reprise apres sinistre.

Prérequis

Le point de restauration doit afficher un état Actif dans I'onglet Points de restauration.

Etapes

D
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B33 Mobilité des données, cliguez sur Reprise aprés sinistre.

La vue Reprise aprés sinistre s'ouvre sur I'onglet Points de restauration.
3. Sélectionnez une ou plusieurs réplications dans la liste.

4. Cliquez sur Tester I’activation.
L’'Assistant Tester I’activation s’ouvre.

B. Passez en revue les informations de la page Informations sur le test d’activation de 'Assistant, puis cliquez sur Suivant.
6. Configurez les parametres de reprise apres sinistre (DR) de chaque point de restauration.

a. Sélectionnez le point de restauration a modifier, puis cliquez sur Modifier les paramétres d’activation. La boite de dialogue
Modifier les paramétres d’activation s’affiche.

b. Configurez les paramétres de volume de restauration selon vos besoins, puis cliquez sur OK. Ces attributs sont décrits dans I'aide
en ligne.

7. Cliquez sur Suivant.
Si plusieurs points de restauration ont été sélectionnés pour étre définis, I'Assistant Test d’activation [ Storage Center—Storage
Center] passe au point de restauration suivant. Configurez les parametres de reprise apres sinistre (DR), puis cliquez sur Suivant pour
chaque point de restauration sélectionné.

8. Passez en revue le résumé du fichier de transfert et cliquez sur Terminer.

Supprimer les volumes de test d’activation

Utilisez I'onglet Points de restauration de la vue Reprise aprés sinistre pour supprimer les volumes de test d’activation.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu EZd Mobilité des données, cliquez sur Reprise aprés sinistre.
La vue Reprise aprés sinistre s'ouvre sur I'onglet Points de restauration.
3. Cliquez sur Plus d’actions ¥ et sélectionnez Supprimer des volumes DR de test.
4. Dans la liste, sélectionnez un ou plusieurs volumes de test, puis cliquez sur Suivant.
B. Passez en revue les informations sur la page de confirmation de I'Assistant.

a. Cliquez sur Terminer pour supprimer les volumes sélectionnés et fermer |'Assistant.
b. Cliquez sur Précédent pour sélectionner des volumes différents.
c. Cliquez sur Annuler pour fermer I'Assistant sans supprimer les volumes.
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Activation de la reprise apres sinistre

Activez la reprise apres sinistre (DR) lorsqu'un volume ou un site devient indisponible. Lorsque la reprise apres sinistre est activée, un
volume d'affichage du volume cible (réplication) ou du volume secondaire (Live Volume) d'origine est mis en ligne et adressé sur un
serveur sur le site de reprise apres sinistre. Pour pouvoir activer la reprise apres sinistre pour un volume, vous devez avoir répliqué au
moins un Snapshot vers le site de reprise aprés sinistre.

Types d’activation de la reprise apreés sinistre pour les volumes
Live Volume

Storage Center prend en charge deux types de reprise apres sinistre pour les Live Volumes :

e Conserver le Live Volume : dirige les requétes d'entrées/sorties (I0) vers le volume secondaire en le promouvant au rang de volume
principal. Le Live Volume n’est pas supprimé et peut &tre réparé lorsqu’un administrateur restaure ce volume apres le retour en ligne
du Storage Center source. L'identité du volume est préservée, si bien que I'administrateur n'a pas besoin d'intervenir sur les serveurs
adressés sur ce volume. Si une réplication est gérée par le Live Volume, la réplication gérée est conservée et suit le volume ou la reprise
apres sinistre (DR) est activée.

e Recréer le Live Volume : si I'option Conserver le Live Volume est désactivée ou n’est pas disponible, Unisphere Central supprime le
Live Volume, crée un volume d’affichage et I'adresse sur un serveur. Au cours du processus de restauration, le Live Volume est recréé.
Si une réplication est gérée par le Live Volume, elle est supprimée lors du processus de restauration.

Limitations de I’activation de la reprise aprés sinistre

L'activation de la reprise apres sinistre supprime toutes les réplications qui utilisent le volume activé (volume de destination/secondaire
d’origine) comme volume source.

Activation de la reprise apres sinistre planifiée/non planifiée

Au cours de I'activation de la reprise aprés sinistre, vous pouvez décider si vous souhaitez autoriser I'activation planifiée de reprise apres
sinistre. Le tableau suivant répertorie certaines des différences qui existent entre I'activation planifiée et non planifiée de la reprise apres
sinistre.

Activation de reprise aprés sinistre planifiée Activation de reprise aprés sinistre non planifiée

Les serveurs sur le site de production sont arrétés. Les serveurs sur le site de production ne sont pas arrétés.

Les Storage Centers sur le site de production n'ont pas a étre Les Storage Centers sur le site de production sont arrétés.
arrétés.

Le volume source n'est plus adressé au serveur. Le volume source est toujours adressé aux serveurs de production.

Vous pouvez copier toutes les données restantes avant d'activer le | Des données peuvent étre perdues, en fonction de I'objectif de

systeme d’exploitation, éliminant ainsi la perte de données. point de récupération (RPO).
Le site de production ne se remet pas en ligne pendant que le Les Storage Centers de production, ainsi que les serveurs peuvent
service a basculé sur le site de reprise aprés sinistre. revenir en ligne, ce qui engendre un risque de « split brain ».

Procédures d’activation de la reprise apreés sinistre

Si un site entier cesse d'étre disponible, vous pouvez activer la reprise apres sinistre (DR) pour tous les volumes concernés en une seule
opération. Si un seul volume devient indisponible, activez la reprise aprées sinistre (DR) pour le point de restauration correspondant.

Activer la reprise aprés sinistre

Utilisez I'onglet Points de restauration dans la vue Récupération apreés sinistre pour activer une reprise apres sinistre.
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Prérequis

Enregistrez et validez les points de restauration.

Etapes

4
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

2. Dans le menu B3 Mobilité des données, cliquez sur Reprise aprés sinistre.
La vue Reprise aprés sinistre s’ouvre sur I'onglet Points de restauration.

3. Filtrez les points de restauration affichés a I'aide du volet Filtres :

a. Sélectionnez Prét a étre activé dans le menu Affichage.
b. Cochez ou décochez les cases en regard des Storage Centers dans la liste pour afficher les points de restauration intéressants.

4. Sélectionnez un ou plusieurs points de restauration dans la liste.

5. Cliquez sur Activer.
L’écran Activer de |'Assistant s’ouvre.

6. Passez en revue les informations sur la page Avertissements d’activation de |'Assistant, puis cliquez sur Suivant.
7. Configurez les paramétres de reprise apres sinistre (DR) de chaque point de restauration.

a. Sélectionnez le point de restauration a modifier, puis cliquez sur Modifier les paramétres d’activation. La boite de dialogue
Modifier les paramétres d’activation s’affiche.

b. Configurez les paramétres de volume de restauration selon vos besoins, puis cliquez sur OK. Ces attributs sont décrits dans I'aide
en ligne.

8. Cliquez sur Suivant.
Si plusieurs points de restauration ont été sélectionnés pour étre définis, I'Assistant Activer [ Storage Center—Storage Center] passe
au point de restauration suivant. Configurez les paramétres de reprise apreés sinistre (DR), puis cliquez sur Suivant pour chague point
de restauration sélectionné.

9. Examinez la synthése Activer, puis cliquez sur Terminer.

Redémarrage des réplications ayant échoué

Si un volume source est a jour et fonctionnel, que le systéme cible est disponible, mais qu’une réplication a échoué ou a été supprimée,
vous pouvez redémarrer cette réplication. Pour savoir si une réplication peut étre redémarrée, validez les points de restauration.

Redémarrer une réplication pour un point de restauration

Utilisez I'onglet Points de restauration dans la vue Reprise aprés sinistre pour redémarrer une réplication d'un point de restauration.

Etapes

A
1. Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
2. Dans le menu B3 Mobilité des données, cliquez sur Reprise aprés sinistre.

La vue Reprise aprés sinistre s'ouvre sur I'onglet Points de restauration.
3. Filtrez les points de restauration affichés a I'aide du volet Filtres :

a. Sélectionnez Prét pour étre restauré/redémarré dans le menu Affichage.
b. Cochez ou décochez les cases en regard des Storage Centers dans la liste pour afficher les points de restauration intéressants.

4. Sélectionnez un ou plusieurs points de restauration ayant échoué dans la liste.

5. Cliquez sur Restaurer/Redémarrer.
L’Assistant Restaurer/Redémarrer s’affiche.

6. Vérifiez 'avertissement de redémarrage puis cliquez sur Suivant.
7. Configurez les paraméetres de restauration de chaque point de restauration.

Préparation et activation de la reprise apreés sinistre d'un Storage Center 263



a. Sélectionnez le point de restauration a modifier, puis cliquez sur Modifier les paramétres de restauration. La boite de dialogue
Modifier les paramétres de restauration s'affiche.

b. Modifiez les paramétres de volume et de réplication selon vos besoins, puis cliquez sur OK. Ces attributs sont décrits dans I'aide en
ligne.

8. Cliquez sur Suivant.
Si vous avez sélectionné plusieurs points de restauration pour le redémarrage, 'Assistant Paramétres de restauration/
redémarrage [ Storage Center—Storage Center| passe au point de restauration suivant. Configurez les parametres de reprise
apres sinistre et cliquez sur Suivant pour chaque point de restauration sélectionné.

9. Passez en revue le récapitulatif Restaurer/Redémarrer et cliquez sur Terminer.

Restauration des réplications et des Live Volumes

Vous pouvez restaurer un volume source de réplication ou un Live Volume principal depuis un volume cible de réplication ou un
Live Volume secondaire. La restauration d'un volume est nécessaire lorsqu'il a été supprimé, ou lorsque la reprise aprés sinistre (DR)
a été activée et que des données ont été écrites sur le volume activé.

Options de restauration de volume

Les options de restauration d'un volume varient selon que la reprise apres sinistre (DR) a été activée ou non.

e Restaurer depuis un volume cible non activé : si le volume source n’existe plus, Unisphere Central restaure les données depuis le
volume cible en les répliquant en sens inverse vers un volume source nouvellement créé. Une fois la réplication terminée, Unisphere
Central adresse le nouveau volume source sur le serveur sélectionné et redémarre la réplication du systéme source vers le systeme
cible.

o Restaurer depuis un volume cible activé : Unisphere Central restaure les données depuis le volume cible, y compris toutes
les nouvelles écritures réalisées sur le volume aprés son activation, vers le volume source d’origine. Si le volume source d'origine
n'existe plus, il est recréé. Une fois la restauration terminée, Unisphere Central adresse le volume source sur le serveur sélectionné et
redémarre la réplication du volume source vers le volume cible.

®| REMARQUE : Pour restaurer un volume vers un autre site, consultez support technique (voir https://www.dell.com/support).

Limitations de la restauration de volume

Les limites suivantes s'appliquent a la procédure de restauration de volume.
e Larestauration d’'un volume supprime les réplications qui l'utilisent comme volume source.
e | arestauration d'un Live Volume principal d’origine a I'aide d'une réplication gérée supprime le Live Volume associé.

Restauration d'un Live Volume et d'une réplication gérée

Apres le basculement d'un Live Volume a I'aide d'une réplication gérée, Unisphere Central crée une nouvelle réplication gérée pour le
Live Volume secondaire. Lorsque le systeme Live Volume principal d'origine est remis en ligne et que le Live Volume n'est pas restauré, il
existe deux réplications gérées pour le Live Volume. La restauration du Live Volume entraine la suppression des réplications gérées sur le
Live Volume principal d'origine et conserver la réplication gérée sur le Live Volume secondaire. La permutation des réles du Live Volume
recréera la réplication gérée sur le Live Volume principal d'origine et supprimera la réplication gérée sur le Live Volume secondaire.

Procédures de restauration de volume

Si la reprise aprés sinistre (DR) a été activée pour plusieurs réplications et/ou volumes Live Volume hébergés par une paire de Storage
Center, les volumes concernés peuvent étre restaurés en une seule opération. Si la reprise apres sinistre a été activée pour un seul volume,
utilisez le point de restauration correspondant pour restaurer le volume.

Restaurer un volume en échec a un point de restauration

Utilisez I'onglet Points de restauration dans la vue Récupération aprés sinistre pour activer une reprise apres sinistre.
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Etapes

10.

1.

12.
13.

14.

15.

16.
17.

4
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu ECH Mobilité des données, cliquez sur Reprise aprés sinistre.
La vue Reprise aprés sinistre s’ouvre sur l'onglet Points de restauration.

Filtrez les points de restauration affichés a I'aide du volet Filtres :

a. Sélectionnez Prét pour étre restauré/redémarré dans le menu Affichage.

b. Cochez ou décochez les cases en regard des Storage Centers dans la liste pour afficher les points de restauration intéressants.
Sélectionnez un ou plusieurs points de restauration dégradés ou en échec dans la liste.

Cliquez sur Restaurer/Redémarrer.

L'Assistant Restaurer/Redémarrer s'affiche.

Vérifiez les avertissements de restauration, puis cliquez sur Suivant.

Sélectionnez le point de restauration a modifier, puis cliquez sur Modifier les paramétres de restauration. La boite de dialogue
Modifier les paramétres de restauration s'affiche.

Choisissez une méthode de restauration :

e Sila case a cocher Restaurer le Live Volume est disponible, cochez-la pour réparer le Live Volume en rétablissant la connectivité
entre le volume source d’origine et le volume activé. Cette option doit étre sélectionnée afin de préserver I'identité du volume. Si
le Live Volume gére une réplication, cette option doit étre cochée pour préserver la réplication gérée. Lorsque cette option est
sélectionnée, les options Parameétres du nouveau volume source et Paramétres de réplication ne sont pas disponibles, car
les parametres Live Volume actuels sont utilisés

e Sila case a cocher Restaurer le Live Volume n’est pas disponible ou n'est pas sélectionnée, le Live Volume est recréé a l'aide
des valeurs Parameétres du nouveau volume source et Parameétres de réplication que vous spécifiez. L'identité du volume est
perdue et, si le Live Volume gére une réplication, la réplication gérée est supprimée.

(Réplication uniquement) Si un volume source est en cours de restauration :

e Cochez la case Miroir inverse uniquement afin d'ignorer la recréation de la réplication dans le sens initial et d'utiliser le site de
reprise apres sinistre (DR) comme source.

e Cochez la case Désactiver automatiquement la cible pour supprimer automatiquement les adressages de serveurs sur les
volumes activés sans nécessiter d’intervention de la part de I'administrateur. Cette option est uniquement disponible si la reprise
apres sinistre (DR) a été activée pour le point de restauration. Si cette option est sélectionnée, les IO vers le volume activé doivent
étre arrétées avant la restauration.

Modifiez les valeurs Paramétres du nouveau volume source selon vos besoins. Ces paramétres sont décrits dans I'aide en ligne.
Modifiez les valeurs Parameétres de réplication selon vos besoins. Ces paramétres sont décrits dans I'aide en ligne.
Cliquez sur OK.

Cliquez sur Suivant.

Si vous avez sélectionné plusieurs points de restauration, I'Assistant Paramétres de restauration/redémarrage [ Storage Center
—Storage Center] passe au point de restauration suivant. Configurez les parametres et cliquez sur Suivant pour chaque point de
restauration sélectionné.

Passez en revue le récapitulatif Restaurer/Redémarrer et cliqguez sur Terminer.
Unisphere Central restaure la réplication ou les Live Volume. Utilisez I'onglet Avancement de la restauration pour surveiller la
réplication ou le Live Volume.

Dans I'onglet Avancement de la restauration, lorsque le message de point de restauration indique Miroir synchronisé, en attente
de la désactivation de la cible, interrompez les IO vers le volume cible.

Désactivez le volume cible en sélectionnant le point de restauration, puis en cliquant sur Désactiver la cible.

Cliquez sur Oui pour confirmer la désactivation.
Le volume cible est désactivé, le volume restauré est activé et adressé sur le serveur configuré, et le sens de la réplication est inversé
de sorte que le volume restauré devient la source.

Suppression d’un point de restauration

Si une réplication ou un Live Volume a été supprimé ou ne fonctionne plus et que vous souhaitez le supprimer définitivement, supprimez le
point de restauration associé.
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Prérequis

L'état du point de restauration doit étre en état Dégradé ou Arrété.

Eta

266

pes

4
Cliquez sur le menu ACCUEIL.
La page Unisphere Central Accueil s'affiche.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

Dans le menu ECH Mobilité des données, cliquez sur Reprise aprés sinistre.
La vue Reprise aprés sinistre s’ouvre sur I'onglet Points de restauration.

(Facultatif) Dans le volet Filtres, cochez ou décochez les cases en regard des Storage Centers source et cible pour afficher
uniguement les points de restauration intéressants.

Sélectionnez un ou plusieurs points de restauration dégradés ou désactivés dans la liste.

Cliquez sur Supprimer.
Une boite de dialogue de confirmation s'affiche.

Cliquez sur Oui pour confirmer que vous souhaitez supprimer les points de restauration affichés dans la boite de dialogue.
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Affichage des informations Storage Center

Unisphere permet d'accéder aux informations récapitulatives concernant les Storage Centers gérés, y compris I'historique des
performances d'E/S et I'état du matériel. Utilisez ces informations pour surveiller I'état de vos Storage Centers.

Sujets :

* Informations de récapitulatif

* Affichage des informations détaillées concernant I'utilisation du stockage
e Affichage des données de croissance

*  Exporter les données d'utilisation des E/S

¢ Exportation des données d'utilisation et de surveillance

Informations de récapitulatif

La connexion de Unisphere a un Storage Center fournit un récapitulatif des informations pour un seul Storage Center. Pour afficher des
informations récapitulatives sur un seul Storage Center, utilisez la page RECAPITULATIF du Storage Center.

LLa connexion de Unisphere Central via un Data Collector fournit un récapitulatif des informations de tous les Storage Centers gérés par
le Data Collector. Pour afficher des informations récapitulatives de tous les Storage Centers, utilisez le tableau de bord ACCUEIL de

Unisphere Central.

Widgets Storage Center

Les widgets suivants fournissent des informations récapitulatives pour un Storage Center ou plusieurs Storage Centers, en fonction de
votre configuration. Les widgets Storage Center peuvent &tre réorganisés sur la page.

disponible

systeme, qui inclut I'espace consommeé et I'espace libre.
L’espace libre n'inclut pas la surcharge RAID.

Widget Description Page d'accueil Page Récapitulatif
(plusieurs Storage | Storage Center
Centers) (Storage Center
unique)
Inventaire Informations résumées sur les objets associés au Storage X X
Center (ou aux Storage Centers). Les informations
comprennent les totaux numériques et les indicateurs d'état
graphigues de chaque objet.
Alertes Récapitulatif des alertes les plus récentes détectées par le X X
Storage Center (ou les Storage Centers). Les informations
d'alerte comprennent les totaux numériques et les indicateurs
d'état graphiques de chaque alerte. Cliquez sur Afficher tout
pour ouvrir la vue Alertes, qui fournit la liste de toutes les
alertes et leurs descriptions.
Pourcentage de volumes | Représentation graphigue de la quantité d'espace disque X X
pleins utilisée dans chaque volume.
Prévision de volumes Volumes qui seront probablement pleins sous 7 jours, 14 jours X X
pleins et 28 jours.
Utilisation de I'espace Représentation graphigue de I'espace brut total sur X X
disque le systeme, qui inclut I'espace disponible et I'espace
supplémentaire. L'espace disponible n’inclut pas la surcharge
RAID.
Utilisation de I'espace Représentation graphique de I'espace disponible sur le X X
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Widget

Description

Page d'accueil
(plusieurs Storage
Centers)

Page Récapitulatif
Storage Center
(Storage Center
unique)

Dossiers de disques les
plus utilisés

Représentation graphigue de I'espace disque utilisé par
rapport a I'espace disque disponible par dossier de disques,
notamment le niveau de seuil. Le niveau de seuil est le point
auquel un avertissement d'espace disque est déclenché.

S/0

Matériel

Image du matériel et informations d’identification telles que
les adresses IP et la version du firmware. Cliquez sur

£ (Paramétres) pour ouvrir la boite de dialogue des
parametres du Storage Center.

S/0

E/S par sec sur les ports
frontaux

Taux de transfert des opérations de lecture et d'écriture
entre le Storage Center et I'ndte pour le délai sélectionné.
La fleche dans le coin supérieur droit vous dirige vers une
page qui fournit des informations plus détaillées sur les E/S
par seconde.

S/0

E/S par sec sur les ports
arriere

Taux de transfert des opérations de lecture et d'écriture
entre le Storage Center et les lecteurs reliés au systeme. La
fleche dans le coin supérieur droit vous dirige vers une page
qui fournit des informations plus détaillées sur les E/S par
seconde.

S/0

Bande passante avant

Bande passante des communications entre le Storage Center
et I'nGte. La fleche dans le coin supérieur droit vous dirige
vers une page qui fournit des informations plus détaillées sur
les bandes passantes.

S/0

Bande passante arriére

Bande passante des communications entre le Storage Center
et les lecteurs reliés au systéeme. La fleche dans le coin
supérieur droit vous dirige vers une page qui fournit des
informations plus détaillées sur les bandes passantes.

S/0

E/S en attente

Nombre d’'opérations de lecture et d’écriture en attente.

S/0

Réorganisation des widgets sur la page Récapitulatif

Réorganisez les widgets sur la page Récapitulatif pour afficher les widgets dans I'ordre de votre choix.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche

d’Unisphere Central.

2. Cliquez sur Syntheése.
L'onglet Récapitulatif s'affiche.

[SYNC IF NIV

Voyants d'état

Localisez le widget que vous souhaitez déplacer.

Faites glisser le widget et déposez-le a son nouvel emplacement.
Répétez ces étapes avec tous les widgets que vous souhaitez déplacer.

Unisphere utilise les icdnes et alertes suivantes pour indiquer I'état du systeme.
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lcOnes

Icone Signification

a L'objet est actif démarré et fonctionne normalement.

i L'objet est dans un état dégradé et doit étre examiné.

Q L'objet est arrété et nécessite votre attention.
Alertes

Alerte Signification

Critique ['objet est dans un état critique et peut-étre proche de la panne.

Avertissement Condition susceptible d'entrainer une baisse de performances ou en passe de devenir critique si elle n'est pas

corrigée a été détectée sur le Storage Center.

Informatif Informations sur certaines opérations effectuées ou en cours d'exécution sur le Storage Center.

Affichage des informations détaillées concernant
Iutilisation du stockage

Des informations détaillées sur l'utilisation de stockage sont disponibles pour chaque type de stockage qui est configuré pour un Storage
Center.

Afficher I'utilisation du stockage par niveau et type de RAID

| 'utilisation du stockage par niveau et type RAID s’affiche pour chaque type de stockage.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Types de stockage.
La vue Types de stockage s'affiche.

3. Cliquez sur le sous-onglet Niveaux pour afficher |'utilisation du stockage par niveau et type RAID.

Afficher I'utilisation du stockage par volume
L 'utilisation du stockage par volume s'affiche pour chaque type de stockage.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Types de stockage.
La vue Types de stockage s'affiche.

3. Cliquez sur le sous-onglet Volumes pour afficher I'utilisation du stockage par volume.
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Afficher les rapports de pression Data Progression

Pour chaque type de stockage, le rapport de pression de Data Progression affiche la fagon dont I'espace est alloué, utilisé et planifié
pour changer de types RAID et de niveaux de stockage. Utilisez le rapport de pression de Data Progression pour prendre des décisions
concernant les types de disques a ajouter a un Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu @ STOCKAGE, cliquez sur Types de stockage.
La vue Types de stockage s'affiche.

3. Cliquez sur le sous-onglet Rapport de pression pour afficher le rapport de pression de Data Progression. Par défaut, les données les
plus récentes collectées a partir du Storage Center apparaissent.

4. Pour consulter un rapport Data Progression précédemment créé, sélectionnez le rapport dans le menu déroulant. Les rapports sont
identifiés par la date et I'hneure auxquelles ils ont été créés.

Affichage des données de croissance

Utilisez I'onglet Croissance pour afficher les données historiques de croissance des objets de stockage (par exemple : volumes, serveurs,
disques et types de stockage).

Affichage des données de croissance pour un volume

L’onglet Croissance de la vue Volumes permet d'afficher les données historiques de croissance pour un volume.

Etapes

1. Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Volumes.
La vue Volumes s'affiche.

3. Cliquez sur le nom d'un volume.
L'onglet Résumé s'affiche.

4. Cliquez sur I'onglet Croissance.
Par défaut, la derniere semaine des données de croissance s'affiche.

5. Pour modifier la période des données de croissance qui s'affiche, sélectionnez une période de temps différente a partir du menu
déroulant Affichage.
e Le dernier jour : affiche les données de croissance des dernieres 24 heures.

Les 3 derniers jours : affiche les données de croissance des derniéres 72 heures.

Les 5 derniers jours : affiche les données de croissance des dernieres 120 heures.

La semaine derniére : affiche les données de croissance des 7 derniers jours.

Le mois dernier : affiche les données de croissance du mois précédent.

Personnalisé : affiche des options qui vous permettent de préciser I'heure de début et I'heure de fin des données de croissance a
afficher.

Affichage des données de croissance pour un serveur
L'onglet Croissance de la vue Serveur permet d'afficher les données historiques de croissance pour un serveur.
Etapes

1. Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu @ STOCKAGE, cliquez sur Serveurs.
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La vue Serveurs s'affiche.

Cliquez sur le nom d’un serveur.

L'onglet Résumé s'affiche.

Cliquez sur I'onglet Croissance.

Par défaut, la derniere semaine des données de croissance s'affiche.

Pour modifier la période des données de croissance qui s'affiche, sélectionnez une période de temps différente a partir du menu
déroulant Affichage.

e Le dernier jour : affiche les données de croissance des dernieres 24 heures.

Les 3 derniers jours : affiche les données de croissance des derniéres 72 heures.
Les 5 derniers jours : affiche les données de croissance des dernieres 120 heures.
La semaine derniére : affiche les données de croissance des 7 derniers jours.

Le mois dernier : affiche les données de croissance du mois précédent.

Personnalisé : affiche des options qui vous permettent de préciser I'heure de début et I'heure de fin des données de croissance a
afficher.

Affichage des données de croissance pour un disque

L'onglet Croissance dans la vue Disques permet d’afficher les données historiques de croissance pour un disgue.

Etapes

1.

Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Disques.

La vue Disques s'affiche.

Cliquez sur le nom d’un dossier de disques ou d’un disque.
L'onglet Détails s'affiche dans le volet inférieur.

Cliquez sur l'onglet Croissance dans le volet inférieur.

Par défaut, la derniere semaine des données de croissance s'affiche.

Pour modifier la période des données de croissance qui s’affiche, sélectionnez une période de temps différente a partir du menu
déroulant Affichage.

e Le dernier jour : affiche les données de croissance des derniéres 24 heures.

Les 3 derniers jours : affiche les données de croissance des derniéres 72 heures.

Les 5 derniers jours : affiche les données de croissance des dernieres 120 heures.

La semaine derniére : affiche les données de croissance des 7 derniers jours.

Le mois dernier : affiche les données de croissance du mois précédent.

Personnalisé : affiche des options qui vous permettent de préciser I'heure de début et I'neure de fin des données de croissance a
afficher.

Affichage des données de croissance pour un type de stockage

Accédez a I'onglet Croissance dans la vue Types de stockage afin d’afficher les données historiques de croissance pour un type de
stockage.

Etapes

1.

Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans le menu @ STOCKAGE, cliquez sur Types de stockage.
La vue Types de stockage s'affiche.

Sélectionnez un type de stockage dans le volet Storage Center.
L'onglet Niveaux s'affiche dans le volet inférieur.

Cliquez sur I'onglet Croissance dans le volet inférieur.
Par défaut, la derniere semaine des données de croissance s’affiche.

Pour modifier la période des données de croissance qui s'affiche, sélectionnez une période différente depuis le menu déroulant
Affichage.
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Le dernier jour : affiche les données de croissance des dernieres 24 heures.

Les 3 derniers jours : affiche les données de croissance des dernieres 72 heures.
Les 5 derniers jours : affiche les données de croissance des dernieres 120 heures.
La semaine derniére : affiche les données de croissance des 7 derniers jours.

Le mois dernier : affiche les données de croissance du mois précédent.

Personnalisé : affiche des options qui vous permettent de préciser I'heure de début et I'hneure de fin des données de croissance a
afficher.

Exporter les données d'utilisation des E/S

Vous pouvez exporter les données d’utilisation des E/S pour les systemes, volumes, serveurs, ports, disques, contréleurs, profils de
stockage et profils QoS.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu ail SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

3. Cliquez sur I'onglet Diagrammes d’E/S, puis cliquez sur I'onglet qui contient les données d'utilisation des E/S a exporter.

4. Cliquez sur Exporter I'utilisation E/S.
La boite de dialogue Exporter les données d'utilisation des E/S s'ouvre.

B. Sélectionnez un type de fichier de sortie dans le menu déroulant Type de sortie :
e Valeurs séparées par des virgules (CSV)
e HTML (HyperText Markup Language)
e PDF (Portable Document Format)
e Format Microsoft Excel

6. Dans la zone Options d’utilisation des E/S, sélectionnez les objets de stockage avec les données d'utilisation des E/S a exporter.
7. Cliquez sur OK.

Exportation des données d'utilisation et de surveillance

Vous pouvez exporter les données d'utilisation du stockage et les données de surveillance aux formats CSV, Texte, Excel, HTML, XML ou
PDF.

Exportation de données d'utilisation du stockage pour un seul Storage
Center

Vous pouvez exporter les données d'utilisation du stockage d'un Storage Center individuel et des volumes et serveurs qui lui sont associés.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans la vue Récapitulatif du Storage Center, cliquez sur ...(Plus d'actions), puis sélectionnez Exporter I'utilisation du stockage.
La boite de dialogue Exporter les données d'utilisation du stockage s'ouvre.

3. Sélectionnez le Type de sortie : CSV ( .csv), HTML ( .htm), PDF ( .pdf) ou Excel ( .xIs).

4. Cochez ou décochez la case Convertir les données de taille en unités (octets par défaut). Cette option affiche les données de
taille & l'aide des unités les mieux appropriées aux valeurs affichées. Par exemple, la valeur « 2 097 152 méga-octets » est affichée
sous la forme « 2 To ».

B. Sélectionnez les données d'utilisation du stockage a exporter, en cochant ou décochant les cases dans les onglets Storage Center,
Volume et Serveur.

Par défaut, toutes les données d'utilisation du stockage sont sélectionnées pour I'exportation.
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6. Cliquez sur OK.

Exportation des données d'utilisation du stockage pour plusieurs
Storage Centers

Utilisez Unisphere Central pour pouvoir exporter les données d'utilisation du stockage pour plusieurs Storage Centers et les volumes et
serveurs associés a chaque Storage Center.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur Exporter et sélectionnez Exporter I'utilisation du stockage dans la liste déroulante.
La boite de dialogue Exporter les données d'utilisation du stockage s'ouvre.

3. Sélectionnez le Type de sortie : CSV ( .csv), HTML ( .htm), PDF ( .pdf) ou Excel ( .xIs).

4. Cochez ou décochez la case Convertir les données de taille en unités (octets par défaut). Cette option affiche les données de
taille a l'aide des unités les mieux appropriées aux valeurs affichées. Par exemple, la valeur « 2 097 152 méga-octets » est affichée
sous la forme « 2 To ».

5. Sélectionnez les Storage Centers dont vous souhaitez exporter les données d'utilisation du stockage.

6. Sélectionnez les données d'utilisation du stockage a exporter en cochant ou décochant les cases sous les onglets Storage Center,
Volume et Serveur.

Par défaut, toutes les données d'utilisation du stockage sont sélectionnées pour l'exportation.

7. Cliquez sur OK.

Exportation des données de surveillance pour un seul Storage Center
Vous pouvez exporter les données d'utilisation du stockage d'un Storage Center individuel et des volumes et serveurs qui lui sont associés.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans la vue récapitulative du Storage Center, cliquez sur ... (Plus d'actions), puis sélectionnez Exporter les données de
surveillance.
La boite de dialogue Exporter les données de surveillance s'ouvre.

3. Sélectionnez le Type de sortie : CSV ( .csv), HTML ( .htm), PDF ( .pdf) ou Excel ( .xIs).

4. Sélectionnez les alertes et données de journal a exporter en cochant ou décochant les cases dans la zone Options des données de
surveillance.

5. Cliquez sur OK.

Exportation des données de surveillance de plusieurs Storage Centers
Utilisez Unisphere Central pour exporter les données de surveillance telles que les alertes et le journal, pour plusieurs Storage Centers.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur Exporter et sélectionnez Exporter les données de surveillance dans la liste déroulante.
La boite de dialogue Exporter les données de surveillance s'ouvre.

3. Sélectionnez le Type de sortie : CSV ( .csv), HTML ( .htm), PDF ( .pdf) ou Excel ( .xIs).
4. Sélectionnez les Storage Centers pour lesquels vous souhaitez exporter des données de surveillance.

B. Sélectionnez les alertes et données de journal a exporter en cochant ou décochant les cases dans la zone Options des données de
surveillance.
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6. Cliquez sur OK.
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Surveillance des Storage Centers

Unisphere fournit un emplacement centralisé pour I'affichage des alertes, indications et journaux des Storage Center recueillis par le
Storage Center. Les événements systeme consignés par le Storage Center sont également visibles.

Sujets :

e Alertes de

¢ Alertes Data Collector
e Journaux de

. Seuils

¢ Diagrammes d'E/S
*  Rapports sur les plus actifs

Alertes de

Les alertes signalent l'existence de problemes sur le systéme de stockage ; elles disparaissent automatiquement une fois les problemes
résolus. Les indications avertissent I'utilisateur qu'une intervention peut étre nécessaire sur le systeme de stockage.

Niveaux d'état des alertes et indications

Les niveaux d'état indiquent la gravité des alertes et indications du systéme de stockage.

Tableau 10. Niveaux d'état des alertes et indications

Condition Description

OK/Informer Fournit des informations sur certaines opérations effectuées ou en cours d'exécution sur le Storage
Center.

Dégradé Indique qu'un élément du Storage Center fonctionne actuellement en mode Dégradé. Les éléments
dans cet état peuvent fonctionner indéfiniment mais leurs performances ne sont pas optimales.

Arrété Indique qu'un élément du Storage Center est arrété et actuellement non opérationnel.

Critique Indique qu'un élément du Storage Center est dans un état critique, peut-&tre proche de la panne.

Terminé Indique qu'une opération du Storage Center s'est achevée.

Urgence Indique qu'un élément du Storage Center nécessite votre attention immédiate pour rester
opérationnel.

Suppression Indique qu'un élément du Storage Center a été supprimé.

Non disponible

Indique qu'un élément du Storage Center supposé étre présent est actuellement introuvable pour
utilisation.

Indéfini

Indique une condition du Storage Center qui n'est pas définie par I'une des autres catégories.

Avertissement

Indique une condition susceptible d'entrainer une baisse de performances ou en passe de devenir
critique si elle n'est pas corrigée a été détectée sur le Storage Center.

Affichage des alertes Storage Center

Les alertes représentent les problemes actuellement présents sur le Storage Center.
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Affichage des alertes pour plusieurs Storage Centers

Affichez les alertes concernant plusieurs Storage Centers a I'aide de Unisphere Central connecté a un Data Collector.

Etapes

1. Sivous étes connecté a un Data Collector et qu’un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

3. Cochez la case de chacun des Storage Centers a afficher et décochez celle des Storage Centers a masquer.
L'onglet Alertes affiche les alertes des Storage Centers sélectionnés.

4. Pour actualiser les données d'alerte, cliquez sur C' (Rafraichir).

B. Pour afficher plus d'informations sur une alerte, sélectionnez l'alerte et cliquez sur Plus d'informations.
Un article de la base de connaissances avec des informations a propos de cette alerte s'affiche.

Taches associées

Confirmation des alertes Storage Center , page 276
Exportation des alertes Storage Center , page 277
Suppression des alertes Storage Center , page 277
Sélection des colonnes a afficher , page 278

Affichage des alertes pour un Storage Center unique

Affichez les alertes pour un seul Storage Center dans la vue Alertes.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
2. Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

3. Pour actualiser les données d'alerte, cliquez sur C' (Rafraichir).

4. Pour afficher plus d'informations sur une alerte, sélectionnez I'alerte et cliquez sur Plus d'informations.
Un article de la base de connaissances avec des informations a propos de cette alerte s'affiche.

Taches associées

Confirmation des alertes Storage Center , page 276
Exportation des alertes Storage Center , page 277
Suppression des alertes Storage Center , page 277
Filtrage des alertes Storage Center , page 277
Sélection des colonnes a afficher , page 278

Confirmation des alertes Storage Center

Confirmez les alertes pour indiquer au Storage Center que vous avez lu le message d'alerte et que vous étes informé de I'existence du
probleme.

Etapes
P,
1. Dansle menu SURVEILLANCE, cliquez sur Alertes.

La page Alertes s'affiche.
2. Sélectionnez les alertes a acquitter.
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3.

4.

®| REMARQUE : L'option de confirmation d'une alerte n'est pas affichée si vous avez déja acquitté une alerte.

Cliquez sur Acquitter.
La boite de dialogue Acquitter s'ouvre.

Cliquez sur Oui.

Exportation des alertes Storage Center

Pour exporter des alertes a partir de la vue Alertes :

Etapes

1.

A
Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

Cliquez sur Exporter.
La boite de dialogue Exporter.

Sélectionnez un type de sortie dans le menu déroulant Type de sortie.
Cliquez sur OK.

Suppression des alertes Storage Center

Supprimer des alertes pour les retirer de la vue Alertes.

Etapes

1.

A
Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

Sélectionnez I'alerte a supprimer.

®| REMARQUE : Certains types d'alertes ne peuvent pas étre supprimés.

Cliquez sur Supprimer.
La boite de dialogue Supprimer s'ouvre.

Cliquez sur Oui.

Filtrage des alertes Storage Center

La vue Alertes affiche tous les alertes Storage Center non acquittées par défaut. Vous pouvez €galement personnaliser I'affichage en

filtrant les alertes.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche

d’Unisphere Central.

P,
Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

Cliquez sur % (Filtres des colonnes).

La boite de dialogue Filtres s'ouvre.

Sélectionnez une ou plusieurs des catégories de filtres suivantes :
Gravité

Condition

Date et heure

Message

Storage Center (vue Unisphere Central uniquement)

Nom de source
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Catégorie
Type
Acquitté
Effacée

Sélectionnez une ou plusieurs valeurs de filtre pour les catégories sélectionnées.
Cliquez sur Appliquer.
Cliquez sur X pour fermer la boite de dialogue Filtres.

Sélection des colonnes a afficher

Affichez ou masquez des colonnes afin de personnaliser I'affichage.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

Cliquez sur E Afficher/Masquer les colonnes.
La boite de dialogue Colonnes s'ouvre.

Cochez les cases correspondant aux colonnes a afficher et décochez celles des colonnes a masquer.
Cliquez sur OK pour fermer Colonnes la boite de dialogue.

Envoi immédiat d'alertes et indications Storage Center au Data
Collector

Par défaut, le Data Collector récupere les alertes et indications d'un Storage Center a intervalle régulier. Toutefois, si vous souhaitez que
les alertes et indications s'affichent dans Unisphere Central immédiatement apres leur déclenchement, configurez le Storage Center pour
les envoyer vers le Data Collector.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Depuis 'onglet Récapitulatif onglet, cliquez sur l'icone ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliguez sur I'onglet Alertes et journaux.
Activez la case Envoyer les alertes au Data Collector.
Cliquez sur OK.

Alertes Data Collector

Les alertes Data Collector sont une collection d', qui sont des messages qui ont été générés par des événements dans Unisphere Central.

Vous pouvez consulter les alertes dans I'onglet Data Collector ou configurer Unisphere Central pour qu'il vous les envoie par e-mail
lorsque des événements se produisent.

Types d’alertes du Data Collector

Les alertes Unisphere Central sont classées par sévérité.
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Tableau 11. Types d’alertes du Data Collector

Condition Description
Informer Fournit des informations sur un événement en cours ou terminé sur le Storage Center.
Avertissement Indique une condition susceptible d'entrainer une baisse de performances ou en passe de devenir

critique si elle n'est pas corrigée a été détectée sur le Storage Center.

Erreur Indique qu'une erreur s'est produite sur le Storage Center.

Exception Indique qu'une exception s'est produite sur le Storage Center.

Afficher les alertes du Data Collector

Affichez les alertes du Data Collector a partir de I'onglet Alertes.

Etapes

1.

Si vous étes connecté a un Data Collector et qu’un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

P,
Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

Cliquez sur Data Collector.
Pour actualiser les données d'alerte, cliquez sur Actualiser.
Pour exporter les alertes du Data Collector, cliquez sur Exporter et choisissez un type de sortie.

Exemple d’alerte du Storage Manager Data Collector

Une alerte est générée lorsque la partition de disque sur laquelle se trouve le Storage Manager Data Collector commence a manquer
d’espace.

Si la quantité d’espace disque restante est inférieure a 25 %, un événement présentant un niveau de gravité Warning et le message
Disk partition containing Dell Storage Manager is running low on space s'affichent.

Si la quantité d'espace disque restante est inférieure a 10 %, un événement présentant un niveau de gravité Error et le message
Disk partition containing Dell Storage Manager is running low on space s'affichent.

Si la quantité d’espace disque restante est inférieure a 3%, un événement présentant un niveau de gravité Exception et le message
Disk partition containing Dell Storage Manager is full s'affichent.

Filtrage des alertes du Data Collector

La vue Alertes affiche tous les alertes non acquittées de Storage Center par défaut. Cliquez sur I'onglet Data Collector pour afficher les
alertes du Data Collector.

Etapes

1.

Si vous étes connecté a un Data Collector et qu’un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

A
Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

Cliquez sur I'onglet Data Collector depuis la vue Alertes.

Cliquez sur %7 (Filtres des colonnes).
La boite de dialogue Filtres s'ouvre.

Sélectionnez une ou plusieurs des catégories de filtres suivantes :
e Gravité
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Derniere occurrence
Source

Message

Type

6. Sélectionnez une ou plusieurs valeurs de filtre pour les catégories sélectionnées.
7. Cliquez sur Appliquer.
8. Cliquez sur X pour fermer la boite de dialogue Filtres.

Sélection de la plage de dates des alertes du Data Collector des a
afficher

Vous pouvez afficher les d'alertes du Data Collector spécifique.

Etapes

1. Sivous étes connecté a un Data Collector et qu'un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

A
2. Dans le menu SURVEILLANCE, cliquez sur Alertes.
La page Alertes s'affiche.

3. Cliquez sur I'onglet Data Collector depuis la vue Alertes.

4. Cliquez sur 7 (Filtres des colonnes).
La boite de dialogue Filtres s'ouvre.

B. Spécifiez une date et heure de début dans le champ Derniére occurrence.

a. Cliquez sur l'icbne de calendrier et sélectionnez une date de début dans le calendrier.

b. Cliquez sur l'icdne d'horloge et sélectionnez une heure de début dans la liste déroulante.
6. Indiquez une date et heure de fin dans le champ Derniére occurrence.

a. Cliquez sur l'icbne de calendrier et sélectionnez une date de fin dans le calendrier.
b. Cliquez sur l'icone d'horloge et sélectionnez une heure de fin dans la liste déroulante.

7. Cliquez sur Appliquer.
Cliquez sur X pour fermer la boite de dialogue Filtres.

Configuration d’alertes par e-mail pour les événements Unisphere
Central

Unisphere Central peut étre configuré pour envoyer des rapports automatisés lorsque des événements surveillés se produisent.

A propos de cette tache

Pour configurer Unisphere Central afin qu'il envoie des rapports automatisés par e-mail :

Etapes

1. Configurez les parametres du serveur SMTP sur le Data Collector.

2. Ajoutez une adresse e-mail a votre compte d'utilisateur.

3. Configurez les parametres de notification par e-mail pour votre compte d'utilisateur.

Configurer les paramétres de serveur SMTP

Les parametres de serveur SMTP doivent étre configurés pour que Unisphere Central puisse envoyer des notifications par e-mail.
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Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Environnement, puis cliquez sur le sous-onglet Serveur SMTP.

4. Cliquez sur Modifier.
La boite de dialogue Configuration du serveur SMTP s'affiche.

5. Configurez les paramétres de serveur SMTP en procédant comme suit :

a. Dans le champ Adresse e-mail de I'expéditeur, saisissez |'adresse e-mail & afficher comme expéditeur des e-mails émanant du
Data Collector.

b. Dans le champ Hote ou adresse IP, saisissez le nom d'hdte ou I'adresse IP du serveur SMTP.

¢. Sile numéro de port du serveur SMTP n'est pas 25, saisissez le numéro de port correct dans le champ Port.

d. Sile serveur SMTP nécessite une authentification, cochez la case Authentification, puis saisissez le nom d'utilisateur et le mot de
passe dans les champs Nom d'utilisateur SMTP et Mot de passe utilisateur SMTP.

6. Cliquez sur OK.

Configurer une adresse e-mail pour votre compte d'utilisateur

Pour recevoir des notifications par e-mail, vous devez spécifier une adresse e-mail pour votre compte d'utilisateur.

Prérequis

Les parametres de serveur SMTP doivent étre configurés pour le Data Collector. Si ces parametres ne sont pas configurés, le Data
Collector ne peut pas envoyer d’e-mail.

Etapes

1. Dans le volet supérieur d’Unisphere Central, cliquez sur votre nom d’utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les parameétres utilisateur s'ouvre.

2. Saisissez I'adresse e-mail du compte d’utilisateur dans le champ Adresse e-mail.

3. Sélectionnez le format des e-mails dans le menu déroulant Format d'e-mail.

4. Pour envoyer un message de test a I'adresse e-mail indiquée, cliquez sur E-mail de test et cliquez sur OK.
Vérifiez que le message de test est bien envoyé a I'adresse e-mail spécifiée.

5. Cliquez sur OK.

Taches associées

Configurer les paraméetres de serveur SMTP , page 280

Configurer des parameétres de notification par e-mail pour votre compte
d'utilisateur

Assurez-vous qu'Unisphere Central est configuré de fagon a envoyer des notifications par e-mail & votre compte pour les événements que
vous souhaitez surveiller.

Prérequis

e |es paraméetres de serveur SMTP doivent étre configurés pour le Data Collector. Si ces paramétres ne sont pas configurés, le Data
Collector ne peut pas envoyer d’e-mail.
e Une adresse e-mail doit &tre configurée pour votre compte d'utilisateur.

Etapes

1. Dans le volet supérieur d'Unisphere Central, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les parameétres utilisateur s'ouvre.

2. Cliquez sur I'onglet Gérer les événements.
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3. Cochez la case de chacun des événements pour lesquels vous voulez recevoir une notification.
4. Cliquez sur OK.

Taches associées

Configurer les parametres de serveur SMTP , page 280
Configurer une adresse e-mail pour votre compte d'utilisateur , page 281

Journaux de

Les journaux sont des enregistrements des activités récentes des Storage Centers gérés. Utilisez I'onglet Journaux de pour afficher et
rechercher des événements dans les journaux systeme de stockage.

Affichage des journaux de stockage pour plusieurs Storage Centers
Affichez les journaux de stockage concernant plusieurs Storage Centers a I'aide de Unisphere Central connecté a un Data Collector.

Etapes
1. Sivous étes connecté a un Data Collector et qu'un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,
cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Journaux.
La vue Journaux s'affiche.

3. Cochez la case des Storage Centers a afficher et décochez celle des Storage Centers a masquer.
La vue Journaux vue affiche les journaux de stockage des Storage Centers sélectionnés.

4. Pour actualiser les données du journal, cliquez sur C* (Rafraichir).

Affichage des journaux de stockage pour un Storage Center unique

Les journaux de stockage d'un seul Storage Center s'affichent dans la vue Journaux.

Etapes

1. Sivous étes connecté a un Data Collector et qu'un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

A
2. Dans le menu SURVEILLANCE, cliquez sur Journaux.
La vue Journaux s'affiche.

3. Pour actualiser les données du journal, cliquez sur C' (Rafraichir).

Filtrage des journaux Storage Center

Vous pouvez personnaliser la vue en filtrant les journaux.

Etapes

1. Sivous étes connecté a un Data Collector et qu'un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Journaux.
La vue Journaux s'affiche.

3. Cliquez sur % (Filtres des colonnes).

282 Surveillance des Storage Centers



La boite de dialogue Filtres s'ouvre.

Sélectionnez une ou plusieurs des catégories de filtres suivantes :
Gravité

Date et heure

Storage Center

Contrdleur

Sous-systéme

Message

Cliquez sur Appliquer.
Cliquez sur X pour fermer la boite de dialogue Filtres.

Sélection de la plage de dates des événements de journal a afficher

Vous pouvez afficher les événements de journalisation pour une période donnée.

Etapes

1.

A
Dans le menu SURVEILLANCE, cliquez sur Journaux.
La vue Journaux s'affiche.

Cliguez sur " (Filtres des colonnes).
La boite de dialogue Filtres s'ouvre.

Cochez la case Date et heure.

Spécifiez une date et heure de début.

a. Cliquez sur l'icbne de calendrier et sélectionnez une date de début dans le calendrier.

b. Cliquez sur I'icone d'horloge et sélectionnez une heure de début dans la liste déroulante.
Spécifiez une date et heure de fin.

a. Cliquez sur l'icone de calendrier et sélectionnez une date de fin dans le calendrier.
b. Cliquez sur I'icone d'horloge et sélectionnez une heure de fin dans la liste déroulante.

Cliquez sur Appliquer.
Cliquez sur X pour fermer la boite de dialogue Filtres.

Exportation des journaux Storage Center

Pour exporter les journaux Storage Center depuis la vue Journaux :

Etapes

1.

A
Dans le menu SURVEILLANCE, cliquez sur Journaux.
La vue Journaux s'affiche.

Cliquez sur Exporter.
La boite de dialogue Exporter.

Sélectionnez un type de sortie dans le menu déroulant Type de sortie.
Cliquez sur OK.

Envoi des journaux Storage Center a un serveur Syslog

Modifiez les parametres du Storage Center pour qu'il transmette directement les journaux a un serveur syslog.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

Dans la vue Récapitulatif du Storage Center, cliquez sur % (Paramétres de Storage Center).
La boite de dialogue Paramétres de Storage Center s'ouvre.
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Cliquez sur I'onglet Alertes et journaux ou sur I'onglet Journaux.

Sélectionnez Envoyer les journaux au serveur Syslog.

Dans le champ Hote ou adresse IP, entrez le nom de I'hdte ou I'adresse IP du serveur syslog.
Dans le champ Port, saisissez le numéro de port du serveur syslog.

Cliquez sur OK.

N o oA o

Arrét de I'envoi des journaux a un serveur Syslog
Modifiez les parametres de Storage Center pour arréter d’envoyer les journaux a un serveur syslog.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur ¥#*Paramétres de Storage Center.
La boite de dialogue Paramétres de Storage Center s'ouvre.

3. Cliquez sur I'onglet Alertes et journaux ou sur I'onglet Journaux.
4. Sélectionnez Ne pas envoyer les journaux.
5. Cliquez sur OK.

Seuils

Des alertes de seuil sont automatiquement générées lorsque les seuils définis par I'utilisateur pour I'objet de stockage sont franchis. Les
requétes de seuil vous permettent d’exécuter une requéte sur les données historigues en fonction de criteres de seuil.

Configuration de définitions de seuil

Les définitions de seuil surveillent les mesures d'utilisation des objets de stockage et génerent des alertes si les seuils définis par I'utilisateur
sont franchis.

Les types de mesure d'utilisation pouvant étre surveillés portent sur les entrées/sorties (ES), le stockage et la réplication. Unisphere
Central collecte les données de mesure d'utilisation aupres des Storage Centers gérés. Par défaut, Unisphere Central collecte les données
d'utilisation d'E/S et de la réplication toutes les 15 minutes, et les données d’utilisation du stockage tous les jours a minuit. Les objets de
stockage des Storage Centers sont attribués a des définitions de seuil, contenant chacune une ou plusieurs valeurs de seuil. Lorsque la
valeur d'une mesure surveillée franchit un seuil, une alerte est générée. Si un serveur SMTP est configuré sur le Data Collector, Unisphere
Central envoie un e-mail avec I'alerte de seuil. Il envoie un seul message d'alerte toutes les 24 heures.

@ REMARQUE : Unisphere Central n’envoie qu'un seul e-mail par alerte. Si apres 24 heures, la métrique est toujours égale ou
supérieure a la valeur d'alerte de seuil, un e-mail d’'alerte n’est pas envoyé ; la métrique doit tomber en dessous de la valeur de seuil,
puis dépasser a nouveau ce seuil pour pouvoir générer un e-mail d'alerte.

Procédez comme I'indiquent les sections suivantes pour configurer et afficher des définitions de seuil :

e Paramétrage de définitions de seuil , page 284
e Affectation d'objets de stockage a des définitions de seulil , page 288
e Affectation de définitions de seuil a des objets de stockage , page 288

Paramétrage de définitions de seuil

Vous pouvez créer, visualiser, modifier et supprimer des définitions de seuil.

Création d’une définition de seuil

Créez une définition de seuil pour surveiller I'utilisation des entrées/sorties (10), du stockage ou des réplications.

284 Surveillance des Storage Centers



Prérequis

Pour recevoir des notifications par e-mail pour les alertes de seuil, vous devez configurer les parametres suivants :
e Parametres de serveur SMTP pour le Data Collector

e Adresse e-mail de votre compte d’utilisateur

e Parametres de notification pour votre compte d'utilisateur

A propos de cette tache

Unisphere Central génere des alertes de seuil apres que I'outil Utilisation du stockage a vérifié les mesures d’utilisation et signalé qu'une
définition de seuil a été dépassée. Par défaut, Utilisation du stockage s'exécute tous les jours a minuit.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

Cliquez sur I'onglet Définitions.
Cliquez sur I'+ (Nouveau). La page Général de I'Assistant Créer une définition de seuil s'ouvre.
Entrez un nom pour la définition de seuil dans le champ Nom.

o o N o

Sélectionnez le type de définition a créer dans le menu déroulant Type.
e Utilisation 10 : performances IO des lectures et écritures.

e Stockage : utilisation et croissance du stockage.

e Réplication : statut des réplications.

7. Sélectionnez le type d'objet de stockage a affecter a la définition de seuil, dans le menu déroulant Type d’objet d’alerte.
8. Sélectionnez le type de mesure d'utilisation a surveiller dans le menu déroulant Définition d’alerte.
9. (Facultatif) Pour attribuer la définition de seuil a tous les objets de stockage possédant le type spécifié dans Type d’objet d’alerte,

cochez la case Tous les objets.
Le parametre Tous les objets ne peut pas étre modifié apres la création de la définition de seuil.

10. (Facultatif) Pour configurer la définition de seuil afin de générer des recommandations Volume Advisor de déplacement d’'un ou
plusieurs volumes vers un autre Storage Center, cochez la case Storage Center recommandé.

e | acase Storage Center recommandé n’est disponible que pour les définitions de seuil qui prennent en charge Volume Advisor.

1. Sila case Tous les objets n’a pas été sélectionnée sur I'onglet Général :
a. Cliquez sur Suivant.
La page Ajouter des Storage Centers s’affiche.
b. Cochez les cases de chacun des Storage Centers a ajouter a la définition de seuil.
12. Cliquez sur Suivant.

La page Parameétres s’affiche.

13. Spécifiez les parametres de notification d'alerte pour les seuils Erreur, Avertissement et Informer :

e Parameétres d’erreur : entrez la valeur de seuil que la mesure d'utilisation doit dépasser pour que cela déclenche une alerte selon
un plafond d’activité Erreur. Pour envoyer les alertes de seuil Erreur par e-mail aux administrateurs Unisphere Central, cochez la
case E-mail, puis entrez le nombre d'événements simultanés qui doivent se produire pour déclencher un e-mail d'alerte.

e Parameétres d’avertissement : entrez la valeur de seuil que la mesure d’utilisation doit dépasser pour que cela déclenche une
alerte selon un plafond d’activité Avertissement. Pour envoyer les alertes de seuil Avertissement par e-mail aux administrateurs
Unisphere Central, cochez la case E-mail, puis entrez le nombre d’événements simultanés qui doivent se produire pour déclencher
un e-mail d’alerte.

e Paramétres d’information : entrez la valeur de seuil que la mesure d'utilisation doit dépasser pour que cela déclenche une alerte
selon un plafond d'activité Informer. Pour envoyer les alertes de seuil Informer par e-mail aux administrateurs Unisphere Central,
cochez la case E-mail, puis entrez le nombre d'événements simultanés qui doivent se produire pour déclencher un e-mail d'alerte.
@ REMARQUE : Unisphere Central n’envoie qu’un seul e-mail d’alerte de seuil par période de 24 heures. Le nombre d’e-mails

d’alerte de seuil par période de 24 heures ne peut pas étre configuré. En outre, si la métrique reste égale ou supérieure a la
valeur d'alerte de seuil, un second e-mail d'alerte n'est pas envoyé ; la métrique doit tomber en dessous de la valeur seuil, puis
dépasser a nouveau le seuil pour pouvoir générer un e-mail d'alerte.

14. Pour spécifier les jours de la semaine ou Unisphere Central doit surveiller la définition de seuil :
a. Cochez la case Contrainte de jour.
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®| REMARQUE : Les jours de la semaine ou la définition de seuil est surveillée sont indiqués en bleu.

b. Cliquez sur les jours ou la surveillance ne doit pas avair lieu.

15. Pour spécifier le moment ou Unisphere Central surveille la définition de seuil :
a. Cochez la case Contrainte d’heure.
b. Précisez le début de la période voulue dans le champ Heure de début.
c. Précisez la fin de la période voulue dans le champ Heure de fin.

16. Cliquez sur OK pour créer la définition de seuil.

e Sjvous cochez la case Tous les objets, la définition de seuil est créée et la boite de dialogue Créer une définition de seuil se
ferme.

e Sivous n'avez pas coché la case Tous les objets, la boite de dialogue Ajouter des objets s’ouvre.

17. Cliquez sur Suivant.
La page Résumé s'affiche.

18. Cliquez sur Terminer.

Affichage d’une définition de seuil existante

Sélectionnez une définition de seuil dans I'onglet Définitions pour voir les objets attribués, les alertes de seuil actuelles et I'historique des
alertes de seuil.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s'affiche.

3. Cliquez sur I'onglet Définitions.

4. Dans le volet droit de I'onglet Définitions, cliquez sur le nom de la définition de seuil a afficher.
L'onglet Récapitulatif pour la définition de seuil s'affiche. L'onglet Récapitulatif affiche les parametres de définition de seuil et les
objets de stockage attribués a la définition de seuil.

Les onglets suivants s’affichent également dans la vue Seuils :

e Alertes actives : affiche les alertes de seuil actuellement actives pour la définition de seuil sélectionnée.
e Alertes historiques : affiche les alertes de seuil récentes qui ne sont plus actives pour la définition de seuil sélectionnée.

Modifier une définition de seuil existante

Modifier une définition de seuil afin de modifier le nom, les paramétres de notification ou les parameétres de planification.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dans le menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

Cliquez sur I'onglet Définitions.

4, Sélectionnez la définition de seuil & modifier et cliquez sur I'#" (Modifier).
L’Assistant Modifier une définition de seuil s’affiche.

5. Pour modifier le nom de la définition de seuil, entrez un nouveau nom dans le champ Nom.

6. Pour générer des recommandations Volume Advisor de déplacement d’un ou plusieurs volumes vers un autre Storage Center lorsque le
seuil d'erreur est dépassé, cochez la case Recommander un Storage Center.

@ REMARQUE : La case Recommander un Storage Center est disponible uniquement pour les définitions de seuil qui prennent
en charge Volume Advisor.

7. Cliquez sur Suivant.
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8.

9.

10.

1.

12.

13.

14.

Pour modifier la valeur de seuil et les parametres de notification par e-mail pour l'alerte de seuil Erreur, entrez de nouvelles valeurs dans
les champs Paramétres d'erreur.

Pour modifier la valeur de seuil et les parameétres de notification par e-mail pour l'alerte de seuil Avertissement, entrez de nouvelles
valeurs dans les champs Paramétres d'erreur d'avertissement.

Pour modifier la valeur de seuil et les parametres de notification par e-mail pour l'alerte de seuil Infos, saisissez de nouvelles valeurs
dans les champs Paramétres d’information.

Pour modifier les jours de la semaine ou I'Unisphere Central surveille la définition de seuil :
a. Cochez ou décochez la case Contrainte de jour pour activer ou désactiver la contrainte de jour de la semaine.
b. Sila case Contrainte de jour est cochée, cliquez sur les jours de la semaine ou la surveillance ne doit pas avoir lieu.

®| REMARQUE : Les jours de la semaine ou la définition de seuil est surveillée sont indiqués en bleu.

Pour modifier la période sur laguelle I'Unisphere Central surveille la définition de seuil

e Cochez ou décochez la case Contrainte horaire pour activer ou désactiver la contrainte horaire.

e Sila case Contrainte d’heure est cochée, indiquez le début de la période dans le champ Heure de début, puis indiquez la fin de
la période dans le champ Heure de fin.

Cliquez sur Suivant.

La page Résumé s'affiche.

Cliquez sur Terminer.

Suppression d’une définition de seuil

Si vous n'avez plus besoin d’une définition de seuil, vous pouvez la supprimer.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
Dans le menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s'affiche.

Cliquez sur I'onglet Définitions.

Sélectionnez la définition de seuil & supprimer et cliquez sur I'lll (Supprimer).
La boite de dialogue Supprimer des définitions d’alerte de seuil s'ouvre.

Cliquez sur OK.

Supprimer plusieurs définitions de seuil

Si vous n'avez plus besoin de plusieurs définitions de seuil, vous pouvez les supprimer.

Etapes

1.

Si vous étes connecté a un Data Collector et qu’un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central,

cliquez sur le (Accueil).

La page Unisphere Central Accueil s'affiche.

A
Dans le menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

Cliquez sur I'onglet Définitions.
Utilisez la combinaison Maj+clic et/ou Ctrl+clic pour sélectionner plusieurs définitions de seuil a supprimer.

Cliquez sur l'icone I (Supprimer).
La boite de dialogue Supprimer des définitions d’alerte de seuil s'ouvre.
Cliquez sur OK.
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Affectation d'objets de stockage a des définitions de seuil

Vous pouvez ajouter ou retirer les objets de stockage qui sont surveillés par des définitions de seuil.

Affecter des objets de stockage a une définition de seuil

Ajoutez des objets de stockage a une définition de seuil pour surveiller les objets de stockage.

A propos de cette tache

Il est impossible d'ajouter des objets de stockage a une définition de seuil avec la case Tous les objets cochée.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s'affiche.

3. Cliquez sur I'onglet Définitions.
4. Sélectionnez la définition de seuil a laquelle affecter des objets de stockage.

B. Cliquez sur Ajouter des objets.
L'Assistant Ajouter des objets s'ouvre.

6. Sélectionnez les objets de stockage a affecter a la définition de seuil.

7. Cliquez sur Suivant.
La page Résumé s'affiche.

8. Cliquez sur Terminer.

Suppression de I’attribution d’objets de stockage a une définition de seuil

Supprimez les objets de stockage d’'une définition de seuil pour arréter la surveillance des objets de stockage.

A propos de cette tache

Il est impossible de supprimer des objets de stockage d'une définition de seuil avec la case Tous les objets cochée.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dans le menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

3. Cliquez sur l'onglet Définitions.
4. Sélectionnez la définition de seuil dont vous voulez supprimer des objets de stockage.

5. Cliquez sur Supprimer des objets.
La boite de dialogue Supprimer des objets s'ouvre.

6. Cochez les cases des objets de stockage a supprimer de la définition de seuil.
7. Cliquez sur OK.

Affectation de définitions de seuil a des objets de stockage

Vous pouvez affecter des définitions de seuil a des objets de stockage qui sont accessibles a partir du menu STOCKAGE dans Unisphere
Central.
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Affichage des définitions de seuil attribuées a un objet de stockage ou un Storage Center

Affichez les définitions de seulil affectées a un objet de stockage ou Storage Center dans I'onglet Alertes de seuil.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Pour afficher les définitions de seuil attribuées a un objet de stockage, sélectionnez I'un des objets de stockage suivants dans le menu

El stockack

Volumes : cliquez sur la vue Volumes, sur le nom d’un volume, puis cliquez sur I'onglet Seuils.
Serveurs : cliquez sur la vue Serveurs, sur le nom d’un serveur, puis cliquez sur I'onglet Seuils.
Profils : cliquez sur la vue Profils, sur le nom d’un profil de stockage, puis cliquez sur I'onglet Seuils.
Disques : cliquez sur la vue Disques, sur le nom d'un disque, puis cliquez sur I'onglet Seuils.

P,
3. Pour afficher les définitions de seuil attribuées au Storage Center, sélectionnez Seuils dans le menu SURVEILLANCE.

Attribution d’une définition de seuil a un Controleur

Sélectionnez un contrdleur, puis cliquez sur Configurer les définitions d’alertes de seuil pour attribuer une définition de seuil.

Etapes
1. Sivous étes connecté & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu SYSTEME, cliquez sur Matériel.
La vue Affichage du matériel s'affiche.

3. Sélectionnez le controleur auquel attribuer une définition de seuil.

4. Cliquez sur Définir des seuils.
La boite de dialogue Configurer les définitions de seuil s’affiche.

B. Sélectionnez la définition d’alerte a laquelle affecter une définition de seuil.
Les définitions de seuil qui s’affichent dans le volet Définitions d’alerte disponibles dépendent du type de définition d’alerte
sélectionné.

6. Dans le volet Définitions d’alerte disponibles, sélectionnez la définition de seuil a affecter a la définition d’alerte.

S'il n’existe aucune définition de seuil pour la définition d'alerte sélectionnée, créez-en une en cliquant sur Nouvelle définition de
seuil

7. Cliquez sur Définir des seuils.
La définition de seulil sélectionnée est attribuée a la définition d’alerte.
@ REMARQUE : Pour annuler I'attribution d’'une définition de seuil de la définition d’alerte sélectionnée, sélectionnez la définition de
seuil attribuée dans le volet Définitions d’alertes disponibles, puis cliquez sur le volet Effacer la définition.

8. Cliquez sur Fermer.

Attribution d’une définition de seuil a un objet de stockage ou un Storage Center

Sélectionnez un objet de stockage, puis cliquez sur Configurer les définitions d’alertes de seuil pour attribuer une définition de seuil.

Etapes
1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
2. Pour attribuer une définition de seuil au Storage Center, sélectionnez Seuils dans I', menu SURVEILLANCE et passez |'étape
suivante.

3. Sélectionnez I'objet de stockage auquel attribuer une définition de seuil dans les vues suivantes de I’@, menu STOCKAGE :
e Volumes : cliquez sur le nom du volume auquel affecter la définition de seuil, puis cliquez sur I'onglet Seuil.
e Serveurs : cliquez sur le nom du serveur auquel affecter la définition de seuil, puis cliquez sur I'onglet Seuil.
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e Profils de stockage : cliquez sur la vue Profils, onglet Profils de stockage, sélectionnez le profil de stockage auquel attribuer la
définition de seuil, puis cliquez sur I'onglet Seuils.

e Disques : sélectionnez le disque auquel affecter la définition de seuil, puis cliquez sur I'onglet Seuils.

4. Cliquez sur Définir des seuils.
La boite de dialogue Configurer les définitions de seuil s’affiche.

B. Dans le volet supérieur, sélectionnez la définition d'alerte a laquelle attribuer une définition de seuil.
Dans le volet inférieur, sélectionnez la définition de seuil a attribuer a la définition d’alerte.

7. Cliquez sur Définir des seuils.
La définition de seuil sélectionnée est attribuée a la définition d’alerte.
REMARQUE : Pour annuler I'attribution d’une définition de seuil de la définition d’alerte sélectionnée, sélectionnez la définition de
seuil attribuée dans le volet Définitions d’alertes disponibles et cliquez sur le volet Effacer la définition.

8. Cliquez sur OK.

Affichage et suppression d’alertes de seuil

Les alertes de seuil actuelles et historiques des Storage Centers gérés s’affichent dans 'onglet Alertes.

Les alertes sont mises a jour lorsque les taches de collecte de rapport de stockage sont exécutées. Par défaut, la collecte des rapports
d'utilisation 10 et de réplication est effectuée toutes les 15 minutes, et la collecte du rapport de stockage est effectuée tous les jours a
minuit.

Affichage des alertes de seuil actuelles et historiques

L'onglet Alertes affiche les alertes de seuil actuellement actives et I'historique des alertes de seuil qui ne sont plus actives.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s'affiche.

3. Cliquez sur l'onglet Alertes.

e | e volet Alertes actives affiche toutes les alertes de seuil actuellement actives pour les Storage Centers sélectionnés.
e Le volet Alertes historiques affiche toutes les alertes de seuil qui ne sont plus actives pour les Storage Centers sélectionnés.

Filtrage des alertes de seuil par Storage Center

Par défaut, les alertes s’affichent pour tous les Storage Centers gérés.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

3. Cliquez sur l'onglet Alertes.
4. Utilisez le volet Filtres pour filtrer les alertes de seuil par Storage Center.

e Pour masquer les alertes de seuil d'un seul Storage Center, décochez la case correspondant a ce Storage Center.

e Pour afficher les alertes de seuil d’'un Storage Center qui a été désélectionné, cochez la case correspondant a ce Storage Center.
e Pour masquer les alertes de seuil d'un seuil Storage Centers, décochez la case Storage Centers.

e Pour afficher les alertes de seuil de tous les Storage Centers, cochez la case Storage Centers.
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Exportation des alertes de seuil

LLes données d’alerte de seuil peuvent étre exportées au format de fichier CSV, HTML, PDF ou Excel.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s'affiche.

3. Cliquez sur l'onglet Alertes.
4. Cliquez sur Exporter.

La boite de dialogue Exporter les seuils apparait.
B. Sélectionnez le type de fichier a exporter dans le menu déroulant Type de sortie.
6. Pour exporter les alertes de seuil historiques, cochez la case Seuils historiques.
7. Pour exporter les alertes de seuil actives, cochez la case Seuils en temps réel.
8. Cliquez sur OK.

Affichage de la définition de seuil ayant généré une alerte

Si vous souhaitez afficher la définition de seuil qui a généré une alerte dans le détail, vous pouvez passer a la définition directement & partir

de l'alerte.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dans le menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s'affiche.

3. Cliquez sur I'onglet Alertes.
4. Cliquez sur le sous-onglet Alertes actives ou Alertes historiques.

5. Dans la colonne Définition, cliquez sur le nom de la définition de seuil qui génere I'alerte.
La définition de seuil qui a déclenché I'alerte s'affiche.

Suppression de ’historique des alertes de seuil

Si une alerte historique est devenue inutile, vous pouvez la supprimer.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dans le menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

Cliquez sur l'onglet Alertes.

4. Cliquez sur I (Supprimer).
La boite de dialogue Supprimer des alertes s'ouvre.

5. Cliquez sur OK.

Configuration de notifications par e-mail pour les alertes de seuil

Unisphere Central peut étre configuré pour envoyer des notifications par e-mail lorsqu’un seuil d’'alerte est dépassé.
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Pour recevoir des notifications par e-mail d’'alertes de seuil :

1.
2,
3.

®

Configurez les paramétres du serveur SMTP sur le Data Collector.

Ajoutez une adresse e-mail a votre compte d'utilisateur.

Configurez vos parametres de compte d'utilisateur pour envoyer une notification par e-mail lorsqu’une alerte de seuil est dépassée.
REMARQUE : Unisphere Central ne peut envoyer qu’'un e-mail d’alerte de seuil par 24 heures. Le nombre d’alertes de seuil par
période de 24 heures ne peut pas étre configuré.

LLa combinaison d’une période de 24 heures pour les e-mails d'alerte de seuil et d’'un intervalle de collecte par défaut de quatre heures
de l'utilisation du stockage peut entrainer I'annulation de I'envoi des e-mails d’alerte de seuil pour un jour particulier. Le tableau suivant
indigue comment I'envoi d'un e-mail d’alerte de seuil peut étre annulé le dimanche, dans le cas ou I'envoi des e-mails d’alerte de seuil
commence le lundi @ minuit :

Tableau 12. Exemple d’horaires des e-mails d’alertes de seuil

Jour de semaine | Heure de I’e-mail d’alerte de seuil Efﬁ;ogz g'eem":iilgz;g;n;zﬂ:tg;::;t: de seuil + intervalle de
Lundi 12:00 AM (00:00) le lundi Période de 24 heures + intervalle de collecte de 4 h
Mardi 04:00 AM (04:00) le mardi Période de 24 heures + intervalle de collecte de 4 h
Mercredi 08:00 AM (08:00) le mercredi Période de 24 heures + intervalle de collecte de 4 h
Jeudi 12:00 PM (12:00) le jeudi Période de 24 heures + intervalle de collecte de 4 h
Vendredi 04:00 PM (16:00) le vendredi Période de 24 heures + intervalle de collecte de 4 h
Samedi 08:00 PM (20:00) le samedi Période de 24 heures + intervalle de collecte de 4 h
Dimanche/lundi 12:00 AM (00:00) le lundi Période de 24 heures + intervalle de collecte de 4 h

Configurer les parameétres de serveur SMTP

Les

parametres de serveur SMTP doivent &tre configurés pour que Unisphere Central puisse envoyer des notifications par e-mail.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Environnement, puis cliquez sur le sous-onglet Serveur SMTP.

Cliquez sur Modifier.

La boite de dialogue Configuration du serveur SMTP s'affiche.

Configurez les paramétres de serveur SMTP en procédant comme suit :

a. Dans le champ Adresse e-mail de I'expéditeur, saisissez I'adresse e-mail a afficher comme expéditeur des e-mails émanant du
Data Collector.

b. Dans le champ Hote ou adresse IP, saisissez le nom d'hote ou I'adresse IP du serveur SMTP.

C. Sile numéro de port du serveur SMTP n'est pas 25, saisissez le numéro de port correct dans le champ Port.

d. Sile serveur SMTP nécessite une authentification, cochez la case Authentification, puis saisissez le nom d'utilisateur et le mot de
passe dans les champs Nom d'utilisateur SMTP et Mot de passe utilisateur SMTP.

Cliquez sur OK.

Configurer une adresse e-mail pour votre compte d'utilisateur

Pour recevoir des notifications par e-mail, vous devez spécifier une adresse e-mail pour votre compte d'utilisateur.
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Prérequis

Les paramétres de serveur SMTP doivent étre configurés pour le Data Collector. Si ces paramétres ne sont pas configurés, le Data
Collector ne peut pas envoyer d’e-mail.

Etapes

1. Dans le volet supérieur d'Unisphere Central, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les paramétres utilisateur s'ouvre.

2. Saisissez I'adresse e-mail du compte d'utilisateur dans le champ Adresse e-mail.

3. Sélectionnez le format des e-mails dans le menu déroulant Format d'e-mail.

4. Pour envoyer un message de test a I'adresse e-mail indiquée, cliquez sur E-mail de test et cliquez sur OK.
Vérifiez que le message de test est bien envoyé a I'adresse e-mail spécifiée.

5. Cliquez sur OK.

Taches associées

Configurer les parametres de serveur SMTP , page 280

Configuration des notifications d’alerte de seuil pour votre compte d’utilisateur

Configurez Unisphere Central pour envoyer les notifications d'alerte de seuil a votre compte d'utilisateur.

Prérequis

e |es parametres de serveur SMTP doivent &tre configurés pour le Data Collector. Si ces parametres ne sont pas configurés, le Data
Collector ne peut pas envoyer d'e-mail.

e Une adresse e-mail doit étre configurée pour votre compte d'utilisateur.

Etapes

1. Dans le volet supérieur d'Unisphere Central, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les parameétres utilisateur s'ouvre.

2. Cliquez sur 'onglet Gérer les événements.
3. Cochez la case Alertes de seuil.
4. Cliquez sur OK.

Exécution de requétes de seuil

Les requétes de seuil vous permettent d'interroger des données historiques sur la base de criteres de seuil.

Par exemple, si un Storage Center subit un pic d'utilisation d'E/S, vous pouvez créer une requéte de seuil pour découvrir les criteres de
seuil qui peuvent détecter les pics d'utilisation d’E/S. Lorsque vous trouvez les bons critéres de seuil, vous pouvez utiliser la fonction Créer
une définition de seuil pour surveiller I'utilisation d’E/S sur le Storage Center dans le futur.

Affichage des requétes enregistrées

Les requétes de seuil enregistrées s’affichent dans le volet Requétes.

A propos de cette tache

Les requétes publiques sont accessibles a tous les utilisateurs Unisphere Central.Les requétes privées sont uniguement accessibles pour
I'utilisateur ayant créé la requéte.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
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La vue Seuils s’affiche.

3. Cliquez sur 'onglet Requétes.
Les requétes publigues et privées sont affichées dans le volet Requétes.

4. Dans la zone Requétes, sélectionnez la requéte a afficher.
Les informations sur la requéte s’affichent a droite de la zone Requétes.

Création d’une requéte de seuil

Créez une reqguéte de seuil pour tester les parametres de définition de seuil par rapport aux données historiques. Les nouvelles requétes
peuvent étre exécutées immeédiatement ou enregistrées pour une utilisation ultérieure.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Dansle menu SURVEILLANCE, cliquez sur Seuils.

La vue Seuils s’affiche.
3. Cliquez sur I'onglet Requétes.
4. Procédez comme suit pour créer un filtre de requéte :

a. Cliquez sur I'+ (Créer un filtre de requéte).

La boite de dialogue Créer un filtre de requéte s'ouvre.

b. Saisissez un nom pour la requéte dans le champ Nom.
(Facultatif) Pour rendre la requéte disponible pour les autres utilisateurs Unisphere Central, cochez la case Public.
d. Indiquez sila requéte concerne un Storage Center spécifique ou tous les Storage Centers.

o

e Pour sélectionner un Storage Center spécifique pour la requéte, sélectionnez un Storage Center a partir du menu déroulant
Storage Center.
e Pour sélectionner tous les Storage Centers pour la requéte, cochez la case Tous les Storage Centers.

Sélectionnez le type de requéte a créer dans le menu déroulant Type.

Sélectionnez le type d’'objet de stockage a interroger dans le menu déroulant Type d’objet d’alerte.

Sélectionnez le type de statistiques d'utilisation a interroger dans le menu déroulant Définition d’alerte.

Sélectionnez la période que doit couvrir la requéte, dans le menu déroulant Heure de début.

i. Saisissez la valeur de seuil que la mesure d'utilisation doit dépasser dans le champ Valeur de seuil.

j. Pour spécifier le nombre de fois ou la mesure d'utilisation doit dépasser la valeur de seuil, remplissez le champ Occurrences.

SQ o

Pour renvoyer uniqguement les résultats gqui se sont produits successivement, cochez la case Consécutive(s).
k. Cliquez sur OK.

Exécution d’une requéte de seuil enregistrée

Vous pouvez sélectionner et exécuter une requéte de seuil enregistrée.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

3. Cliquez sur 'onglet Requétes.
Les requétes publiques et personnelles s'affichent dans le volet Requétes.

4. Dans la zone Requétes, sélectionnez la requéte a exécuter.

5. Cliquez sur Exécuter.
Les résultats de la requéte s'affichent dans la zone Résultats de requéte.
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Exportation des résultats d’une requéte de seuil

Les résultats d’'un seuil peuvent étre exportés au format de fichier CSV, HTML, PDF ou Excel.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s'affiche.

3. Cliquez sur I'onglet Requétes.
Les requétes publigues et personnelles s’'affichent dans le volet Requétes.

4. Sélectionnez une requéte dans le volet Requétes.

B. Cliquez sur Exécuter.
Les résultats de la requéte s’affichent dans la zone Résultats de requéte.

6. Sélectionnez le type de fichier a exporter dans le menu déroulant Type de sortie.
7. Cliquez sur OK.

Information associée

Création d’'une requéte de seulil , page 294

Modifier une requéte de seuil enregistrée

Modifiez une requéte de seuil enregistrée si vous souhaitez modifier les parametres de filtre.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

A
2. Dans le menu SURVEILLANCE, cliquez sur Seuils.
La vue Seuils s’affiche.

3. Cliquez sur I'onglet Requétes.
Les requétes publiques et privées sont affichées dans le volet Requétes.

4. Dans la zone Requétes, sélectionnez la requéte a éditer.

5. Cliquez sur Modifier.
La boite de dialogue Modifier la requéte est ouverte. Modifiez les paramétres de la requéte, selon vos besoins.

6. Cliquez sur OK.

Diagrammes d’E/S

Utilisez I'onglet Diagramme d’E/S dans la vue Performances pour afficher les données de performances en temps réel et historiques
d’'un Storage Center, ainsi que les objets de stockage associés.

Afficher les données de performances d’un systéme

Utilisez I'onglet Diagrammes d’E/S pour afficher les données de performances d’un systeme Storage Center.

Etapes

1. Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dansle menu ail SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.
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Cliquez sur I'onglet Diagrammes d’E/S, puis cliquez sur le sous-onglet Systéme.

e | e diagramme Frontal affiche les données de performances pour la communication frontale.

e |e diagramme Principal affiche les données de performances pour la communication principale.
e | e diagramme E/S en attente affiche le nombre d’'opérations en attente.

Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.
Pour exporter les données de performances vers un fichier, cliquez sur Exporter I'utilisation E/S.

Affichage des données de performances pour les volumes

L'onglet Volumes permet d’afficher les données de performances des volumes Storage Center.

Etapes

1.

Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

Cliquez sur I'onglet Diagrammes d’E/S, puis cliquez sur le sous-onglet Volumes.
Les diagrammes affichent les données de performances pour tous les volumes par défaut.
Pour afficher les données de performances d'un volume spécifique, sélectionnez le volume dans le volet de navigation Volumes.

Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.

Pour exporter les données de performances vers un fichier, cliquez sur Exporter I’utilisation E/S.

Affichage des données de performances pour les serveurs

L’onglet Serveurs permet d’afficher les données de performances des serveurs et HBA connectés a un Storage Center.

Etapes

1.

Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

Cliquez sur I'onglet Diagrammes d’E/S, puis cliquez sur le sous-onglet Serveurs.
Les diagrammes affichent des données de performances pour tous les serveurs par défaut.

Pour afficher les données de performances d'un serveur spécifique ou HBA, sélectionnez le serveur ou HBA dans le volet de navigation
Serveurs.

Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.

Pour exporter les données de performances vers un fichier, cliquez sur Exporter I’utilisation E/S.

Affichage des informations de performances pour les ports

Utilisez I'onglet Ports pour afficher les données de performances des ports et domaines de pannes Storage Center.

Etapes

1.

Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

P,
Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

Cliquez sur I'onglet Diagrammes d’E/S, puis cliquez sur le sous-onglet Ports.
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Le diagramme affiche les données de performances pour tous les domaines de pannes par défaut.

Pour afficher les données de performances d'un port ou domaine de pannes spécifique, sélectionnez le port ou le domaine de pannes
dans le volet de navigation Domaines de pannes.

4. Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.

5. Pour exporter les données de performances vers un fichier, cliquez sur Exporter I'utilisation E/S.

Affichage des informations de performances des disques
L'onglet Disques permet d'afficher les données de performances des disques Storage Center.

Etapes

1. Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
2. Dansle menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

3. Cliquez sur I'onglet Diagrammes d’E/S, puis cliquez sur le sous-onglet Disques.
Les diagrammes affichent les données de performances de tous les disques par défaut.

Pour afficher les données de performances d'un dossier de disques ou d’un disque spécifique, sélectionnez le dossier de disques ou le
disque a partir du volet de navigation Disques.

4. Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.

B. Pour exporter les données de performances vers un fichier, cliquez sur Exporter I’utilisation E/S.

Affichage des informations de performances des contréleurs
Utilisez I'onglet Volumes pour afficher les données de performances des contréleurs Storage Center.

Etapes
1. Connectez-vous & un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
2. Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

3. Cliquez sur I'onglet Diagrammes d’E/S, puis sur le sous-onglet Controleurs.
Les diagrammes affichent les données de performances de tous les contréleurs par défaut.

Pour afficher les données de performances d’un serveur spécifique ou d’une carte d’E/S, sélectionnez le controleur ou la carte d'E/S
dans le volet de navigation Controleurs.

4. Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.

B. Pour exporter les données de performances vers un fichier, cliquez sur Exporter I'utilisation E/S.

Affichage des informations de performances pour les profils de
stockage

L'onglet Profils de stockage permet d'afficher les données de performances des profils de stockage Storage Center.
Etapes

1. Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

P,
2. Dansle menu SURVEILLANCE, cliquez sur Performances.
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3.

5.

La vue Performances s'affiche.

Cliquez sur les Diagrammes d’E/S, puis cliquez sur le sous-onglet Profils de stockage.

Les diagrammes affichent les données de performances pour tous les profils de stockage par défaut.

Pour afficher les données de performances d'un profil de stockage spécifique, sélectionnez le profil de stockage dans le volet de
navigation Profils de stockage.

Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.

Pour exporter les données de performances vers un fichier, cliquez sur Exporter I’utilisation E/S.

Affichage des informations de performances pour les profils QoS

L’onglet Profils QoS permet d'afficher les données de performances des profils QoS Storage Center.

Etapes

1.

Connectez-vous a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

Cliquez sur I'onglet Diagrammes d’E/S, puis sur le sous-onglet Profils QoS.
Les diagrammes affichent des données de performances pour tous les profils QoS par défaut.

Pour afficher les données de performances d'un profil QoS spécifique, sélectionnez le profil QoS dans le volet de navigation Profils
QoS.

Pour afficher les données historiques de performances, sélectionnez le bouton radio Historique.
Pour afficher les données de performances en temps réel, sélectionnez le bouton radio Temps réel.

Pour exporter les données de performances vers un fichier, cliquez sur Exporter I’utilisation E/S.

Exporter les données d'utilisation des E/S

Vous pouvez exporter les données d'utilisation des E/S pour les systemes, volumes, serveurs, ports, disques, contrdleurs, profils de
stockage et profils QoS.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

P,
Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

Cliquez sur I'onglet Diagrammes d’E/S, puis cliquez sur I'onglet qui contient les données d'utilisation des E/S a exporter.

Cliquez sur Exporter I'utilisation E/S.

La boite de dialogue Exporter les données d'utilisation des E/S s'ouvre.

Sélectionnez un type de fichier de sortie dans le menu déroulant Type de sortie :

e Valeurs séparées par des virgules (CSV)

e HTML (HyperText Markup Language)

e PDF (Portable Document Format)

e Format Microsoft Excel

Dans la zone Options d’utilisation des E/S, sélectionnez les objets de stockage avec les données d'utilisation des E/S a exporter.
Cliquez sur OK.

Rapports sur les plus actifs

L'onglet Rapports sur les plus actifs dans la vue Performances permet d'afficher les statistiques de performances de déviation
minimum, maximum, moyenne et standard pour les volumes, les serveurs ou les disques.
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Affichage du Rapport sur les plus actifs pour les volumes

Utilisez le rapport sur les plus actifs pour afficher les statistiques de performances de déviation minimum, maximum, moyenne et standard
pour les volumes.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

Cliquez sur I'onglet Rapports sur les plus actifs.

Si vous étes connecté a un Data Collector :

e Sélectionnez le bouton radio Historique pour afficher les données historiques.

e Sélectionnez le bouton radio Temps réel pour afficher les données en temps réel.
Sélectionnez le bouton radio Volumes.

Sélectionnez le dossier qui contient les volumes & afficher dans le menu déroulant.
Pour afficher tous les volumes, sélectionnez Volumes a partir du menu déroulant.
Sélectionnez les statistiques d’utilisation a afficher dans le menu déroulant.

Les statistiques d'utilisation en Mo/s s’affichent par défaut.

Pour exporter le rapport sur les plus actifs dans un fichier, cliquez sur Exporter I’utilisation E/S.

Affichage du Rapport sur les plus actifs pour les serveurs

Utilisez le rapport sur les plus actifs pour afficher les statistiques de performances de déviation minimum, maximum, moyenne et standard
pour les serveurs.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

A
Dans le menu SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

Cliquez sur I'onglet Rapports sur les plus actifs.

Si vous étes connecté a un Data Collector :

e Sélectionnez le bouton radio Historique pour afficher les données historiques.

e Sélectionnez le bouton radio Temps réel pour afficher les données en temps réel.
Sélectionnez le bouton radio Serveurs.

Sélectionnez le dossier qui contient les serveurs a afficher dans le menu déroulant.
Pour afficher tous les serveurs, sélectionnez I'option Serveurs dans le menu déroulant.
Sélectionnez les statistiques d’utilisation a afficher dans le menu déroulant.

Les statistiques d'utilisation en Mo/s s’affichent par défaut.

Pour exporter le rapport sur les plus actifs dans un fichier, cliquez sur Exporter I’utilisation E/S.

Affichage du Rapport sur les plus actifs pour les disques

Utilisez le rapport sur les plus actifs pour afficher les statistiques de performances de déviation minimum, maximum, moyenne et standard
pour les disques.

Etapes

1.

Si vous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.
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2. Dansle menu ail SURVEILLANCE, cliquez sur Performances.
La vue Performances s'affiche.

3. Cliquez sur I'onglet Rapports sur les plus actifs.
4. Sivous étes connecté a un Data Collector :
e Sélectionnez le bouton radio Historique pour afficher les données historiques.
e Sélectionnez le bouton radio Temps réel pour afficher les données en temps réel.
B. Sélectionnez le bouton radio Disques.
6. Sélectionnez le dossier qui contient les disques a afficher dans le menu déroulant.
Pour afficher tous les disques, sélectionnez Disques dans le menu déroulant.
7. Sélectionnez les statistiques d'utilisation a afficher dans le menu déroulant.
Les statistiques d'utilisation en Mo/s s’affichent par défaut.

8. Pour exporter le rapport sur les plus actifs dans un fichier, cliquez sur Exporter Iutilisation E/S.
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Rapports Storage Center

La vue Rapports permet aux utilisateurs d’'afficher en temps réel les rapports générés par Storage Center et les rapports historiques
Unisphere Central.

Sujets :

¢ Rapports en temps réel Storage Center

. Rapports historiques

*  Affichage des rapports historiques

*  Configuration de la génération de rapports automatisés

¢ Configuration d’Unisphere Central pour les rapports par e-mail

Rapports en temps réel Storage Center

La vue Temps réel permet aux utilisateurs d’afficher les rapports Storage Center ou les rapports Volumes non mappés.

Affichage des rapports d’utilisation en temps reéel
Vous pouvez afficher les rapports d’utilisation en temps réel pour les volumes, les serveurs ou les disques.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu RAPPORTS, cliquez sur Temps réel.
La vue Rapports en temps réel s'affiche.

3. Cliquez sur I'onglet Utilisation.

4. Dans la zone de sélection Types, sélectionnez Volumes, Serveurs ou Disques.
Un rapport d’utilisation en temps réel pour I'objet de stockage sélectionné s’affiche.

B. Pour filtrer les informations qui s’affichent dans la vue tabulaire, cliquez sur " (Filtres des colonnes), sélectionnez une ou plusieurs
des catégories de filtres, puis cliquez sur Appliquer.

6. Pour sélectionner les colonnes qui s’affichent dans la vue tabulaire, cliquez sur = (Afficher/Masquer les colonnes), puis
sélectionnez les colonnes & masquer ou afficher.

7. Pour filtrer les informations qui s’affichent dans la vue du diagramme, cliquez sur " (Filtres des colonnes), sélectionnez ou
désélectionnez les objets de stockage a afficher ou masquer, puis cliquez sur OK.

Affichage du rapport Volumes non mappés

Le rapport Volumes non mappés affiche des informations sur les volumes qui ne sont pas mappés vers les serveurs.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Dans le menu RAPPORTS, cliquez sur Temps réel.
La vue Rapports en temps réel s'affiche.

3. Cliquez sur I'onglet Volumes non mappés.
Des informations sur les volumes non mappés aux serveurs s'affichent.
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4. Pour filtrer les informations qui s'affichent, cliquez sur * (Filtres des colonnes), sélectionnez une ou plusieurs des catégories de
filtres, puis cliquez sur Appliquer.

B. Pour sélectionner les colonnes qui s’affichent, cliquez sur = (Afficher/Masquer les colonnes), puis sélectionnez les colonnes a
masquer ou afficher.

Rapports historiques

Les informations affichées dans la vue Rapports historiques dépendent du type de rapport et des parameétres du rapport.

Tableau 13. Types de rapports

Rapport Fréquence Description

Quotidienne Généré a la fin de chaque jour, il affiche les informations suivantes :

e Alertes : affiche les alertes Storage Center.

e Stockage de volume : affiche des statistiques de stockage de volume.
e Reéplications : affiche des informations sur les réplications.

e Live Volumes : affiche des informations sur les Live Volumes.

Hebdomadaire Généré a la fin de chague semaine, il affiche les informations suivantes :

e Synthése du Storage Center : affiche des informations sur I'espace de stockage et le nombre
d’objets de stockage du Storage Center.

e Alertes : affiche les alertes Storage Center.
Stockage de volume : affiche des statistiques de stockage de volume.
Classe de disques : affiche des informations sur I'espace de stockage de chaque classe de
disques.
Réplications : affiche des informations sur les réplications.
Durée de mise sous tension des disques : affiche des informations sur la durée pendant
laquelle chaque disque a été mis sous tension.

e Live Volumes : affiche des informations sur les Live Volumes.

Mensuelle Généré a la fin de chague mois, il affiche les informations suivantes :

e Synthése du Storage Center : affiche des informations sur I'espace de stockage et le nombre
d'objets de stockage du Storage Center.

e Stockage de volume : affiche des statistiques de stockage de volume.
Classe de disques : affiche des informations sur I'espace de stockage de chaque classe de
disques.
Réplications : affiche des informations sur les réplications.

e Durée de mise sous tension des disques : affiche des informations sur la durée pendant
laguelle chaque disque a été mis sous tension.
e Live Volumes : affiche des informations sur les Live Volumes.

Affichage des rapports historiques

Le contenu des rapports historiques est configuré dans la boite de dialogue Parametres de rapport.
Etapes

1. Cliquez sur la vue Historique.
La page Historique s'affiche.

2. Cliquez sur le nom du rapport a afficher dans la colonne Rapports.

Configuration de la génération de rapports automatisés

Les parametres des rapports automatisés peuvent étre définis globalement pour tous les Storage Centers ou personnalisés pour chaque
Storage Centers.
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e Définissez les parametres globaux de rapport automatisé dans I'onglet Rapports automatisés de la boite de dialogue Modifier les
paramétres Data Collector .

e Définissez les parametres de rapport automatisé de Storage Centers particuliers dans I'onglet Rapports automatisés de la boite de
dialogue Modifier les paramétres du Storage Center sélectionné.

Outre I'affichage des rapports automatisés dans la vue Rapports, Unisphere Central peut étre configuré pour envoyer les rapports
automatisés par e-mail aux utilisateurs ou pour les enregistrer dans un répertoire public.

@ REMARQUE : Les rapports automatisés ne peuvent pas étre enregistrés dans un répertoire public lors de I'utilisation d'une appliance
virtuelle.

Configuration de rapports automatisés pour tous les Storage Centers

Configurez les paramétres de rapport automatisé sur le Data Collector si vous souhaitez utiliser les mémes parameétres de rapport pour
tous les Storage Centers gérés. Configurez les parametres globaux en premier, puis personnalisez les paramétres de rapport de Storage
Centers particuliers en fonction de vos besoins.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Surveillance, puis cliquez sur le sous-onglet Rapports automatisés.

4. Cliquez sur Modifier.
La boite de dialogue Parametres de rapports automatisés s'ouvre.

B. Cochez les cases de la zone Parameétres de rapport automatisé pour spécifier les rapports a générer et la fréquence a laquelle les
générer.

6. Cochez les cases de la zone Paramétres de rapport de table automatisé pour spécifier les rapports a générer et la fréquence a
lagquelle les générer.

®

REMARQUE : Les rapports de table automatisés peuvent étre enregistrés dans un répertoire public ou joints a des e-mails
automatisés, mais ils ne figurent pas dans la vue Rapports historiques.

7. Définissez les Options de rapport automatisé

a. Pour exporter les rapports vers un répertoire public, cochez la case Stocker le rapport dans un répertoire public et saisissez le
chemin complet du répertoire dans le champ Répertoire.

®| REMARQUE : le répertoire doit se trouver sur le méme serveur que le Data Collector.

®

REMARQUE : Les rapports automatisés ne peuvent pas &tre enregistrés dans un répertoire public lors de I'utilisation d'une

appliance virtuelle.

b. Pour envoyer par e-mail les rapports sélectionnés dans la zone Paramétres de rapports automatisés, cochez la case Joindre
les rapports automatisés a I’e-mail.

¢. Pour envoyer par e-mail les rapports sélectionnés dans la zone Paramétres de rapport de table automatisé, cochez la case
Joindre les rapports de table a I’e-mail.

d. Sélectionnez le format de fichier des Rapports de table exportés et envoyés par e-mail dans le menu déroulant Type de fichier
pour les rapports de table.

8. Cliquez sur OK.

Configuration d’Unisphere Central pour les rapports par
e-mail

Unisphere Central peut &tre configuré pour envoyer des rapports automatisés par e-mail.
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A propos de cette tache

Pour envoyer des rapports automatisés par e-mail :

Etapes

1.

2,
3.

Configurez les parameétres du serveur SMTP du Data Collector.
Ajoutez une adresse e-mail a votre compte d’utilisateur.
Configurez les parameétres de notification par e-mail pour votre compte d’utilisateur.

Configurer les paramétres de serveur SMTP

Les parametres de serveur SMTP doivent étre configurés pour que Unisphere Central puisse envoyer des notifications par e-mail.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Environnement, puis cliquez sur le sous-onglet Serveur SMTP.

Cliquez sur Modifier.

La boite de dialogue Configuration du serveur SMTP s'affiche.

Configurez les parametres de serveur SMTP en procédant comme suit :

a. Dans le champ Adresse e-mail de I'expéditeur, saisissez I'adresse e-mail a afficher comme expéditeur des e-mails émanant du
Data Collector.

b. Dans le champ Hote ou adresse IP, saisissez le nom d'hdte ou I'adresse IP du serveur SMTP.

C. Sile numéro de port du serveur SMTP n'est pas 25, saisissez le numéro de port correct dans le champ Port.

d. Sile serveur SMTP nécessite une authentification, cochez la case Authentification, puis saisissez le nom d'utilisateur et le mot de
passe dans les champs Nom d'utilisateur SMTP et Mot de passe utilisateur SMTP.

Cliquez sur OK.

Configurer une adresse e-mail pour votre compte d'utilisateur

Pour recevoir des notifications par e-mail, vous devez spécifier une adresse e-mail pour votre compte d'utilisateur.

Prérequis

Les parametres de serveur SMTP doivent étre configurés pour le Data Collector. Si ces parametres ne sont pas configurés, le Data
Collector ne peut pas envoyer d’e-mail.

Etapes

1.

Dans le volet supérieur d’Unisphere Central, cliquez sur votre nom d’utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les parameétres utilisateur s'ouvre.

Saisissez I'adresse e-mail du compte d'utilisateur dans le champ Adresse e-mail.

Sélectionnez le format des e-mails dans le menu déroulant Format d'e-mail.

Pour envoyer un message de test a I'adresse e-mail indiquée, cliquez sur E-mail de test et cliquez sur OK.
Vérifiez que le message de test est bien envoyé a I'adresse e-mail spécifiée.

Cliquez sur OK.

Taches associées

Configurer les parametres de serveur SMTP , page 280
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Configurer des parameétres de notification par e-mail pour votre
compte d'utilisateur

Assurez-vous qu'Unisphere Central est configuré de fagon a envoyer des notifications par e-mail & votre compte pour les événements que
vous souhaitez surveiller.

Prérequis

e |es parametres de serveur SMTP doivent &tre configurés pour le Data Collector. Si ces parametres ne sont pas configurés, le Data
Collector ne peut pas envoyer d'e-mail.
e Une adresse e-mail doit &tre configurée pour votre compte d'utilisateur.

Etapes

1. Dans le volet supérieur d'Unisphere Central, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les paramétres utilisateur s'ouvre.

2. Cliquez sur I'onglet Gérer les événements.

3. Cochez la case de chacun des événements pour lesquels vous voulez recevoir une notification.

4. Cliquez sur OK.

Taches associées

Configurer les parametres de serveur SMTP , page 280
Configurer une adresse e-mail pour votre compte d'utilisateur , page 281
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Gestion du Data Collector

Storage Manager Data Collector est un service qui collecte les données de rapport et les alertes aupres des Storage Centers gérés.

Lorsque vous accédez au Data Collector a l'aide d'un navigateur Web, le programme de gestion du Data Collector Unisphere Central for
SC Series s'ouvre. Unisphere Central gere la plupart des fonctions du service Data Collector.

Sujets :

e Acces a la vue Data Collector

¢ Configuration des parametres du Data Collector

e Gestion des Storage Centers disponibles

e Gestion des Groupes PS Series disponibles

*  Gestion des clusters FluidFS disponibles

e Gestion de I'Appliance virtuelle Storage Manager

*  Migration d'une base de données Microsoft SQL Server
e Désinstaller le Data Collector

Acces a la vue Data Collector

Pour accéder a la vue Data Collector dans Unisphere Central, procédez comme suit :

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

Configuration des parameétres du Data Collector

Utilisez Unisphere Central pour configurer et mettre a jour les propriétés et parametres de Data Collector .

Configuration des parameétres généraux

Les parametres Data Collector Général comprennent un récapitulatif de configuration, la sécurité, les parametres, I'identification des ports
et la sélection de la base de données.

Redémarrage du Data Collector

Utilisez Unisphere Central pour arréter et redémarrer le Data Collector.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur EJ Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Général, puis sélectionnez le sous-onglet Récapitulatif.
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Cliquez sur OK.
La boite de dialogue Redémarrer Data Collector s'ouvre.

Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Activer la fonction Refacturation

Pour activer la fonction Refacturation, ajoutez un fichier de licence ou une clé de produit Refacturation pour le Data Collector.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

La page Unisphere Central Accueil s'affiche.

Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Général, puis cliquez sur le sous-onglet Récapitulatif.

Dans la section Informations sur la licence, cliquez sur Envoyer la licence.

La boite de dialogue Informations sur la licence s'ouvre.

Pour activer la fonction Refacturation a I'aide d'un fichier de licence :

a. Sélectionnez le bouton radio Fichier de licence (*.lic).

b. Cliquez sur Parcourir pour accéder a I'emplacement du fichier de licence.
C. Sélectionnez le fichier de licence, puis cliquez sur Ouvrir.

d. Cliquez sur OK.

Pour activer la fonction Refacturation a l'aide d'une clé de produit :

a. Sélectionnez le bouton radio Clé de produit.

b. Saisissez la clé de produit dans le champ Clé de produit.

¢. Cliquez sur OK.

Modifier les parameétres de délai d'attente de Storage Center

L 'option Modifier les paramétres avancés sert a définir les valeurs de délai d'attente de Storage Center.

A propos de cette tache

®| REMARQUE : Le Data Collector doit étre redémarré pour appliquer les modifications apportées au parametre de délai d'attente.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).

La page Unisphere Central Accueil s'affiche.

Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Général, puis cliquez sur le sous-onglet Récapitulatif.

Développez la zone Avancé située au-dessous de la section Informations de licence.

Cliquez sur Modifier.
La boite de dialogue Modifier les paramétres avancés s'ouvre.

Définissez les parametres d'attente et de délais selon vos besoins :

e Délai d'expiration de la connexion de Storage Center : durée maximale d'attente du Storage Center pour une réponse aux

requétes envoyées au Data Collector.

e Retard de connexion de Storage Center : durée maximale d'attente du Storage Center pour une connexion effective au Data

Collector.

e Délai d'expiration ping de Storage Center : durée maximale d'attente du Storage Center pour une réponse a une commande

ping vers le Data Collector.
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e Délai d'expiration de lecture de Storage Center : durée maximale d'attente du Storage Center lorsqu'il tente de lire des
données du Data Collector.

7. Cliquez sur OK.
La boite de dialogue Redémarrer Data Collector s'ouvre.

8. Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Définition de la mémoire maximale pour un Data Collector sur un serveur
Windows

Utilisez la boite de dialogue Modifier les parameétres avancés pour définir la quantité maximale de mémoire a allouer a un Data Collector
sur un serveur Windows.

A propos de cette tiache

®| REMARQUE : Le Data Collector doit étre redémarré pour enregistrer les modifications apportées a la configuration de la mémoire.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Général, puis cliquez sur le sous-onglet Récapitulatif.
4. Développez la zone Avancé située au-dessous de la section Informations de licence.

5. Cliquez sur Modifier.
La boite de dialogue Modifier les paramétres avancés s'ouvre.

6. Saisissez la quantité maximum de mémoire a allouer au Data Collector dans la zone Utilisation de la mémoire du serveur maximum.

7. Cliquez sur OK.
La boite de dialogue Redémarrer Data Collector s'ouvre.

8. Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Définition de la mémoire maximale pour un Data Collector sur une Appliance
virtuelle

Utllisez la boite de dialogue Modifier les paramétres, client Web vSphere, pour définir la quantité maximale de mémoire a allouer a un
Data Collector sur une Appliance virtuelle.

Etapes
1. Dans le client Web vSphere, cliquez avec le bouton droit sur I'’Appliance virtuelle Storage Manager et sélectionnez Marche/Arrét >
Arréter le systéeme d’exploitation invité pour arréter I'Appliance virtuelle.

2. Cliquez avec le bouton droit sur I'’Appliance virtuelle, puis sélectionnez Modifier les paramétres.
La boite de dialogue Modifier les parameétres s'ouvre.

3. Saisissez la quantité maximale de mémoire a allouer a I’Appliance virtuelle dans le champ Mémoire.

4. Cliquez avec le bouton droit sur I'’Appliance virtuelle Storage Manager et sélectionnez Marche/Arrét > Marche pour démarrer
I’Appliance virtuelle

Sélection d'un adaptateur réseau

Le Data Collector tente de sélectionner automatiquement I'adaptateur réseau a utiliser par défaut. Si le serveur hote possede plusieurs
adaptateurs réseau, la détection automatique peut échouer et vous devez sélectionner manuellement I'adaptateur réseau approprié.
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Prérequis

| 'adaptateur réseau doit disposer d'une connectivité aux périphériques gérés par Unisphere Central for SC Series.

®| REMARQUE : vous devez redémarrer le Data Collector pour enregistrer les modifications apportées a |'adaptateur réseau.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E Data Collector.

La vue Data Collector s'affiche.

Cliquez sur I'onglet Général, puis cliquez sur le sous-onglet Récapitulatif.

Développez la zone Avancé située au-dessous de la section Informations de licence.
Cliquez sur Modifier.

La boite de dialogue Modifier les paramétres avancés s'ouvre.

Pour sélectionner |'adaptateur réseau, décochez la case Sélectionner automatiquement I'adaptateur réseau et sélectionnez-en
un dans le menu déroulant.

Pour autoriser le Data Collector a sélectionner un adaptateur réseau, sélectionnez la case Sélectionner automatiquement
I'adaptateur réseau.

Cliquez sur OK.
La boite de dialogue Redémarrer Data Collector s'ouvre.

Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Configuration d'un certificat SSL personnalisé

Configurez un certificat SSL personnalisé pour éviter les erreurs de certificat lors de la connexion au Data Collector. Un certificat SSL est
également requis pour communiquer avec un service de répertoire via LDAP avec I'extension StartTLS ou avec le protocole LDAPS.

Prérequis

La valeur de I'objet CN du certificat SSL personnalisé doit contenir I'adresse IP ou le nom de domaine complet (FQDN) du serveur Data
Collector.

Le certificat SSL personnalisé doit étre signé par une autorité de certification (CA) approuvée par les hdtes de votre réseau.

@ REMARQUE : Si le certificat est signé par une AC intermédiaire au lieu d’'une AC racine, l'intégralité de la chaine de certificats doit
étre importée au format PEM. La chaine de certificats doit également comprendre I’AC racine, outre toutes les AC intermédiaires.

Le fichier de clé publique du certificat doit &tre au format DER ou PEM.

Le fichier de clé privée du certificat doit étre au format PKCS#12.

Vous devez connaftre I'alias et le mot de passe de la clé privée.

Etapes

1.

Connectez-vous au Data Collector.

a. Ouvrez un navigateur Web.

b. Saisissez I'adresse du Data Collector dans le navigateur Web, au format suivant :
https://nom_héte_ou_adresse_IP_data_collector:3033/

c. Appuyez sur Entrée.
La page de connexion d'Unisphere Central s'affiche.

d. Saisissez le nom d'utilisateur et le mot de passe d'un utilisateur Data Collector disposant de privileges d'administrateur dans les
champs Nom d'utilisateur et Mot de passe.

e. Cliquez sur Connexion.

Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Général, puis cliquez sur le sous-onglet Sécurité.
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5. Pour générer un certificat SSL :
a. Cliquez sur Générer un certificat.
La boite de dialogue Générer un certificat s’affiche.
b. Sélectionnez le type de certificat a générer dans le menu déroulant Type de certificat.

Les options disponibles sont les suivantes :

e Tous les certificats : génére des certificats Data Collector et de fournisseur Vasa.
e Serveur DSM : génere des certificats de Data Collector.

e Serveur Vasa : génere des certificats de fournisseur Vasa.

C. Sélectionnez la nouvelle adresse IP ou le FQDN du Data Collector dans le menu déroulant Objet du certificat.

d. Sivous générez un certificat de fournisseur VASA, saisissez le nom d'utilisateur et le mot de passe d'un utilisateur Data Collector
disposant de privileges d’administrateur dans les champs Nom d’utilisateur DSM et Mot de passe.
e. Cliquez sur OK.

6. Pour télécharger des certificats SSL enregistrés, cliquez sur Modifier.
La boite dialogue Enregistrer le certificat s'ouvre.

7. Pour télécharger le fichier de clé publique.

a. Cliquez sur Choisir un fichier situé a droite du texte Clé publique.
b. Accédez a 'emplacement du fichier de clé publique, puis sélectionnez-le.
c. Cliquez sur Ouvrir.
Le champ Clé publique est rempli avec le chemin du fichier de clé publique.

8. Pour télécharger le fichier de clé privée.
a. Cliquez sur Parcourir situé a droite du texte Clé privée.
b. Accédez aI'emplacement du fichier de clé privée, puis sélectionnez-le.

¢. Cliquez sur Ouvrir.
Le champ Clé privée est rempli avec le chemin du fichier de clé publique.

9. Saisissez le nom de I'entrée du fichier de clé privée PKCS #12 & utiliser comme clé privée dans le champ Alias.
10. Saisissez le mot de passe du fichier de la clé privée dans le champ Mot de passe.

1. Cliquez sur OK.
La boite de dialogue Redémarrer Data Collector s'ouvre.

12. Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Configuration d'un message de banniére de connexion

Définissez une banniére de connexion pour afficher un message destiné aux utilisateurs lorsqu'ils se connectent a un Data Collector.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Général, puis cliquez sur le sous-onglet Sécurité.

4. Dans la section Message de connexion, cliquez sur Modifier.
La boite de dialogue Message de connexion s'ouvre.

5. Saisissez le message a afficher sur I'écran de connexion dans le champ Message de banniére de connexion.
6. Cliquez sur OK.

Configuration des ports du Data Collector

Utilisez I'onglet Ports pour modifier les ports du Data Collector pour éviter les conflits entre ports.

A propos de cette tiche

®| REMARQUE : Le Data Collector doit étre redémarré pour appliguer les modifications apportées aux ports.
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Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Général, puis sélectionnez le sous-onglet Ports.
4. Cliquez sur Modifier.
La boite de dialogue Modifier le port s'ouvre.
B. Sélectionnez le nom du service a modifier.
e Service du serveur Web (ne peut pas étre désactivé)
Service de I'agent serveur
Service SMI-S (installations Windows uniquement)
Service VASA

Cochez ou décochez la case Activé pour activer ou désactiver un port.
7. Sile port est activé, saisissez un numéro de port dans le champ Port.

8. Cliquez sur OK.
La boite de dialogue Redémarrer Data Collector s'ouvre.

9. Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Modification de la source de données Data Collector

Modifiez la source de données si vous souhaitez utiliser une autre base de données pour stocker des données Unisphere Central.

A propos de cette tache

L'option Modifier la source de données permet de reconfigurer un Data Collector principal existant afin d'utiliser une nouvelle base de
données.
Pour éviter I'altération des données, assurez-vous qu'aucun autre Data Collector n'utilise la nouvelle

base de données.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

o

Cliquez sur I'onglet Général, puis cliquez sur le sous-onglet Base de données.

e

Cliquez sur Modifier la source de données.
La bofite de dialogue Modifier la source de données s'affiche.

Sélectionnez le nouveau type de base de données dans le menu déroulant Type de base de données.
Saisissez le nom d'hdte ou l'adresse IP du serveur de base de données dans le champ Nom d'hote ou adresse IP.
Saisissez le numéro de port du serveur de base de données dans le champ Port.

© N oo

Saisissez le nom d'utilisateur et le mot de passe d'un compte d'utilisateur possédant des droits Administrateur de base de données,
dans les champs Nom d'utilisateur et Mot de passe.

9. SiCréer automatiquement le mot de passe de la base de données est sélectionné, le mot de passe par défaut de I'utilisateur de
la base de données compmsauser est R3p0r ! ctydsgs.

Pour spécifier un mot de passe pour I'utilisateur de la base de données compmsauser, sélectionnez Spécifier le mot de passe de la
base de données, puis saisissez un mot de passe dans les champs Mot de passe de I'utilisateur de la base de données DSM et
Confirmer le mot de passe.

10. Pour migrer les données d'historique de la base de données actuelle vers la nouvelle base de données, désactivez la case Ne pas
migrer de données depuis une source de données antérieure.
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e Pour migrer les données d'utilisation des entrées/sorties (E/S), cochez la case Migrer les données d'utilisation E/S, puis
sélectionnez Jours ou Semaines dans le menu déroulant. Ensuite, dans le champ Migrer les dernier(ére)s, spécifiez le nombre
de jours ou de semaines de données d'utilisation E/S a déplacer.

e Pour migrer les données de stockage, activez la case Migrer les données d'utilisation de stockage, puis sélectionnez Jours ou
Semaines dans le menu déroulant. Ensuite, dans le champ Migrer les dernier(ére)s, spécifiez le nombre de jours ou de semaines
de données de stockage a déplacer.

e Pour migrer les données de réplication, activez la case Migrer les données d'utilisation de réplication, puis sélectionnez Jours
ou Semaines dans le menu déroulant. Ensuite, dans le champ Migrer les dernier(ére)s, spécifiez le nombre de jours ou de
semaines de données de réplication a déplacer.

1. Cliquez sur OK.

Modification de la connexion de base de données

Utilisez cette procédure pour modifier les informations sur le serveur de base de données, telles que le nom d’hote, I'adresse IP, le port, le
nom d’utilisateur et le mot de passe.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Général, puis cliquez sur le sous-onglet Base de données.

4. Cliquez sur Modifier la connexion.
La boite de dialogue Modifier la connexion de données s'ouvre.

B. Saisissez le nom d'héte ou I'adresse IP du serveur de base de données dans le champ Serveur de base de données.
6. Saisissez le numéro de port du serveur de base de données dans le champ Port de base de données.

7. Saisissez le nom d'utilisateur et le mot de passe d'un compte d'utilisateur possédant des droits Administrateur de base de données,
dans les champs Nom d'utilisateur et Mot de passe.

8. Cliquez sur OK.
La boite de dialogue Redémarrer Data Collector s'ouvre.

9. Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Configuration des parameétres d'environnement

Les paramétres d'environnement Data Collector incluent des informations distantes concernant le Data Collector, les parametres serveur
et les parameétres de service d'annuaire.

Affichage des parameétres Data Collector distant

Si un Data Collector distant a été configuré, utilisez Unisphere Central pour afficher ses parametres et son état.

Prérequis

Data Collector distant a été configuré pour le systeme.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Environnement, puis sur le sous-onglet Data Collector distant.
Les parametres et I'état du Data Collector distant s'affichent.
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Acces au Data Collector distant

Si un Data Collector distant a été configuré, utilisez Unisphere Central pour y accéder.

Prérequis

Le Data Collector distant a été configuré pour le systéeme.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Environnement, puis sur le sous-onglet Data Collector distant.
Les parameétres et I'état du Data Collector distant s'affichent.

Cliquez sur I'URL dans le champ RDC URL.
La page de connexion Unisphere Central pour le Data Collector distant s'affiche.

Configurer les parameétres de serveur SMTP

Les parametres de serveur SMTP doivent étre configurés pour que Unisphere Central puisse envoyer des notifications par e-mail.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.

La vue Data Collector s'affiche.

Cliquez sur I'onglet Environnement, puis cliquez sur le sous-onglet Serveur SMTP.

Cliquez sur Modifier.

La boite de dialogue Configuration du serveur SMTP s'affiche.

Configurez les paramétres de serveur SMTP en procédant comme suit :

a. Dans le champ Adresse e-mail de I'expéditeur, saisissez I'adresse e-mail & afficher comme expéditeur des e-mails émanant du
Data Collector.

b. Dans le champ Hote ou adresse IP, saisissez le nom d'hdte ou I'adresse IP du serveur SMTP.

c. Sile numéro de port du serveur SMTP n'est pas 25, saisissez le numéro de port correct dans le champ Port.

d. Sile serveur SMTP nécessite une authentification, cochez la case Authentification, puis saisissez le nom d'utilisateur et le mot de
passe dans les champs Nom d'utilisateur SMTP et Mot de passe utilisateur SMTP.

Cliquez sur OK.

Configuration de la fréquence de mise a jour des données d'utilisation du
serveur

Configurez Server Agent pour mettre a jour les données d'utilisation toutes les 30 minutes.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Environnement, puis sur le sous-onglet Server Agent.
Cliquez sur Modifier.
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La boite de dialogue Server Agent s'affiche.

5. Cochez la case Mise a jour périodique des données d'utilisation.
Lorsque cette option est sélectionnée, les données d'utilisation du serveur sont mises a jour toutes les 30 minutes.

6. Saisissez le nombre de jours de données d'utilisation a inclure dans le champ Plage des données d'utilisation.
7. Cliquez sur OK.

Configuration des parameétres de surveillance

Les paramétres Surveillance comprennent I'acces et la configuration de SupportAssist, la génération de rapports automatisés,
parametres de collecte de données et la prise en charge de la configuration des données.

Configuration d'un serveur proxy pour un Data Collector

Configurez les paramétres du serveur proxy pour permettre au Data Collector d'utiliser un serveur proxy lors de I'envoi de données de
diagnostic a I'aide de SupportAssist.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet SupportAssist.
4. Développez la zone Serveur proxy.

5. Cliquez sur Modifier dans la zone Serveur proxy.
La boite de dialogue Configuration du proxy du réseau s'ouvre.

6. Cochez la case Activé pour activer le serveur proxy.

®| REMARQUE : Le serveur proxy doit &tre activé pour configurer les parametres.

7. Saisissez le nom d'hdte ou I'adresse IP du serveur proxy dans le champ Hote ou adresse IP.
8. Saisissez le numéro de port du serveur proxy dans le champ Port.

9. Sile serveur proxy demande un nom d'utilisateur et mot de passe, saisissez un nom d'utilisateur et un mot de passe dans les champs
Nom d'utilisateur et Mot de passe.

10. Cliquez sur OK.
La boite de dialogue Modifier les valeurs s'ouvre, ce qui indique que le service Data Collector doit &tre arrété et redémarré.

1. Cliquez sur Oui.
Le service Data Collector s'arréte et redémarre.

Rapports Storage Center automatisés

Les informations que Storage Center affiche dans un rapport automatisé dépendent des parametres de rapport automatisé configurés.

Fréquence du rapport : les rapports automatisés sont générés a la fin de chaque jour, semaine ou mois, selon les options sélectionnées
dans Rapports automatisés dans la zone Paramétres de Storage Center. Vous pouvez €galement générer des rapports automatisés
manuellement, a tout moment.

Le tableau suivant répertorie les rapports Storage Center relatifs aux volumes, serveurs et disques :

Type de rapport Description

Rapports Génere un rapport pour ce qui suit :

automatisés e Récapitulatif de Storage Center : affiche des informations sur l'espace de stockage et le nombre d'objets
de stockage du Storage Center.

Classe de disques : affiche des informations sur I'espace de stockage de chaque classe de disques.

Durée de mise sous tension des disques : affiche des informations sur la durée pendant laquelle chaque
disque a été mis sous tension.
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Type de rapport Description

Alertes : affiche les alertes Storage Center.

Stockage de volume : affiche des statistiques de stockage de volume.
Réplications : affiche des informations sur les réplications.

Live Volumes : affiche des informations sur les Live Volumes.

Rapports de table Génére un rapport pour ce qui suit :
automatisés e Rapports d’E/S : affiche les informations d’E/S concernant les éléments suivants :
o Les volumes les plus actifs
o Les disques les plus actifs
o Les serveurs les plus actifs
e Rapports de stockage : affiche des informations détaillées sur ce qui suit :
o Rapports de volume : volume, dossier de volumes, croissance des volumes et profil de volume
o Rapports de serveur : serveur et dossier de serveurs
o Rapports de disque : disque, dossier de disques, classe de disque et niveau de disque
o Rapports de type de stockage : rapport de pression

Configuration de rapports automatisés pour tous les Storage Centers

Configurez les parameétres de rapport automatisé sur le Data Collector si vous souhaitez utiliser les mémes parametres de rapport pour
tous les Storage Centers gérés. Configurez les parametres globaux en premier, puis personnalisez les parametres de rapport de Storage
Centers particuliers en fonction de vos besoins.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Surveillance, puis cliquez sur le sous-onglet Rapports automatisés.

4. Cliquez sur Modifier.
La bofte de dialogue Parametres de rapports automatisés s'ouvre.

B. Cochez les cases de la zone Parameétres de rapport automatisé pour spécifier les rapports a générer et la fréquence a laquelle les
générer.

6. Cochez les cases de la zone Paramétres de rapport de table automatisé pour spécifier les rapports a générer et la fréquence a
lagquelle les générer.

®

REMARQUE : Les rapports de table automatisés peuvent étre enregistrés dans un répertoire public ou joints & des e-mails
automatisés, mais ils ne figurent pas dans la vue Rapports historiques.

7. Définissez les Options de rapport automatisé
a. Pour exporter les rapports vers un répertoire public, cochez la case Stocker le rapport dans un répertoire public et saisissez le
chemin complet du répertoire dans le champ Répertoire.

®| REMARQUE : le répertoire doit se trouver sur le méme serveur que le Data Collector.

®

REMARQUE : Les rapports automatisés ne peuvent pas étre enregistrés dans un répertoire public lors de I'utilisation d'une
appliance virtuelle.

b. Pour envoyer par e-mail les rapports sélectionnés dans la zone Paramétres de rapports automatisés, cochez la case Joindre
les rapports automatisés a I’e-mail.

c. Pour envoyer par e-mail les rapports sélectionnés dans la zone Paramétres de rapport de table automatisé, cochez la case
Joindre les rapports de table a I’e-mail.

d. Sélectionnez le format de fichier des Rapports de table exportés et envoyés par e-mail dans le menu déroulant Type de fichier
pour les rapports de table.

8. Cliquez sur OK.
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Test des parameétres de rapport automatisé

Vous pouvez générer manuellement des rapports pour tester les paramétres de rapport automatisé configurés, sans attendre la génération
automatique de ces rapports. Par défaut, Unisphere Central génére les rapports dans un dossier dont le nom correspond a la date du jour
de génération du rapport.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet Rapports automatisés.
4. Passez en revue les paramétres de rapport actuels :
e Siles parametres sont corrects, cliquez sur Générer.
e Pour modifier les parametres du rapport, cliquez sur Modifier, ajustez les paramétres, puis cliquez sur Générer.
La boite de dialogue Générer des rapports maintenant s'ouvre.
5. Cochez les cases des rapports a générer.
6. Cliquez sur OK. Les rapports sont créés et la boite de dialogue Générer des rapports se ferme.
@ REMARQUE : La génération d'un rapport remplace les rapports précédemment générés dans le dossier de la journée concernée.
Pour éviter que ces rapports ne soient écrasés, spécifiez un autre répertoire dans la zone Options de rapport automatisé de la
boite de dialogue Rapports automatisés.

7. Cliquez sur OK.

Configurer des planifications de collecte de données

Configurez la fréguence a laquelle le Data Collector collecte les données de surveillance depuis les Storage Centers.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.
3. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet Collecte de données.
4. Cliquez sur Modifier.
La boite de dialogue Collecte de données s'ouvre.
B. Configurez les planifications de collecte de données en procédant comme suit :
a. Pour modifier la fréquence de collecte de données d’utilisation des E/S, sélectionnez une période dans le menu déroulant
Utilisation des E/S.

b. Pour modifier la fréquence de collecte de données d'utilisation des réplications, sélectionnez une période dans le menu déroulant
Utilisation des réplications.

c. Pour modifier la fréquence de collecte de données d'utilisation du stockage, sélectionnez une période dans le menu déroulant
Utilisation du stockage.

Si I'option Tous les jours est sélectionnée dans le menu déroulant Utilisation du stockage, vous pouvez sélectionner I'heure du jour
a laquelle collecter les données d'utilisation du stockage, dans le menu déroulant Heure d’utilisation du stockage.

d. Pour modifier la durée en jours apres laquelle un journal expire, modifiez le champ Durée de vie de I'alerte.

e. Pour modifier la durée en jours apres laguelle les données de rapport expirent, modifiez le champ Durée de vie des données de
rapport.

6. Cliquez sur OK.
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Activation des journaux de débogage

Activez les journaux de débogage pour collecter des informations supplémentaires a des fins de dépannage. Ne définissez les options de
journal de débogage que si vous y étes invité par support technique.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet Support.

4. Cliquez sur Modifier.
La boite de dialogue Modifier le support s'ouvre.

5. Cochez les cases des journaux de débogage a activer.
6. Cliquez sur OK.

Configuration des limites des fichiers journaux

Configurer les limites de taille des fichiers journaux.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet Support.

4. Cliquez sur Modifier.
La boite de dialogue Modifier le support s'ouvre.

5. Pour modifier la taille maximale de fichier des journaux de débogage Data Collector, modifiez la valeur du champ Taille maximale de
fichier journal.

6. Pour modifier le nombre maximal de journaux pour chaque type de journal de débogage Data Collector, modifiez le champ Fichiers
journaux maximum par enregistreur.

7. Pour modifier la durée en jours apres laquelle un journal expire, modifiez la période dans le champ Durée de vie des fichiers journaux.

8. Cliquez sur OK.

Effacement des journaux de débogage

Effacez les fichiers journaux de débogage pour supprimer tous les fichiers journaux de débogage de Unisphere Central.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet Support.

4. Cliquez sur Effacer tous les fichiers journaux de débogage.
Une boite de dialogue de confirmation s'affiche.

5. Cliquez sur Oui.
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Exportation des données de configuration et des journaux pour le dépannage

Si le support technique vous le demande, exportez les données de configuration et les journaux dans un fichier compressé.

Etapes
1. Connectez-vous au Data Collector.

a. Ouvrez un navigateur Web.

b. Saisissez I'adresse du Data Collector dans le navigateur Web, au format suivant :
https://nom_hbéte_ou_adresse_IP_data_collector:3033/

C. Appuyez sur Entrée.
La page de connexion d'Unisphere Central s'affiche.

d. Saisissez le nom d'utilisateur et le mot de passe d'un utilisateur Data Collector disposant de privileges d'administrateur dans les
champs Nom d'utilisateur et Mot de passe.

e. Cliquez sur Connexion.

2. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

3. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

4. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet Support.

5. Cliquez sur Recueillir des informations de support.
La boite de dialogue Recueillir des informations de support s'ouvre.

6. Sélectionnez la période de temps des données a envoyer en choisissant I'neure de début et I'heure de fin.

7. Pour envoyer les données de configuration et de journal au support technique a des fins d'évaluation, sélectionnez Envoyer a
SupportAssist.

8. Pour enregistrer les données de configuration et de journal dans le Data Collector, sélectionnez Télécharger vers le systéme de
fichiers.

9. Cliquez sur OK.
e Sivous avez sélectionné Envoyer a SupportAssist, les données sont collectées et envoyées a un serveur SupportAssist.

e Sjvous avez sélectionné Télécharger vers le systéme de fichiers, les données de support sont enregistrées dans un
fichier compressé a I'emplacement suivant sur le serveur Data Collector : C: \Program Files\Dell EMC\Storage
Manager\msaservice\node\package\node modules\dsm-ui-plugin\DsmSupportDump.

Configuration des parameétres de I'Appliance virtuelle.

Utilisez I'onglet Appliance virtuelle (Appliance virtuelle) pour configurer les parametres réseau, de serveur proxy et d'heure d'une
Appliance virtuelle.

Configuration des parameétres réseau d'une Appliance virtuelle

Utilisez la boite de dialogue Configuration réseau pour configurer les parametres réseau et activer ou désactiver le protocole SSH sur
I'Appliance virtuelle.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Appliance virtuelle, puis sur le sous-onglet Réseau.

4. Cliquez sur Modifier.
La boite de dialogue Configuration réseau s'ouvre.

B. Dans le champ Nom d'hote , saisissez le nom d'hdte de I'Appliance virtuelle.
6. Dans le champ Domaine, saisissez le nom de domaine de I'Appliance virtuelle.

318 Gestion du Data Collector



7. Pour activer Secure Shell (SSH), sélectionnez la case Activer SSH.

8. Sélectionnez le type de configuration réseau dans le menu déroulant Configuration.
e DHCP : adresse IP dynamique
e Statique : adresse IP statique

9. Sila configuration réseau est définie sur Statique :
a. Saisissez l'adresse IP d'un ou plusieurs serveurs DNS (Domain Name System) dans le champ DNS.

®| REMARQUE : S¢parez plusieurs adresses IP en utilisant des virgules.

b. Pour configurer les parametres réseau IPv4, sélectionnez le bouton radio IPv4 et saisissez |'adresse IP, le masque de réseau et la
passerelle dans les champs associés.

Pour configurer les paramétres réseau IPv6, sélectionnez le bouton radio IPv6 et saisissez I'adresse IP, la passerelle et la longueur
du préfixe dans les champs associés.

10. Cliquez sur OK.

Configuration des parameétres d'heure d'une Appliance virtuelle

Configurez les paramétres d'heure pour définir le fuseau horaire et spécifiez la fagon de synchroniser I'heure de I'Appliance virtuelle. Il est
recommandé de définir le fuseau horaire sur le fuseau horaire local dans lequel I'Appliance virtuelle est située.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Appliance virtuelle, puis sur le sous-onglet Heure.
Cliquez sur Modifier. La boite de dialogue Configuration de I'heure s'ouvre.
Sélectionnez un fuseau horaire pour I'Appliance virtuelle dans le menu déroulant Fuseau horaire.

(SIS IFNY

Pour synchroniser I'neure de I'Appliance virtuelle avec les serveurs NTP (Network Time Protocol), sélectionnez Synchroniser avec
les serveurs NTP (recommandé) et saisissez le nom de un ou plusieurs serveurs NTP dans le champ Serveurs NTP.

~

Pour synchroniser I'heure de I'Appliance virtuelle avec I'hdte ESX, sélectionnez Synchroniser avec I'hote ESX.
8. Cliquez sur OK.

Gestion des Storage Centers disponibles

Utilisez I'onglet Utilisateurs et systéme du Data Collector pour gérer les Storage Centers disponibles qui ont été adressés a un ou
plusieurs comptes d'utilisateurs Data Collector.

Suppression d’un Storage Center disponible

Supprimez un Storage Center si vous ne voulez plus le gérer a partir du Data Collector. Sile Storage Center est supprimé de tous les
comptes utilisateur Data Collector, les données historiques du Storage Center sont également supprimées.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Storage Centers.
4. Sélectionnez le Storage Center a supprimer.
5. Cliquez sur Supprimer le Storage Center.
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Un message d'avertissement s'affiche.
6. Cliquez sur Oui.

Effacement de toutes les données d’un Storage Center
Effacez les données d'un Storage Center pour supprimer les données historiques de Unisphere Central.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Storage Centers.
4. Sélectionnez le Storage Center pour lequel vous voulez effacer toutes les données.

5. Cliquez sur Effacer les données du Storage Center.
Un message d'avertissement s'affiche.

6. Cliquez sur Oui.

Suppression d'un Storage Center d'un compte utilisateur Data
Collector

Pour empécher les utilisateurs de visualiser et de gérer un Storage Center, supprimez le Storage Center du compte d'utilisateur Data
Collector.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Storage Centers.
4. Sélectionnez le Storage Center duquel supprimer I'adressage Utilisateur/Storage Center.

5. Dans le volet Adressages Utilisateur/Storage Center, sélectionnez I'utilisateur dont I'adressage sur le Storage Center doit étre
supprimé.

6. Cliquez sur l'icbne Il (Supprimer).
Un message d'avertissement s'affiche.

7. Cliquez sur Oui.

Gestion des Groupes PS Series disponibles

Utilisez le sous-onglet Groupes PS pour gérer les Groupes PS Series disponibles qui ont été adressés a un compte d'utilisateur Data
Collector.

Suppression d'un Groupe PS Series disponible
Supprimez un Groupe PS Series lorsque vous ne souhaitez plus le gérer depuis Unisphere Central.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.
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2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Groupes PS.
Sélectionnez le Groupe PS Series a supprimer.
Cliquez sur Supprimer le Groupe PS.

(SIS IFN Y

Cliquez sur Oui.

Suppression d’un Groupe PS Series depuis un utilisateur Data
Collector

Pour empécher un utilisateur de gérer un Groupe PS Series, supprimez le Groupe PS Series depuis le compte d'utilisateur Data Collector.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Groupes PS.
Dans le volet Adressage Utilisateur/Groupes PS, sélectionnez I'utilisateur auquel vous souhaitez retirer le Groupe PS Series.

Cliquez sur I (Supprimer I'adressage Utilisateur/Groupe PS).

o o N oo

Cliquez sur Oui.

Gestion des clusters FluidFS disponibles

Utilisez I'onglet Clusters FluidFS pour gérer les clusters FluidFS disponibles.

Suppression d’un cluster FluidFS disponible
Supprimez un cluster FluidFS lorsque vous ne voulez plus le gérer depuis Unisphere Central.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Clusters FluidFS.
4. Sélectionnez le cluster FluidFS a supprimer.

5. Cliquez sur l'icone I (Supprimer le systéme).
Une boite de dialogue de confirmation s'affiche.

6. Cliquez sur Oui.

Suppression d’un cluster FluidFS d’un compte d’utilisateur Data
Collector

Pour empécher un utilisateur d’afficher et de gérer le cluster FluidFS, supprimez le cluster FluidFS du compte d’utilisateur Data Collector.
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Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Clusters FluidFS.

Sélectionnez le cluster FluidFS pour lequel supprimer I'adressage Utilisateur/Cluster FluidFS.

Dans le volet Adressages Utilisateur/Cluster FluidFS, sélectionnez I'utilisateur dont I'adressage sur le cluster FluidFS doit étre
supprimé.

Cliquez sur I'll (Supprimer un adressage Utilisateur/Cluster FluidFS).

Une boite de dialogue de confirmation s'affiche.

Cliquez sur Oui.

Gestion de I'Appliance virtuelle Storage Manager

La console de I'Appliance virtuelle Storage Manager comprend des options de configuration qui vous permettent de configurer les
parametres réseau, afficher des données de diagnostic et mettre a jour I'Appliance virtuelle Storage Manager.

Connexion a la CLI de I'Appliance virtuelle Storage Manager

Etapes

N N

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.
Alinvite de connexion, saisissez em, puis appuyez sur Entrée.
A linvite Nom d'utilisateur EM, saisissez le nom de I'utilisateur administrateur local du Data Collector, puis appuyez sur Entrée.

Alinvite Mot de passe EM, saisissez le mot de passe de I'utilisateur administratreur local du Data Collector, puis appuyez sur Entrée.
La CLI de I'Appliance virtuelle Storage Manager s'affiche.

Configuration des parameétres d'une appliance virtuelle

Le menu Configuration de la CLI de Appliance virtuelle Storage Manager permet de modifier les paramétres de Appliance virtuelle Storage
Manager.

Configuration d'un serveur NTP

Un serveur NTP (Network Time Protocol) fournit I'heure et la date a I'Appliance virtuelle Storage Manager.

Prérequis

Le serveur NTP doit étre accessible a partir de I'Appliance virtuelle Storage Manager.

Etapes

S S N

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.
Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.

Appuyez sur 2, puis sur Entrée pour accéder au menu Configuration.

Appuyez sur 1, puis sur Entrée pour accéder au menu NTP.

Appuyez sur 1, puis sur Entrée pour lancer la configuration du NTP.

Saisissez I'adresse IP ou le nom d'hdte du serveur NTP.

Appuyez sur Entrée.
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Configuration des parametres IPv4

Utilisez la console de I'Appliance virtuelle Storage Manager pour modifier les parameétres réseau IPvA4.

tapes

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.
Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.

Appuyez sur 2, puis sur Entrée pour afficher le menu Configuration.

Appuyez sur 2, puis sur Entrée pour démarrer la configuration du Réseau IPvA4.

Appuyez sur 1 ou 2 pour activer ou désactiver le protocole DHCP, puis appuyez sur Entrée.
Pour modifier I'adresse IP, saisissez-en une nouvelle, puis appuyez sur Entrée.

Pour modifier le masque réseau, saisissez-en un nouveau, puis appuyez sur Entrée.

Pour modifier I'adresse de passerelle, saisissez-en une nouvelle, puis appuyez sur Entrée.

©®NO TN NS m

Pour attribuer un nouveau nom d'hdte, saisissez-en un, puis appuyez sur Entrée.

N
o

. Pour modifier le nom de domaine utilisé par I'Appliance virtuelle Storage Manager, saisissez un nouveau nom de domaine, puis appuyez
sur Entrée.

11. Pour ajouter un nouveau serveur DNS, saisissez |'adresse IP d'un ou de plusieurs serveurs DNS. S'il existe plusieurs adresses IP,
séparez-les par une virgule, puis appuyez sur Entrée.

12. Appuyez sur 1 pour confirmer les modifications, puis appuyez sur Entrée.
13. Appuyez sur Entrée pour terminer la configuration.

Configuration des parametres IPv6

La console de I'Appliance virtuelle Storage Manager permet de modifier les parametres réseau IPv6.

Etapes

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.
Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.

Appuyez sur 2, puis sur Entrée pour afficher le menu Configuration.

Appuyez sur 2, puis sur Entrée pour démarrer la configuration du Réseau IPv6.

Appuyez sur 1 ou 2 pour activer ou désactiver le protocole DHCP, puis appuyez sur Entrée.
Pour attribuer un nouveau nom d'hdte, saisissez-en un, puis appuyez sur Entrée.

S S N

Pour modifier le nom de domaine utilisé par I'Appliance virtuelle Storage Manager, saisissez un nouveau nom de domaine, puis appuyez
sur Entrée.

8. Pour ajouter un nouveau serveur DNS, saisissez |'adresse IP d'un ou de plusieurs serveurs DNS. S'il existe plusieurs adresses IP,
séparez-les par une virgule, puis appuyez sur Entrée.

9. Appuyez sur 1 pour confirmer les modifications, puis appuyez sur Entrée.
10. Appuyez sur Entrée pour terminer la configuration.

Activation de SSH sur I'appliance virtuelle

La console de I'Appliance virtuelle Storage Manager vous permet d'activer la communication SSH avec I'Appliance virtuelle Storage
Manager.

Etapes

1. Al'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.
2. Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.

3. Appuyez sur 2, puis sur Entrée pour afficher le menu Configuration.

4. Appuyez sur 4, puis sur Entrée pour afficher la configuration de SSH.

B. Activez ou désactivez SSH.

e Pour activer SSH, appuyez sur 1, puis sur Entrée.
e Pour désactiver SSH, appuyez sur 2, puis sur Entrée.
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6. Appuyez sur Entrée.

Activation ou désactivation du compte de support pour l'appliance virtuelle

Utilisez la console de I'Appliance virtuelle Storage Manager pour activer ou désactiver le compte de support de |'Appliance virtuelle Storage
Manager.

tapes

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.
Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.

. Appuyez sur 5, puis sur Entrée pour afficher la configuration de I'option Activer/Désactiver le compte de support.
. Activez ou désactivez le compte de support.

e Pour activer le compte de support, appuyez sur 1, puis sur Entrée.

e Pour désactiver le compte de support, appuyez sur 2, puis sur Entrée.

E
1.
2
3. Appuyez sur 2, puis sur Entrée pour afficher le menu Configuration.
4
5

6. Appuyez sur Entrée.

Affichage du récapitulatif des parametres de configuration

La console de I'Appliance virtuelle Storage Manager vous permet d'afficher les informations de configuration de I'Appliance virtuelle
Storage Manager.

tapes

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.

E

1.

2. Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.

3. Appuyez sur 2, puis sur Entrée pour afficher le menu Configuration.
4

. Appuyez sur 7, puis sur Entrée.
La CLI de I'Appliance virtuelle Storage Manager affiche un récapitulatif des parametres de configuration.

5. Appuyez sur Entrée pour revenir au menu Configuration.

Affichage des informations de diagnostic relatives a I'appliance
virtuelle

Le menu Diagnostic de la console de I'Appliance virtuelle Storage Manager vous permet d'afficher des informations facilitant le diagnostic
des problemes de connectivité réseau touchant I'Appliance virtuelle Storage Manager.

Test Ping d'une adresse IP

La CLI de I'Appliance virtuelle Storage Manager permet d'effectuer un test ping d'adresse IP a partir de I'Appliance virtuelle Storage
Manager.

Etapes

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.

Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.

Appuyez sur 3, puis sur Entrée pour afficher le menu Diagnostics.

Appuyez sur 1 pour effectuer un test ping d'une adresse IPv4 ou sur 2 pour un test ping d'une adresse IPvB, puis appuyez sur Entrée.
Saisissez le nom d'hdte ou l'adresse IP pour lequel/laquelle vous souhaitez effectuer un test ping.

SN NSNS

Appuyez sur Entrée.
La CLI de I'Appliance virtuelle Storage Manager affiche les résultats de la commande ping.

7. Appuyez sur Entrée pour revenir au menu Diagnostics.
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Affichage des informations de routage

La CLI de I'Appliance virtuelle Storage Manager vous permet d'afficher les informations de routage de I'Appliance virtuelle Storage
Manager.

tapes

A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.

E

1.

2. Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.
3. Appuyez sur 3, puis sur Entrée pour afficher le menu Diagnostics.
4

Appuyez sur 3, puis sur Entrée.
La CLI de I'Appliance virtuelle Storage Manager affiche un tableau contenant les informations de routage.

5. Appuyez sur Entrée pour revenir au menu Diagnostics.

Affichage du tableau des hotes

La CLI de I'Appliance virtuelle Storage Manager permet d'afficher le tableau des hotes de I'Appliance virtuelle Storage Manager.

A propos de cette tache

Le tableau des hotes présente les informations réseau de I'Appliance virtuelle Storage Manager.

tapes
A I'aide du client VMware vSphere, lancez la console de I'Appliance virtuelle Storage Manager.

E

1.

2. Connectez-vous a la CLI de I'Appliance virtuelle Storage Manager.
3. Appuyez sur 3, puis sur Entrée pour afficher le menu Diagnostics.
4

Appuyez sur 4, puis sur Entrée.
La CLI de I'Appliance virtuelle Storage Manager affiche le tableau des hotes.

5. Appuyez sur Entrée pour revenir au menu Diagnostics.

Migration d'une base de données Microsoft SQL Server

Si le serveur de base de données est Microsoft SQL Server 2012, 2014 ou 2016, la base de données Data Collector peut étre migrée vers
un autre serveur Microsoft SQL Server.

Etapes
1. Sauvegardez la base de données sur le serveur Microsoft SQL Server d’origine.

2. Configurez un nouveau serveur Microsoft SQL Server et configurez-le pour utiliser I'authentification en mode Mixte (authentification
SQL Server et Windows).

3. Effectuez une restauration de la base de données sur le nouveau serveur Microsoft SQL Server.
4. Une fois la base de données restaurée, créez I'utilisateur de base de données requis.

a. Créez un utilisateur de base de données appelé compmsauser. Ne lui attribuez aucun schéma.

b. Définissez le mot de passe de I'utilisateur de base de données compmsauser comme étant identique au mot de passe qui lui était
attribué dans la base de données précédente.

e Sivous n'aviez pas modifié le mot de passe précédemment, il s’agissait de la valeur par défaut : R3p0Or!cty4dsgs.

e Sivous avez oublié le mot de passe ou si vous voulez en utiliser un autre, vous devez entrer le nouveau mot de passe lorsque
vous exécutez I'Assistant Modifier la source de données a I'étape 6.

B. Exécutez la requéte suivante sur la base de données compmsadb :
sp_change users login 'update one', 'compmsauser',6 'compmsauser'

6. Une fois la requéte terminée, utilisez le Data Collector pour remplacer la source de données par la nouvelle base de données.

@ REMARQUE : Si vous avez modifié le mot de passe, activez la case Utiliser le mot de passe personnalisé, puis saisissez le
mot de passe dans le champ Mot de passe personnalisé.

Gestion du Data Collector 325



Désinstaller le Data Collector

Sur le serveur qui héberge le Data Collector, utilisez I'élément du panneau de configuration Programmes et fonctionnalités de Windows
pour désinstaller |'application Storage Manager Data Collector.

Suppression d’anciennes bases de données de Data Collector

Supprimez la base de données Data Collector si vous avez migré la base de données vers un autre serveur de base de données ou si vous
avez supprimé le Data Collector de votre environnement.

Nettoyage d'une base de données MySQL

Supprimez les données Unisphere Central de la base de données MySQL et réinstallez le Data Collector.
Etapes

1. Connectez-vous en tant qu'utilisateur Admin et entrez les commandes SQL suivantes :

Drop Database compmsadb;

DELETE FROM mysqgl.user WHERE User = 'compmsauser';
DELETE FROM mysgl.db WHERE user = 'compmsauser';
FLUSH PRIVILEGES;

2. Réinstallez Storage Manager Data Collector.

Nettoyage d'une base de données Microsoft SQL

Supprimez les données Unisphere Central de la base de données et réinstallez le Data Collector.

Etapes

1. Connectez-vous en tant qu'utilisateur Admin et entrez les commandes SQL suivantes :

Drop Database compmsadb;

EXEC SP DropLogin 'compmsauser';

2. Réinstallez Storage Manager Data Collector.
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Gestion des utilisateurs a I'aide du Data
Collector

Utilisez le Data Collector pour ajouter des utilisateurs et gérer les utilisateurs existants dans Unisphere Central.
Sujets :

e Privileges d'utilisateur Unisphere Central

*  Authentification des utilisateurs a I'aide d'un service d'annuaire externe
e Gestion des utilisateurs locaux a I'aide du Data Collector

*  Gestion des exigences de mot de passe des utilisateurs locaux

e Gestion des parametres utilisateur avec Unisphere

Privileges d'utilisateur Unisphere Central

Le Data Collector controle I'acces des utilisateurs aux fonctions Unisphere Central et aux Storage Centers associés, sur la base des

privileges attribués a ces utilisateurs : Créateur de rapports, Gestionnaire de volumes ou Administrateur. Les tableaux suivants définissent

les privileges de niveau utilisateur de Unisphere Central avec les catégories suivantes.

@ REMARQUE : Les privileges utilisateur Unisphere Central et les privileges utilisateur Storage Center portent les mémes noms mais
ne sont pas identiques. Les privileges utilisateur Storage Center controlent |'accées aux Storage Centers et les privileges utilisateur de

Unisphere Central contrélent I'acces aux fonctions de Unisphere Central.

Privileges Administrateur

Le niveau de privilege Administrateur est le profil utilisateur le plus puissant de Unisphere Central.
Un administrateur dispose d’un accés complet a toutes les fonctionnalités de Unisphere Central

@ REMARQUE : Un compte utilisateur créé avec un accés administrateur ne peut pas étre rétrogradé sur des droits de Rapporteur /
Gestionnaire de volume.

Privileges Gestionnaire de volumes

Le niveau de privilege Gestionnaire de volume est similaire a celui d'Administrateur, mais avec plus de restrictions.

Un utilisateur Gestionnaire de volumes est en mesure d'afficher, de gérer et d'ajouter/créer la plupart des objets dans Unisphere Central.
Cependant, il n'a pas acces aux propriétés Data Collector.

Privileges Créateur de rapports

Le niveau de privileges de Créateur de rapports est le type d'utilisateur dont les privileges sont les plus restreints dans Unisphere Central.

Un utilisateur Créateur de rapports peut afficher la plupart des fonctions de Unisphere Central. Cependant, cet utilisateur n'est pas en
mesure de gérer, créer ou modifier les fonctionnalités. En outre, il ne peut pas voir les les propriétés SupportAssist, les propriétés Data
Collector, ni les profils de stockage.

@ REMARQUE : Un Créateur de rapports Unisphere Central peut adresser les Storage Centers a d'autres Créateurs de rapports s'il
dispose des identifiants de Créateur de rapports Unisphere Central.
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Authentification des utilisateurs a I’aide d’un service
d’annuaire externe

Le Data Collector peut étre configuré de fagon a authentifier les utilisateurs de Unisphere Central a I'aide d'un service d'annuaire
Active Directory ou OpenLDAP. Si l'authentification Kerberos est également configurée, les utilisateurs peuvent se connecter
automatiquement au client a I'aide de leurs références de session Windows.

L'acces a Unisphere Central peut étre accordé aux utilisateurs et groupes de service d'annuaire appartenant au domaine auquel le Data
Collector est associé. Pour Active Directory, vous pouvez également accorder |'acces aux utilisateurs et groupes qui appartiennent aux
domaines d'une méme forét, ainsi que des domaines qui appartiennent a des foréts pour lesquelles des approbations unidirectionnelles ou
bidirectionnelles sont configurées.

Configuration d’un service d’annuaire externe

Pour que les utilisateurs puissent étre authentifié avec un service d’annuaire externe, le Data Collector doit &tre configuré pour utiliser le
service d'annuaire.

Configuration du Data Collector pour utiliser un service d’annuaire

Configurer le Data Collector pour utiliser un service d'annuaire Active Directory ou OpenLDAP.

Prérequis

Un service d'annuaire Active Directory ou OpenLDAP doit étre déployé dans votre environnement réseau.

Le service d'annuaire doit répondre a des exigences de configuration spécifiques.

o Active Directory : le service d’annuaire doit étre configuré pour utiliser I'authentification Kerberos.

o OpenLDAP : le service d'annuaire doit étre configuré pour utiliser LDAP avec I'extension StartTLS ou LDAPS (LDAP sur SSL).

e Sile service d'annuaire est OpenlLDAP, le fichier de clé publique du certificat SSL (codage DER ou PEM) du serveur d’annuaire doit
étre exporté et transféré sur le serveur qui héberge le Data Collector.

Le Data Collector doit disposer d'une connectivité réseau au service d’annuaire.

Les enregistrements SRV DNS doivent étre correctement configurés dans votre environnement pour permettre au Data Collector de
déterminer le mode d'interaction avec le service d’annuaire. Si les enregistrements SRV ne sont pas définis ou sont mal configurés,
vous devez configurer les parametres du service d’annuaire manuellement.

e | e Data Collector nécessite un utilisateur autorisé a interroger le service d'annuaire. Pour Active Directory, I'entrée de cet utilisateur
dans I'annuaire doit également inclure I'attribut Nom principal d'utilisateur (nom-utilisateur@exemple.com).

e Pour utiliser I'authentification Kerberos, vous devez indiquer le nom d'utilisateur et le mot de passe d'un utilisateur du service
d'annuaire qui dispose de privileges Administrateur, ou vous devez utiliser un compte de service existant.

e Sjun service d'annuaire est configuré et que vous souhaitez reconfigurer le Data Collector afin d'utiliser un service d'annuaire dans un
autre domaine, la configuration des services d'annuaire doit étre désactivée et appliquée avant de poursuivre.

e Pour authentifier les utilisateurs Active Directory qui appartiennent aux domaines d'une autre forét, une approbation unidirectionnelle
ou bidirectionnelle doit &tre configurée entre la forét locale et la forét distante.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Environnement, puis sélectionnez le sous-onglet Service d'annuaire.

4. Cliquez sur Modifier.
La boite de dialogue Paramétres de service s'ouvre.

B. Configurez les parametres LDAP.

a. Cochez la case Activé.
b. Dans le champ Domaine, entrez le nom du domaine dans lequel effectuer la recherche.
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@ REMARQUE : Si le serveur qui héberge le Data Collector appartient & un domaine, le champ Domaine est automatiguement
rempli.

c. Dans le champ DN de liaison d'authentification, saisissez le nom unique ou le nom principal d'utilisateur de |'utilisateur que le
Data Collector utilise pour se connecter au serveur LDAP et y faire des recherches. Le nom d'utilisateur Administrateur n'est pas
autorisé.

e [xemple de DN : CN=Prénom Nom,CN=utilisateurs,DC=corp,DC=entreprise, DC=COM
e [xemple de nom principal d'utilisateur : nom-utilisateur@exemple.com

d. Dans la zone Mot de passe de liaison d'authentification, saisissez le mot de passe correspondant au nom unique de liaison
d'authentification.

e. Sivous avez modifié le champ Domaine, cliquez sur Découvrir pour localiser le service d’annuaire pour le domaine spécifié.

6. (Facultatif) Configurez manuellement les parameétres du service d'annuaire.

a. Dans le menu déroulant Type, sélectionnez Active Directory ou OpenLDAP.

b. Dans le champ Serveurs d’annuaire, saisissez le nom de domaine entierement qualifié (FQDN) de chaque serveur d’annuaire sur
une ligne distincte.
@ REMARQUE : Pour vérifier que le Data Collector peut communiquer avec les serveurs d’annuaire indiqués a I'aide du

protocole sélectionné, cliquez sur Test.

c. Dans le champ DN de base, saisissez le nom unigue de base du serveur LDAP. Il indique I'emplacement de début de la recherche
d'utilisateurs.

d. Dans le champ Délai d'expiration de la connexion, saisissez la durée maximale (en minutes) pendant laquelle le Data Collector
attend lors d'une tentative de connexion a un serveur LDAP.

7. (Facultatif) Configurez |'authentification Kerberos. Pour permettre aux utilisateurs de se connecter automatiquement au client a I'aide
des références de leur session Windows, l'authentification Kerberos doit étre configurée.

a. Cochez la case Kerberos activé.

b. Dans le champ Domaine Kerberos, indiquez le domaine Kerberos a utiliser pour authentifier les utilisateurs. Dans les réseaux
Windows, il s'agit généralement du nom de domaine Windows en majuscules.

C. (OpenLDAP uniguement) Saisissez le nom d'hdte ou I'adresse IP du centre de distribution de clés (KDC) dans le champ Nom
d'hote ou adresse IP KDC.

d. Dans le champ Nom d’héte du Data Collector, entrez le nom de domaine entierement qualifi€¢ (FQDN) du serveur qui héberge le
Data Collector.

8. (Facultatif - Open LDAP uniquement) Si le protocole TLS (Transport Layer Security) est activé, envoyez un fichier PEM d'autorité de
certification.

a. Accédez al'emplacement du fichier PEM, sélectionnez le fichier et cliquez sur Ouvrir.
La boite de dialogue Charger un certificat TLS s'ouvre.
@ REMARQUE : Si vous vous étes trompé de fichier PEM, cliquez sur Charger un certificat dans la boite de dialogue
Charger un certificat TLS pour sélectionner un nouveau fichier.
b. c. Cliquez sur OK pour envoyer le certificat.

9. (Active Directory uniqguement) Pour enregistrer le Data Collector sur le domaine, sélectionnez Enregistrez le Data Collector sur le
domaine.

a. Saisissez le nom d'utilisateur et le mot de passe d'un administrateur de domaine.
Ces informations servent uniquement & inscrire le Data Collector et ne sont pas enregistrées.
b. Cliquez sur OK.
10. Pour utiliser un compte de service existant, sélectionnez Utiliser un compte de service existant pour rejoindre le domaine.
a. Saisissez le nom d'utilisateur et le mot de passe du compte de service.
@ REMARQUE : Le compte de service existant doit inclure un attribut servicePrincipalName, avec les valeurs suivantes dans le
formulaire :

HTTP/<host name>dc.<domain>@<realm>

HTTP/<host name>dc.<domain>

Ces valeurs peuvent étre définies a I'aide de I'outil Microsoft setspn.exe ou d'un autre outil équivalent.

b. Cliquez sur OK.
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Dépannage de la découverte du service d'annuaire

Le Data Collector tente de détecter automatiquement le service d'annuaire le plus proche en fonction de la configuration de
I'environnement réseau. Les parametres découverts sont écrits dans un fichier texte a des fins de dépannage. Si la détection échoue,
vérifiez que le fichier texte contient des valeurs correctes pour votre environnement réseau.

Etapes

1. Sur le serveur qui héberge le Data Collector, utilisez un éditeur de texte pour ouvrir le fichier C: \Program Files\Dell
EMC\Storage Manager\msaservice\directory settings.txt.

2. \Vérifiez que les valeurs répertoriées dans le fichier directory settings.txt correspondent a I'environnement réseau.
Si le fichier contient des valeurs incorrectes, apportez des modifications a la configuration afin de résoudre le probleme.

a. Assurez-vous que le serveur qui héberge le Data Collector est membre du domaine approprié.
b. Assurez-vous que les enregistrements SRV DNS sont correctement configurés.
¢. Utilisez Data Collector pour détecter a nouveau le service d'annuaire.

4. Sil'étape précédente n'a pas résolu le probleme, activez la case Activer la configuration manuelle et configurez manuellement les
parametres de service d'annuaire. Si nécessaire, contactez support technique pour obtenir de l'aide.

Recherche de domaines dans les foréts de confiance locales et distantes

Si des domaines sont ajoutés a la forét locale ou supprimés de cette derniére, ou en cas d'ajout/suppression de relations de confiance
bidirectionnelles entre la forét locale et des foréts distantes, utilisez le Data Collector pour rechercher des domaines.

Prérequis
Le Data Collector doit &tre configuré pour authentifier les utilisateurs avec un service d’annuaire Active Directory et Kerberos.

@ REMARQUE : Les tentatives d'authentification des utilisateurs Active Directory peuvent échouer si une opération de rebalayage est
en cours.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Environnement, puis sélectionnez le sous-onglet Service d'annuaire.
4. Cliquez sur Rebalayer. Un message indique si I'analyse a réussi ou échoué.
5. Cliquez sur OK.

Octroi de I’accés a des utilisateurs ou groupes d’utilisateurs d’annuaire

Pour autoriser des utilisateurs d'annuaire a se connecter a Unisphere Central, ajoutez des utilisateurs et/ou des groupes d'utilisateurs du
service d'annuaire aux groupes d'utilisateurs Data Collector.

Ajout de groupes d'annuaires dans un groupe d'utilisateurs Data Collector

Ajoutez un groupe de répertoires dans un groupe d'utilisateurs Data Collector pour permettre a tous les utilisateurs de ce groupe de
répertoires d'accéder a Unisphere Central. Vous pouvez accorder |'acces aux groupes appartenant au domaine dont le Data Collector
est membre, aux domaines qui sont dans la méme forét et aux domaines appartenant a des foréts pour lesquelles des approbations
bidirectionnelles sont configurées. Les groupes de services d'annuaire ne sont pas pris en charge pour les domaines a approbation
unidirectionnelle.

Prérequis

Le Data Collector doit &tre configuré de sorte a authentifier les utilisateurs a I'aide d’un service d’annuaire externe.
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Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
4. Sélectionnez le groupe d'utilisateurs Data Collector auquel ajouter des groupes de répertoires.

5. Cliquez sur Ajouter des groupes d'utilisateurs d'annuaire.
La boite de dialogue Ajouter des groupes d'utilisateurs d'annuaire s'ouvre.

6. (Environnements multidomaines uniquement) Dans le menu déroulant Domaine, sélectionnez le domaine qui contient les groupes
d'annuaires auxquels vous souhaitez octroyer |'acces.

7. Sélectionnez chaque groupe de répertoires a ajouter au groupe d'utilisateurs Unisphere Central.

8. Lorsque vous avez terminé, cliquez sur OK. Les groupes de répertoires associés au groupe Data Collector s'affichent sous le
sous-onglet Groupes d'utilisateurs.

Ajout d'un utilisateur d'annuaire dans un groupe d'utilisateurs Data Collector

Ajoutez un utilisateur d'annuaire dans un groupe d'utilisateurs Data Collector pour permettre a cet utilisateur d'annuaire d'accéder a
Unisphere Central. Vous pouvez accorder I'acces aux utilisateurs appartenant au domaine dont le Data Collector est membre, aux
domaines qui sont dans la méme forét et aux domaines appartenant a des foréts pour lesquelles des approbations unidirectionnelles et
bidirectionnelles sont configurées.

Prérequis

Le Data Collector doit étre configuré de sorte a authentifier les utilisateurs a I'aide d’un service d’annuaire externe.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E Data Collector.
La vue Data Collector s'affiche.
3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
4. Sélectionnez le groupe d'utilisateurs Data Collector auquel ajouter un utilisateur d'annuaire.
B. Cliquez sur Ajouter des utilisateurs d'annuaire.
La boite de dialogue Ajouter des utilisateurs d'annuaire s'ouvre.
6. Dans le champ Utilisateurs d'annuaire, saisissez le nom de chaque utilisateur d'annuaire a ajouter.
e Pour OpenLDAP, le format de nom d'utilisateur est pris en charge (exemple : utilisateur).
e Pour Active Directory, les formats de nom d'utilisateur suivants sont pris en charge :
o Nom d'utilisateur (exemple : utilisateur)
o Nom principal d'utilisateur (exemple : utilisateur@domaine)
@ REMARQUE : Pour ajouter des utilisateurs qui appartiennent a un domaine autre que le domaine pour lequel le Data Collector
est configuré, utilisez le format Nom principal d'utilisateur.

7. Cliquez sur Vérifier les noms pour Vvérifier que les utilisateurs spécifiés existent dans le service d’annuaire. Un message s'affiche.

®

REMARQUE : La vérification des noms n'est pas prise en charge sur les domaines pour lesquels une approbation unidirectionnelle
est configurée.

8. Cliquez sur OK pour fermer le message.

9. Sil'un des noms d'utilisateur d'annuaire spécifiés n'a pas pu étre vérifié, corrigez les noms, puis cliquez de nouveau sur Vérifier les
noms.

10. Lorsque vous avez terminé, cliquez sur OK. La boite de dialogue Ajouter des utilisateurs d'annuaire se ferme, et les utilisateurs
d'annuaire associés au groupe d'utilisateurs Data Collector sélectionné s'affichent sous le sous-onglet Groupes d'utilisateurs.
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Révocation de I’acceés des utilisateurs et groupes d’utilisateurs d’annuaire

Pour révoquer I'acces a Unisphere Central d'un groupe ou d'un utilisateur de service d'annuaire, supprimez le groupe ou I'utilisateur
d'annuaire des groupes d'utilisateurs Data Collector.

Suppression d'un groupe de services d'annuaire d'un groupe d'utilisateurs Data Collector

Supprimez un groupe de services d'annuaire d'un groupe d'utilisateurs Data Collector pour empécher les utilisateurs d'annuaire de ce
groupe d'accéder a Unisphere Central.

Etapes

1.

N o o N o

Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
Cliquez sur I'onglet Groupes d'utilisateurs.

Sélectionnez le groupe d'utilisateurs Data Collector auquel ajouter le groupe d'annuaires.

Cliquez sur le sous-onglet Groupes d’annuaire.

Sélectionnez le groupe de service d'annuaire dont vous voulez révoquer I'acces, puis cliquez sur Supprimer.
La boite de dialogue Supprimer le groupe d'utilisateurs de répertoire s'ouvre.

Cliquez sur Oui.

Suppression d'un utilisateur de services d'annuaire d'un groupe d'utilisateurs Data Collector

Supprimez un utilisateur du service d'annuaire d'un groupe d'utilisateurs de Data Collector pour empécher ['utilisateur d'annuaire d'accéder
a Unisphere Central.

Etapes

1.

N OO Ao

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
Cliquez sur I'onglet Groupes d'utilisateurs.

Sélectionnez le groupe d'utilisateurs Data Collector auquel ajouter le groupe d'annuaires.

Cliquez sur sous-onglet Utilisateurs.

Sélectionnez I'utilisateur du groupe de service d'annuaire dont vous voulez révoquer I'acces, puis cliqguez sur Supprimer l'utilisateur.
La boite de dialogue Supprimer un utilisateur d'annuaire s'ouvre.

Cliquez sur Oui.

Désactivation de I’authentification par un service d’annuaire externe

Désactivez I'authentification par un service d’annuaire externe afin d’empécher 'authentification des utilisateurs de cet annuaire.

A propos de cette tache

La désactivation de I'authentification par le service d'annuaire supprime tous les utilisateurs et groupes
de ce service d'annuaire de Unisphere Central. Si vous choisissez de réactiver I'authentification par ce service
d'annuaire ultérieurement, vous devrez de nouveau autoriser I'accés de tous les utilisateurs et groupes d'utilisateurs
de cet annuaire.
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Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Environnement, puis sélectionnez le sous-onglet Service d'annuaire.

Cliquez sur Modifier.
La boite de dialogue Parameétres du service s'ouvre.

Décochez la case Activé.
Cliquez sur OK.

Gestion des utilisateurs locaux a I'aide du Data Collector

Vous pouvez configurer les utilisateurs Unisphere Central et les adressages sur Storage Center dans I'onglet Utilisateurs de la vue Data
Collector.

Création d’un utilisateur

Créez un compte utilisateur pour autoriser une personne a accéder a Unisphere Central.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
Cliquez sur + (Nouvel utilisateur).

La boite de dialogue Créer un utilisateur s'ouvre.

Entrez les informations concernant le nouvel utilisateur.

Entrez le nom de |'utilisateur dans le champ Nom d'utilisation.

(Facultatif) Entrez |'adresse e-mail de I'utilisateur dans le champ Adresse e-mail.

Sélectionnez le rle a attribuer a I'utilisateur dans le menu déroulant Role.

Sélectionnez une langue dans le menu déroulant Langue par défaut.

Entrez un mot de passe pour I'utilisateur dans les champs Mot de passe et Confirmer le mot de passe.

Pour forcer l'utilisateur & modifier son mot de passe aprés sa premiére connexion, cochez la case Exiger le changement de mot
de passe.

~@o o0 0o

Cliquez sur OK.

Références connexes

Privileges d'utilisateur Unisphere Central , page 327

Configuration ou modification de I’adresse e-mail d’un utilisateur

Une adresse e-mail doit étre configurée si vous souhaitez que Unisphere Central puisse envoyer des notifications par e-mail a |'utilisateur.

Etapes

1.

2,

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
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La vue Data Collector s'affiche.
3. Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.

4. Sélectionnez I'utilisateur & modifier, puis cliquez sur # (Modifier les paramétres).
La boite de dialogue Parameétres utilisateur s'ouvre.

B. Entrez I'adresse e-mail de I'utilisateur dans le champ Adresse e-mail.
6. Cliquez sur OK.

Modification des privileges attribués a un utilisateur
Vous pouvez modifier les privileges d'un compte utilisateur en modifiant le réle d'utilisateur.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.
Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.

4, Sélectionnez I'utilisateur a modifier, puis cliquez sur # (Modifier les paramétres).
La boite de dialogue Parameétres utilisateur s'ouvre.

5. Sélectionnez le role a attribuer a l'utilisateur dans le menu déroulant Role.
6. Cliquez sur OK.

Références connexes

Privileges d'utilisateur Unisphere Central , page 327

Modification de la langue par défaut d'un utilisateur Unisphere
Central

La langue préférée d'un utilisateur Unisphere Central détermine la langue qui s'affiche dans les rapports automatisés et les alertes par
e-mail du Data Collector. Les rapports qui s'affichent dans l'interface utilisateur sont générés par une demande de I'utilisateur et n'utilisent
pas la langue préférée.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.

4. Sélectionnez I'utilisateur & modifier, puis cliquez sur # (Modifier les paramétres).
La boite de dialogue Parameétres utilisateur s'ouvre.

B. Dans le menu déroulant Langue par défaut, sélectionnez une langue.
6. Cliquez sur OK.

Obligation pour I'utilisateur de modifier son mot de passe
Vous pouvez forcer un utilisateur & modifier son mot de passe lors de la prochaine connexion.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
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La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.

Sélectionnez I'utilisateur a modifier, puis cliquez sur # (Modifier les paramétres).
La boite de dialogue Parameétres utilisateur s'ouvre.

Cochez la case Exiger le changement de mot de passe.
Cliquez sur OK.

Modification du mot de passe d’un utilisateur

Vous pouvez modifier le mot de passe de n'importe quel compte utilisateur a I'aide de Unisphere Central.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.

Sélectionnez I'utilisateur a modifier, puis cliquez sur Modifier le mot de passe utilisateur.
La boite de dialogue Modifier le mot de passe utilisateur s'ouvre.

Saisissez le mot de passe admin dans le champ Mot de passe d'autorisation.
Saisissez un nouveau mot de passe pour I'utilisateur dans les champs Nouveau mot de passe et Confirmer le mot de passe.
Cliquez sur OK.

Définition des adressages Storage Center pour un utilisateur Créateur
de rapports

Vous pouvez uniqguement définir des mappages de Storage Center pour les utilisateurs disposant de privileges Créateur de rapports. Les
utilisateurs qui possedent des privileges Administrateur ou de Gestionnaire de volumes gerent leurs propres mappages de Storage Center
dans Unisphere Central.

Etapes

1.

Si un Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs.
Sélectionnez I'utilisateur Créateur de rapports a modifier.

Dans le volet inférieur de I'onglet Storage Centers, cliquez sur l'icone + (Sélectionner des adressages de Storage Center).
La boite de dialogue Sélectionner des adressages de Storage Center s'ouvre.

Activez les cases des Storage Center a adresser a |'utilisateur.

Désactivez les cases des Storage Center a ne plus adresser a I'utilisateur.

Cliquez sur OK.

Suppression d'un utilisateur

Supprimez un compte d'utilisateur pour empécher cet utilisateur d'afficher et de gérer le Storage Center.
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Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
4. Sélectionnez |'utilisateur que vous souhaitez supprimer.

Cliquez sur I (Supprimer l'utilisateur).
Une boite de dialogue de confirmation s'affiche.

6. Cliquez sur Oui.

Supprimer un adressage Storage Center d'un utilisateur
Supprimer I'adressage Storage Center d'un compte d'utilisateur pour empécher les utilisateurs de visualiser et de gérer le Storage Center.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliguez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
Sélectionnez I'utilisateur pour lequel vous souhaitez supprimer un adressage Storage Center.
Sélectionnez le Storage Center a ne plus adresser a l'utilisateur dans le volet Storage Center.

o o N oo

Cliquez sur Il (Supprimer le mappage du Storage Center).
Une boite de dialogue de confirmation s'affiche.

7. Cliquez sur Oui.

Déverrouillage d’'un compte d’utilisateur local

Si un utilisateur saisit un mot de passe incorrect un nombre de fois supérieur au seuil de verrouillage du compte, ce compte utilisateur est
verrouillé. Utilisez Unisphere Central pour le déverrouiller.

Prérequis

e | aconfiguration du mot de passe est activée.

e Un compte d'utilisateur est verrouillé.
REMARQUE : Si le compte verrouillé est un compte administrateur Storage Manager, contactez le support technique pour obtenir
de I'aide pour déverrouiller le compte.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Utilisateurs et groupes d'utilisateurs.
4. Sélectionnez le compte d'utilisateur verrouillé.

B. Cliquez sur Déverrouiller utilisateur.
Une boite de dialogue de confirmation s'affiche.

6. Cliquez sur Oui.
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Gestion des exigences de mot de passe des utilisateurs
locaux

Gérer l'expiration du mot de passe et les exigences de complexité d'Unisphere depuis la vue Data Collector.

Configuration des exigences de mot de passe des utilisateurs
Unisphere Central locaux

Définissez les exigences de mot de passe des utilisateurs locaux pour accroitre la complexité de ces mots de passe et renforcer la sécurité
de Unisphere Central.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Configuration de mot de passe.

4. Cliquez sur Modifier.
La boite de dialogue Sélectionner les bases de données s'affiche.

5. Sélectionnez Activé.
6. Définissez les exigences de mot de passe.

®| REMARQUE : Pour obtenir des informations de référence de l'interface utilisateur, cliquez sur Aide.

7. Cliquez sur OK.

Application d’exigences de mot de passe aux utilisateurs Storage
Center

Les exigences relatives aux mots de passe des utilisateurs locaux Unisphere Central peuvent s'appliquer aux utilisateurs Storage Center.

Prérequis

L'option Configuration de mot de passe doit étre activée.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Configuration de mot de passe.
Cliquez sur Modifier. La boite de dialogue Configuration de mot de passe s'ouvre.
Sélectionnez les Storage Centers auxquels appliquer les exigences de mot de passe.

o oo

Cliquez sur OK.

Références connexes

Configuration des exigences de mot de passe des utilisateurs Unisphere Central locaux , page 337
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Réinitialisation de I’horloge d’age du mot de passe

L'horloge d'age du mot de passe détermine le moment ot un mot de passe expire, en fonction des conditions d'age minimal et maximal
définies. Réinitialisez I'horloge d'age du mot de passe pour que le calcul de I'8ge du mot de passe démarre a la date et a I'heure actuelles.

Prérequis

L'option Configuration de mot de passe doit étre activée.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Configuration de mot de passe.
Cliquez sur Modifier. La boite de dialogue Configuration de mot de passe s'ouvre.
Cochez la case Réinitialiser I'horloge de vieillissement.

oo~ o

Cliquez sur OK.

Références connexes

Configuration des exigences de mot de passe des utilisateurs Unisphere Central locaux , page 337

Demander aux utilisateurs de modifier leurs mots de passe

La nouvelle configuration requise pour les mots de passe s'applique aux mots de passe des nouveaux utilisateurs uniqguement. Les mots de
passe des utilisateurs existants ne respectent pas forcément ces exigences. Demandez aux utilisateurs de modifier leur mot de passe a la
prochaine connexion pour que leur mot de passe respecte les exigences définies.

Prérequis

L'option Configuration de mot de passe doit étre activée.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

Cliquez sur I'onglet Utilisateurs et systéme, puis sélectionnez le sous-onglet Configuration de mot de passe.
Cliquez sur Modifier. La boite de dialogue Configuration de mot de passe s'ouvre.
Cochez la case Requiert un changement de mot de passe.

o o~ o

Cliquez sur OK.

Références connexes

Configuration des exigences de mot de passe des utilisateurs Unisphere Central locaux , page 337

Gestion des parametres utilisateur avec Unisphere

Utilisez Unisphere pour modifier les préférences de votre compte d'utilisateur.
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Modification du mot de passe utilisateur

Le mot de passe de I'utilisateur actuel peut étre modifié a partir de la boite de dialogue Modifier les paramétres utilisateur.

Etapes
1. Dans le volet supérieur d'Unisphere, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les parametres utilisateur s'ouvre.

2. Dans I'onglet Informations utilisateur, cliquez sur Modifier le mot de passe.
La boite de dialogue Modifier le mot de passe s'ouvre.

Saisissez le mot de passe actuel de |'utilisateur dans le champ Mot de passe actuel.
Saisissez un nouveau mot de passe dans les champs Nouveau mot de passe et Confirmer le nouveau mot de passe.
Cliquez sur OK pour enregistrer les modifications du mot de passe et fermer la boite de dialogue Modifier le mot de passe.

o o~ o

Cliquez sur OK pour fermer la boite de dialogue Modifier les paramétres utilisateur.

Configuration des parameétres d’e-mail

Les parametres d'e-mail de I'utilisateur actuel puissent étre modifiés a partir du Modifier les paramétres utilisateur.

Etapes
1. Dans le volet supérieur d'Unisphere, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les parameétres utilisateur s'ouvre.

2. Modifiez les parametres d'e-mail.
e Adresse e-mail : saisissez I'adresse e-mail de |'utilisateur actuel.
e Format d'e-mail : sélectionnez Texte brut ou HTML.
e (Facultatif) E-mail de test : cliqguez pour envoyer un message e-mail a I'adresse saisie dans le champ Adresse e-mail.

3. Cliquez sur OK.

Configuration des options client

Les paramétres d'affichage des alertes et le formatage des unités de stockage peuvent étre configurés pour |'utilisateur actuel dans la
boite de dialogue Modifier les paramétres utilisateur.

Configuration des parameétres d'affichage des alertes

Les paramétres d'affichage des alertes de I'utilisateur actuel se trouvent dans la boite de dialogue Modifier les paramétres utilisateur.

Etapes

1. Dans le volet supérieur d'Unisphere, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les paramétres utilisateur s'ouvre.

2. Dans I'onglet Options de client, configurez les parametres des alertes en cochant ou décochant les cases suivantes :

e Afficher les niveaux d'alerte de seuil sur les tableaux Cette option permet d'afficher une ligne horizontale paralléle a I'axe X
des diagrammes, présentant la relation entre les données rapportées et le niveau de seuil.

e Afficher les alertes Storage Center sur les tableaux : cette option permet d'afficher une ligne verticale parallele a I'axe des Y,
présentant la relation entre les données rapportées et les alertes du Storage Center pour les contrdleurs défectueux et les Storage
Centers distants arrétés.

3. Cliquez sur OK.

Configuration des unités pour I'affichage

Les unités de stockage s'affichent en mégaoctets, gigaoctets, téraoctets, ou une unité de mesure la mieux adaptée aux données et choisie
automatiquement.
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Etapes

1. Dans le volet supérieur d'Unisphere, cliquez sur votre nom d'utilisateur, puis sélectionnez Préférences utilisateur.
La boite de dialogue Modifier les paramétres utilisateur s'ouvre.

2. Dans I'onglet Options client, sélectionnez le mode d'affichage approprié dans le menu déroulant Formatage des unités de
stockage :

Automatique : les unités les mieux adaptées aux valeurs affichées sont automatiquement sélectionnées.
Toujours afficher en Mo : toutes les unités de stockage sont exprimées en mégaoctets.

Toujours afficher en Go : toutes les unités de stockage sont exprimées en gigaoctets.

Toujours afficher en To : toutes les unités de stockage sont exprimées en téraoctets.

3. Cliquez sur OK.
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Gestion de SupportAssist

SupportAssist envoie des données support technique a des fins de surveillance et de dépannage. Vous pouvez configurer SupportAssist
afin d'envoyer les données de diagnostic automatiquement ou bien envoyer manuellement les données de diagnostic a l'aide de
SupportAssist en cas de besoin. Vous pouvez configurer les parametres SupportAssist pour tous les Storage Centers gérés ou bien

séparément pour chaque Storage Center.

Sujets :

Types de données pouvant étre envoyés avec SupportAssist

Configurez les paramétres de SupportAssist pour le Data Collector
Configuration des parametres de SupportAssist pour un seul Storage Center
Envoi manuel des données de diagnostic avec SupportAssist

Enregistrement des données SupportAssist sur un lecteur flash USB

Gestion des parametres de SupportAssist

Cloudl@Q

Types de données pouvant étre envoyés avec
SupportAssist

Unisphere peut envoyer des rapports, des données Storage Center et des données de cluster FluidFS a support technique.

Le tableau suivant récapitule les types de données qui peuvent &tre envoyés a l'aide de SupportAssist.

Type de données SupportAssist

Description

Méthode SupportAssist

Rapport d'utilisation des E/S

Récapitule les performances des E/S en
lecture et en écriture d'un ou plusieurs
Storage Centers

Automatique ou manuel

Rapport d'utilisation du stockage

Récapitule I'utilisation et I'augmentation du
stockage d'un ou plusieurs Storage Centers.

Automatique ou manuel

Rapport de réplication

Récapitule I'état des réplications

Automatique ou manuel

Configuration de Storage Center Envoie toutes les informations de Manuel
configuration du Storage Center

Journaux Storage Center Envoie les journaux Storage Center Manuel

Synthese du cluster FluidFS Récapitule toutes les informations de Automatique
configuration du cluster FluidFS

Evénements de cluster FIuidFS Envoie des événements de cluster FluidFS | Automatique

Diagnostics de cluster FluidFS

Envoie des diagnostics systeme complets,
y compris la synthése des informations
concernant la configuration du cluster
FluidFS, les services et les journaux

Déclenché automatiquement pour

les événements critiques et lancé
manuellement lorsqu'un administrateur
exécute les diagnostics de cluster FluidFS

Configurez les parameétres de SupportAssist pour le
Data Collector

Modifiez les parametres de SupportAssist pour le Data Collector.
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Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur I'onglet Surveillance, puis cliquez sur le sous-onglet SupportAssist.
4. Cliquez sur Modifier. La boite de dialogue SupportAssist s'ouvre.
a. Sélectionnez la fréquence d'envoi des données d'utilisation dans le menu déroulant Intervalle d'envoi.
b. Sélectionnez les rapports d'utilisation & envoyer dans les Parameétres SupportAssist de rapport global.
@ REMARQUE : Le parametre Intervalle d'envoi est ignoré pour les rapports Utilisation du stockage. Au lieu de celg, les
rapports Utilisation du stockage sont envoyés au support technique quotidiennement.

B. Cliquez sur OK.

Configuration des parametres de SupportAssist pour un
seul Storage Center

Modifiez les parametres de SupportAssist pour un seul Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Dans l'onglet Récapitulatif, cliquez sur # (Paramétres).
La boite de dialogue Modifier les parameétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet SupportAssist.
La boite de dialogue des paramétres SupportAssist s'ouvre.

B. Cliquez sur Modifier les parameétres globaux.
6. Sélectionnez la fréquence d'envoi des données dans la liste déroulante Intervalle d'envoi.
7. Sélectionnez les rapports d'utilisation a envoyer dans les Paramétres SupportAssist de rapport global.
@ REMARQUE : Par défaut, I'envoi des données d'Utilisation du stockage est planifié pour avoir lieu tous les jours a minuit. Par
conséquent, le paramétre Intervalle d'envoi par défaut (4 heures) est ignoré pour les rapports Utilisation du stockage. Au lieu
de cela, les rapports Utilisation du stockage sont envoyés tous les jours par défaut a support technique.

8. Sélectionnez votre préférence de réception des mises a jour du logiciel dans le menu déroulant Modifier le mode de mise a jour du
logiciel.
9. Sivotre réseau exige que les hotes utilisent un serveur proxy pour accéder a Internet, configurez un serveur proxy pour SupportAssist :

a. Cochez la case Activé en regard de Parameétres de proxy Web pour activer un serveur proxy.
b. Spécifiez I'adresse IP et le port du serveur proxy.
¢. Sile serveur proxy nécessite une authentification, remplissez les champs Nom d’utilisateur et Mot de passe.

10. Cliquez sur OK.

Envoi manuel des données de diagnostic avec
SupportAssist

Vous pouvez envoyer manuellement des données de diagnostic a I'aide de SupportAssist pour plusieurs Storage Centers ou pour un
Storage Center spécifique.
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Envoi manuel de données de diagnostic pour plusieurs Storage
Centers

Vous pouvez envoyer des données de diagnostic pour plusieurs Storage Centers a partir du Data Collector.

Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

3. Cliquez sur l'onglet Surveillance, puis cliquez sur le sous-onglet SupportAssist.

4. Cliquez sur Envoyer les données SupportAssist maintenant.
La boite de dialogue Envoyer les données SupportAssist maintenant s'ouvre.

5. Dans la zone Storage Centers, cochez les cases des Storage Centers pour lesquels vous souhaitez envoyer des données
SupportAssist a support technigue.

6. Dans la zone Rapports, cochez les cases correspondant aux rapports d'utilisation du Storage Center a enregistrer.
7. Dans la zone Plage de temps, indiquez la période pour lagquelle vous souhaitez envoyer des données.

a. Dans les champs Date de début, indiquez la date et I'heure de début.

b. Pour définir une date de fin, décochez la case Utiliser I'heure actuelle comme date de fin et spécifiez une date et une heure
dans les champs Date de fin.

Pour utiliser la date et I'neure actuelles comme date de fin, cochez la case Utiliser I'heure actuelle comme date de fin.
8. Cliquez sur OK.

Envoi de données de diagnostic pour un seul Storage Center
Vous pouvez envoyer les données de diagnostic du Storage Center a l'aide de SupportAssist a partir des parametres du Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche.
Le Storage Center doit étre ajouté a Unisphere Central par un utilisateur Storage Center doté de privileges d'administrateur.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Dans l'onglet Récapitulatif, cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur l'onglet SupportAssist.

5. Cliquez sur Envoyer les données maintenant.
La boite de dialogue Envoyer les données SupportAssist maintenant s'ouvre.

Dans la zone Rapports, cochez les cases correspondant aux rapports d'utilisation du Storage Center a enregistrer.
7. Dans la zone Plage de temps, indiquez la période pour laquelle vous souhaitez envoyer des données.
a. Dans les champs Date de début, indiquez la date et I'heure de début.

b. Pour définir une date de fin, décochez la case Utiliser I'heure actuelle comme date de fin et spécifiez une date et une heure
dans les champs Date de fin.

Pour utiliser la date et I'heure actuelles comme date de fin, cochez la case Utiliser I'heure actuelle comme date de fin.

8. Dans la zone Storage Center, cochez les cases correspondant aux types de données Storage Center a enregistrer.
9. Cliquez sur OK.
10. Cliquez sur OK pour fermer la boite de dialogue Storage Center.

Enregistrement des données SupportAssist dans un fichier

Si votre site n'a pas de connectivité aux serveurs SupportAssist, vous pouvez utiliser I'option Exporter les données d'historique afin
d'enregistrer les données SupportAssist dans un fichier ou transmettez-les par e-mail a support technique.
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Etapes

1. Siun Storage Center est sélectionné dans la liste déroulante dans Unisphere Central, cliquez sur (Accueil).
La page Unisphere Central Accueil s'affiche.

2. Cliquez sur E] Data Collector.
La vue Data Collector s'affiche.

o

Cliquez sur I'onglet Surveillance, puis cliquez sur le sous-onglet SupportAssist.

e

Cliquez sur Exporter les données historiques.
La boite de dialogue Exporter les données historiques s'ouvre.

Dans le tableau Sélectionner un Storage Center, sélectionnez le Storage Center dont voulez exporter les données.
Dans la section Rapports, sélectionnez le type des données a exporter.
Dans la section Plage de temps, indiquez la période pour laquelle vous souhaitez exporter des données.
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Sélectionnez si vous voulez exporter les données vers un fichier ou les envoyer par e-mail.
e Pour exporter les données vers un fichier, sélectionnez Exporter les données historiques vers un systéme de fichiers.

e Pour exporter les données et les envoyer par e-mail, sélectionnez Exporter les données historiques via e-mail et saisissez
I'adresse e-mail de destinataire dans le champ Adresse e-mail.

@| REMARQUE : Un serveur SMTP doit étre configuré sur le Data Collector pour exporter les données historiques via e-mail.

9. Cliquez sur OK.

Enregistrement des données SupportAssist sur un
lecteur flash USB

Si le Storage Center n'est pas configuré pour I'envoi, ou s'il n'est pas en mesure d'envoyer les données SupportAssist au serveur
SupportAssist, vous pouvez enregistrer les données SupportAssist sur un lecteur flash USB, puis les envoyer au support technique.

Configuration requise pour les lecteurs flash USB

Le lecteur flash doit répondre aux exigences suivantes pour étre utilisé pour enregistrer des données SupportAssist :

e USB20
e Taille minimale de 4 Go

Préparation d'un lecteur flash USB local

Lorsque le lecteur flash USB contient un fichier nommé phonehome . phy, le Storage Center reconnait que le lecteur va étre utilisé pour
enregistrer des données SupportAssist.

Prérequis

e (Cette procédure exige un lecteur flash USB contenant une table de partition dotée d’une partition formatée avec un systeme de
fichiers MSDOS/FAT32. Les périphériques USB peuvent venir de chez le fournisseur formatés avec ou sans partitions. Utilisez des
outils de gestion de lecteurs Windows ou d'autres outils de fournisseurs tiers pour créer une partition si le lecteur flash ne dispose pas
d’une partition MSDOS/FAT32.

e |electeur flash USB ne peut contenir aucun autre fichier marqueur .phy.

A propos de cette tache

@ REMARQUE : Pour enregistrer des données SupportAssist depuis les deux contréleurs, vous devez utiliser deux lecteurs flash USB
distincts.

Etapes
1. Créez un fichier texte et nommez-le : phonehome . phy en remplagant le type de fichier .txt par .phy.
2. Enregistrez le fichier a la racine du systéme de fichiers MSDOS/FAT32 sur le lecteur flash.
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Insérez le lecteur USB dans un port sur le contréleur principal.

Pour enregistrer des données SupportAssist depuis les deux contréleurs, insérez un second lecteur flash USB dans le controleur
homologue.

Pat

ientez cing minutes pour permettre aux contrdleurs de reconnaitre le lecteur flash USB.

Consultez les journaux Storage Center dans Unisphere pour vérifier que Storage Center a reconnu le lecteur flash USB.

Enregistrement des données SupportAssist sur un lecteur flash USB

Utllisez la boite de dialogue Envoyer les informations SupportAssist au lecteur flash USB pour enregistrer des données sur le lecteur flash
USB.

Prérequis

Préparez le lecteur flash USB selon Préparation d'un lecteur flash USB local , page 344.

Stol

rage Center doit reconnaitre le lecteur flash USB.

e SupportAssist doit étre désactivé.

Etapes

1.
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10.

Siv

ous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche

d’Unisphere Central.

Clig

uez sur Synthése.

L'onglet Récapitulatif s'affiche.

Dans la vue Récapitulatif, cliquez sur ¥ (Paramétres).
La boite de dialogue Modifier les parameétres de Storage Center s'ouvre.

Cliq

uez sur Envoyer les informations vers USB.

La boite de dialogue Envoyer les informations SupportAssist vers USB s'ouvre.

Lisez les termes du contrat de licence.

Cochez I'option En cochant cette case, vous acceptez les conditions ci-dessus pour accepter les conditions du contrat.

Clig

uez sur Suivant.

Cochez I'option Journaux détaillés pour enregistrer ces informations sur le lecteur flash USB.

®

Clig

)

REMARQUE : Unisphere Central enregistre automatiquement les données de configuration du Storage Center sur le lecteur flash
USB.

uez sur Terminer. La boite de dialogue SupportAssist affiche la progression et se ferme une fois I'opération terminée.

REMARQUE : Ne retirez pas le lecteur du port situé sur le contrdleur tant que SupportAssist n'a pas terminé 'enregistrement des
données. Ce processus peut prendre au plus cing minutes.

Une fois I'opération SupportAssist terminée avec succes, retirez le lecteur du port de contrdleur et envoyez les données SupportAssist
au support technique.

Dépannage des problemes USB SupportAssist

Suivez I'une des procédures suivantes pour résoudre les problémes d'envoi des données SupportAssist sur un lecteur flash USB. Avant
d'envoyer le lecteur flash USB a SupportAssist, vérifiez que le Storage Center a bien écrit les données SupportAssist sur le lecteur.

Apres I'envoi des données SupportAssist au lecteur flash USB, le lecteur contient plusieurs fichiers.

1.

Vérifiez que le lecteur flash USB contient les données SupportAssist.

a.
b.

Insérez le lecteur flash USB dans un ordinateur.
Vérifier que le lecteur contient des fichiers.

®| REMARQUE : 'horodatage des fichiers doit correspondre a I'heure de I'envoi des données SupportAssist.

2. Sile lecteur flash USB ne contient aucun nouveau fichier SupportAssist :

a.
b.
C.

Vérifiez que le lecteur flash USB répond a la configuration minimale requise.
Reformatez le lecteur USB en utilisant le systeme de fichiers MSDOS/FAT32.

Préparez le lecteur flash USB en suivant les instructions indiquées dans la section Préparation d'un lecteur flash USB local , page
344.
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d. Enregistrez les données SupportAssist sur le lecteur flash USB en suivant les instructions indiquées dans la section Enregistrement
des données SupportAssist sur un lecteur flash USB, page 345.

Gestion des parameétres de SupportAssist

Vous pouvez configurer les parametres de SupportAssist individuellement pour chaque Storage Center ou les appliquer a plusieurs Storage
Centers.

Modifier les informations de contact de SupportAssist
Utilisez les parametres Storage Center pour modifier les informations de contact de SupportAssist.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Dans l'onglet Récapitulatif, cliquez sur # (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.
4. Cliquez sur l'onglet SupportAssist.
5. Cliquez sur Modifiez les informations de contact de .
La boite de dialogue Modifiez les informations de contact de s'ouvre.
6. Entrezle nom, I'adresse e-mail et le numéro de téléphone du contact sur site dans la zone Général.
7. Spécifiez les préférences de contact dans la zone Préférences de contact.
a. Cochez la case Je souhaite recevoir des e-mails de SupportAssist... pour prévenir le contact sur site lorsqu'une alerte est
envoyée au support technique.
Sélectionnez une méthode de contact dans le menu déroulant Type.
Sélectionnez une langue pour les e-mails dans le menu déroulant Langue pour la messagerie électronique.
Spécifiez les heures de travail du contact sur site dans le champ Heure.
Sélectionnez le fuseau horaire du contact sur site dans le menu déroulant Fuseau horaire.

®Pooyo

8. Spécifiez I'adresse du site dans la zone Adresse sur site.
9. Cliquez sur OK.

Configuration de SupportAssist pour télécharger automatiquement
les mises a jour

Configurez SupportAssist pour télécharger automatiquement les mises a jour pour le Storage Center.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Dans la vue Récapitulatif, cliquez sur ¥ (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

4. Cliquez sur I'onglet SupportAssist.

5. Dans la zone du serveur, sélectionnez M'informer des mises a jour et les télécharger automatiquement dans le menu déroulant
Mode de mise a jour du logiciel.

6. Cliquez sur OK.
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Configuration d'un serveur proxy pour SupportAssist
Utilisez les parameétres de Storage Center pour configurer un serveur proxy pour SupportAssist.

Etapes

1. Sivous étes connecté a un Data Collector, sélectionnez un Storage Center dans la liste déroulante du volet de navigation gauche
d’Unisphere Central.

2. Cliquez sur Synthése.
L'onglet Récapitulatif s'affiche.

3. Dans la vue Récapitulatif, cliquez sur # (Paramétres).
La boite de dialogue Paramétres de Storage Center s'ouvre.

Cliquez sur I'onglet SupportAssist.

Cochez la case Utiliser un proxy web.

Spécifiez I'adresse IP pour le serveur proxy dans le champ Adresse IPv4.
Spécifiez le numéro de port du serveur proxy dans le champ Port.

© N O oA

Si le serveur proxy nécessite une authentification, saisissez le nom d'utilisateur et le mot de passe du serveur proxy dans les champs
Nom d'utilisateur et Mot de passe.

9. Cliquez sur OK.

CloudI@

CloudlQ assure la surveillance du stockage et un service proactif. Vous avez ainsi acces a des informations adaptées a vos besoins, ainsi

qu'aux analyses en quasi temps réel. Il permet également de surveiller les systemes de stockage partout et a tout moment. CloudI@Q

simplifie la surveillance et la gestion du stockage via :

e une facilité de maintenance proactive qui vous informe des problemes avant qu'ils n'affectent votre environnement ;

e une surveillance centralisée dans votre environnement, a l'aide d'un tableau de bord qui regroupe les informations clés telles que les
notes de mesure d'intégrité du systeme, les mesures de performances ainsi que la capacité et les tendances actuelles.

Cloudl@ requiert les éléments suivants :

Les Storage Centers doivent exécuter le logiciel, versions 7.3 ou ultérieures.
La technologie SupportAssist doit étre activée dans Storage Center.

Chaque Storage Center doit étre connecté a CloudIQ et initialisé a I'aide du processus CloudIQ appelé intégration. Pour intégrer un
Storage Center, vous avez besoin du numéro de série, du numéro de service et de la version du logiciel Storage Center.

e Chaque utilisateur doit étre enregistré sur support.emc.com pour pouvoir accéder au portail du support Dell EMC et ce faisant a
CloudIQ.

Pour plus d'informations sur CloudIQ@, contactez le support technique ou visitez la page d'accueil CloudlQ Dell EMC.

Controle des données envoyées a CloudIQ

Si un Storage Center a été intégré a Cloud|Q et que la technologie SupportAssist est activée, I'option CloudIQ activé s'affiche sous
l'onglet des parametres de SupportAssist et est sélectionnée par défaut. Si la case CloudIQ activé est cochée, le Storage Center envoie
des données a CloudIQ plus fréquemment que selon la planification SupportAssist et indépendamment de celle-ci. Vous pouvez rester
connecté a CloudI@, mais arréter I'envoi de données en décochant cette case.

Etapes

1. Dans l'onglet Récapitulatif, cliquez sur ¥ (Paramétres). La boite de dialogue Modifier les paramétres de Edit Storage Center
s'ouvre.

2. Cliquez sur l'onglet SupportAssist.

3. Cochez ou décochez la case CloudIQ activé.

4. Cliquez sur OK.
®| REMARQUE : |'application des modifications apportées a cette case a cocher peut prendre jusqu'a quatre heures.
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