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Prefacio

La Dell Storage vSphere Web Client Plugin Administrator’s Guide (Guia del administrador de Dell Storage
vSphere Web Client Plugin) proporciona instrucciones de instalacion, configuracion y uso del Dell
Storage vSphere Web Client Plugin, que proporciona administracion de Dell Storage con el VMware
vSphere Web Client.

Historial de revision

Numero de documento: 680-054-005

Revision Fecha Descripcion
A Marzo de 2016 Dell Storage vSphere Web Client Plugin version 3.1 version
general

A quién esta destinada

Esta guia esta destinada a profesionales expertos en tecnologia que dispongan de conocimientos de nivel
intermedio a experto acerca de Dell Storage Centers y Enterprise Manager. Esta guia también asume que
se conoce el trabajo administrativo de VMware vSphere Web Client, VMware vCenter, VMware ESXiy
FluidFS.

Publicaciones relacionadas

Ademas de esta guia, la siguiente documentacion se encuentra disponible para aplicaciones cliente
utilizadas con productos Dell storage:

* Notas de la version de Dell Storage vSphere Web Client Plugin
Describe nuevas mejoras y problemas conocidos para la version 3.x de Dell Storage vSphere Web
Client Plugin

* Compellent Integration Tools for VMware Administrator’s Guide (Guia del administrador para
Compellent Integration Tools for VMware)
Proporciona instrucciones para implementar CITV y configurar el Dell Storage vSphere Web Client
Plugin.

o Compellent Integration Tools for VMware Release Notes (Notas de la version de Compellent
Integration Tools for VMware)
Describe las nuevas funciones y mejoras en la ultima version de CITV.

* Dell Compellent Best Practices with VMware vSphere 5.x (Practicas recomendadas de Dell
Compellent con VMware vSphere 5.x) o Compellent Best Practices with VMware ESX 4.x (Practicas
recomendadas de Compellent con VMware ESX 4 .x)

Proporciona ejemplos de configuracion, consejos, configuracion recomendada y otras pautas de
almacenamiento que puede seguir un usuario mientras integra VMware vSphere con el Dell Storage
Center. Este documento responde a muchas preguntas realizadas frecuentemente en relacion a
como interactua VMware con las funciones de Dell Storage Center, como por ejemplo Dynamic
Capacity, Data Progression y Remote Instant Reproduccion.

e Storage Center System Manager Administrator’s Guide (Guia del administrador de Storage Center
System Manager)
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Describe el software Storage Center System Manager que administra un Storage Center individual.
e Enterprise Manager Administrator’s Guide (Guia del administrador de Enterprise Manager)
Proporciona instrucciones de configuracion y administracion para Enterprise Manager.
» Dell FluidFS Administrator’'s Guide (Guia del administrador de Dell FluidFS)

Describe Dell Fluid File System (FluidFS) y como administrar el almacenamiento conectado a la red
(NAS).

Cémo ponerse en contacto con Dell

Dell proporciona varias opciones de servicio y asistencia en linea o telefénica. Puesto que la
disponibilidad varia en funcion del pais y del producto, es posible que no pueda disponer de algunos
servicios en su area. Si desea ponerse en contacto con Dell para tratar cuestiones relacionadas con las
ventas, la asistencia técnica o el servicio de atencion al cliente, visite:

dell.com/support
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http://www.dell.com/support

Introduccion

El Dell Storage vSphere Web Client Plugin proporciona a los administradores de almacenamiento la
capacidad para administrar clusteres de Dell Storage Centers y Dell Fluid File System (FluidFS) con el
VMware vSphere Web Client.

Introduccion al vSphere Web Client Plugin

El Dell Storage vSphere Web Client Plugin proporciona la administracion de Dell storage.

% NOTA: A menos que se establezca de otra forma, todos los procedimientos de esta guia se ejecutan
en el VMware vSphere Web Client.

Funciones clave

El Dell Storage vSphere Web Client Plugin proporciona las funciones siguientes:

e Incorporaciony retirada de almacenamiento VMFS (asignaciones de dispositivos sin procesar y
almacenes de datos) en Storage Centers

¢ Incorporaciony retirada de almacenes de datos NFS en clusteres de FluidFS

* Aprovisionamiento de maquinas virtuales en Dell Storage

» Configuracion de hosts VMware ESXi en Dell Storage

e Creacion y administracion de Reproducciones (Reproducciones) de Storage Center para almacenes
de datos VMFS

e Creacion y administracion de instantaneas de clusteres FluidFS para almacenes de datos NFS
* Replicacion de almacenes de datos VMFS entre Storage Centers
¢ Incorporacion y administracion de Live Volumes

e Recuperacion de almacenes de datos VMFS y VM desde Reproducciones (Reproducciones) de
almacenes de datos VMFS

Ademas, el vSphere Web Client Plugin proporciona numerosas pantallas de informacion disponibles en
pestafias dentro de las vistas de inventario de VMware vSphere Web Client.

Estado de las tareas de vSphere Web Client Plugin

Si el estado de una tarea realizada con el Dell Storage vSphere Web Client Plugin no aparece en el panel

Recent Tasks (Tareas recientes), haga clic en Refresh (Actualizar) para actualizar el panel o haga clic
en More Tasks (Mas tareas) para mostrar la pagina Task Console (Consola de tareas).

Requisitos del vSphere Web Client Plugin

El Dell Storage vSphere Web Client Plugin tiene requisitos de software y requisitos de Storage Center para
la replicacion.
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Requisitos de hardware y software

Las Dell Storage vSphere Web Client Plugin Release Notes (Notas de la version de Dell Storage vSphere
Web Client Plugin) incluyen los requisitos minimos de hardware y software para la instalacion del Dell
Storage vSphere Web Client Plugin.

Requisitos de replicaciéon para almacenes de datos VMFS

Para replicar datos de un Storage Center a otro, asegurese de que se cumplan los siguientes requisitos:

» Storage Center: los Storage Centers de origen y destino deben configurarse en Enterprise Manager.
Deben configurarse para las credenciales de usuario de Enterprise Manager proporcionadas al
vSphere Web Client Plugin en Configuracion del Dell Storage vSphere Web Client Plugin.

« Definicion de QoS: debe establecerse una definicion de Calidad de servicio (QoS) en el Storage
Center origen para la replicacion. Consulte Enterprise Manager Administrator’'s Guide (Guia del
administrador de Enterprise Manager) para disponer de instrucciones sobre la creacion de
definiciones de QoS.

Si utiliza conexiones iSCSI para las replicaciones:

+ El Storage Center de destino debe definirse como un Sistema remoto iSCSI en el Storage Center de
origen.

* El Storage Center de origen debe definirse como una conexion remota iSCSI en el Storage Center de
destino.

Consulte Enterprise Manager Administrator’s Guide (Guia del administrador de Enterprise Manager) para
disponer de instrucciones sobre la configuracion de las conexiones iSCSI entre Storage Centers.

Configuracidén del Dell Storage vSphere Web Client
Plugin

Configure el Dell Storage vSphere Web Client Plugin para que se comunique con un servidor de
Enterprise Manager.

Requisitos previos

Instale las Compellent Integration Tools para VMware (CITV) y registre el Dell Storage vSphere Web Client
Plugin con un vCenter Server tal como se describe en la Compellent Integration Tools for VMware
Administrator’s Guide (Guia del administrador de Compellent Integration Tools para VMware).

Pasos
1. Inicie sesion en el vSphere Web Client.

2. Hagaclicen Irn‘l Go Home (Ir a inicio). Se abre la pagina Home (Inicio).

3. Haga clic en la pestafia Home (Inicio). Aparece un icono de Dell Storage debajo del encabezado
Administration (Administracion) en la pestafia Home (Inicio).

4. Haga clic en Dell Storage. Se abre la pagina Dell Storage y la pestafia Getting Started (Introduccion)
se muestra de forma predeterminada.

Introduccion 9
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Basic Tasks Explore Further

Manage Credentials Dell Storage Website

) Piease enter Enterprise Manager and vSphere credentials.

Ilustracion 1. Pagina de introduccion de Dell Storage

5. En el encabezado Basic Tasks (Tareas basicas), haga clic en Manage Credentials (Administrar
credenciales).

Connection Manager (x)

vCenter User rootElocalos

vCenter Password
Enterprise Manager Server
Enterprise Manager Port
Enterprise Manager User

Enterprise Manager Password

| Delete || submit |

llustracién 2. Cuadro de didlogo de las credenciales del Connection Manager (Administrador de
conexion)

6. Introduzca la contrasefia del usuario de vCenter en el campo vCenter Password (Contrasefia de
vCenter).
El campo vCenter User (Usuario de vCenter) muestra el usuario que se utilizd para iniciar sesion en el
vSphere Web Client. Para configurar el vSphere Web Client Plugin para un usuario de vCenter
diferente, cierre la sesion de vSphere Web Client y vuelva a iniciar sesion con ese usuario.

NOTA: El vSphere Web Client Plugin utiliza las credenciales de usuario de vCenter para
continuar realizando las tareas después de cerrar el vSphere Web Client Plugin.

7. Introduzca el nombre de host o direccion IP del servidor de Enterprise Manager en el campo
Enterprise Manager Server (Servidor de Enterprise Manager).

8. Introduzca el numero de puerto del Enterprise Manager en el campo Enterprise Manager Port
(Puerto de Enterprise Manager).
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9. Introduzca el nombre de usuario y contrasefia de un usuario de Enterprise Manager con privilegios
de administrador en los campos Enterprise Manager User (Usuario de Enterprise Manager) y
Enterprise Manager Password (Contrasefia de Enterprise Manager).

Las credenciales de usuario de Enterprise Manager controlan los Storage Centers y clusteres de
FluidFS que pueden ser administrados en el vSphere Web Client Plugin.

Para agregar un Storage Center o cluster de FluidFS en el vSphere Web Client Plugin, inicie sesion en
el cliente de Enterprise Manager usando las mismas credenciales de usuario. Agregue el Storage
Center o cluster de FluidFS que se va a administrar. Consulte la Enterprise Manager Administrator’s
Guide (Guia del administrador de Enterprise Manager) para obtener instrucciones sobre como
agregar un Storage Center a Enterprise Manager. Consulte la Dell FluidFS Administrator’s Guide (Guia
del administrador de Dell FluidFS) para obtener instrucciones sobre como agregar un cluster de
FluidFS a Enterprise Manager.

10. Haga clic en Submit (Enviar). El complemento valida las credenciales de vCenter y Enterprise
Manager. Si las credenciales son correctas, el vSphere Web Client Plugin recuperara la informacion
del Storage Center del servidor de Enterprise Manager.

ﬁ NOTA:

Cuanto mayor sea el numero de Storage Centers y volumenes administrados por el usuario de
Enterprise Manager, mas se tardara en mostrar la pagina Dell Storage.

Si las credenciales son incorrectas, se abre el cuadro de didlogo de error Connection Manager
(Administrador de conexion).

Administracion del vSphere Web Client Plugin

Las siguientes secciones describen como administrar las credenciales de vCenter y Enterprise Manager,
mostrar informacion de Storage Center y cluster de FluidFS y deshabilitar o habilitar el vSphere Web
Client Plugin.

Cambio de las credenciales de vCenter y Enterprise Manager

Si se cambian las credenciales para el usuario de Enterprise Manager definido en el vSphere Web Client
Plugin, las credenciales deberan actualizarse en la pestafia Manage (Administrar) de la pagina Dell
Storage.

Requisitos previos

Data Collector debe instalarse y ejecutarse antes de poder configurar el vSphere Web Client Plugin.
Consulte la Dell Enterprise Manager Installation Guide (Guia de instalacion de Dell Enterprise Manager)
para obtener informacion sobre la instalacion de Data Collector.

Pasos

1. Inicie sesion en el vSphere Web Client.

2. Hagaclicen Irn‘l Go Home (Ir a inicio). Se abre la pagina Home (Inicio).

3. Haga clic en la pestafia Home (Inicio). Aparece un icono de Dell Storage debajo del encabezado
Administration (Administracion) en la pestafia Home (Inicio).

4. Haga clic en Dell Storage. Se abre la pagina Dell Storage y la pestafia Getting Started (Introduccion)
se muestra de forma predeterminada.

Introduccion 11
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Getting Started = Summary  Monitor  Manage
Dell Storage vSphere Web Client Plugin

The Dall Storage vSphare Wab Client Plugin prowdes
storage administrators the ability to add and manage
slorage on Dell Storage Centers and Dell FSE600 NAS
Appliancas

The Dall Storage vSphare Wab Client Flugin enables
vSphere administrators to perform actions, such as adding
and removing VWFS and NFS datastores and Raw Dewice
Mappings, provisioning virtual machines. configuring
Widware ESXNESX hosts, creating and managing Replays
replicating VMFS datastores_ and recovenng datastores
and Wi from Replays, etc.

In addition, the vSphere Web Client Plugin provides several

views that display information about Dell Storage wolumes
and Storage Ceniars

Basic Tasks
Manage Credentials

9 Connected to Enterprise Manager

llustracion 3. Pagina de introduccion que muestra la conexion a Enterprise Manager

o
Cluster
Deil
Storage Center

Dedl Enterprise
Manager Server

1 Dell Starage vSphare
- Web Clent Plugin
- vCenler Server, and

<

vSphere Web vCenler Web Clent Server
Chent

Explore Further

Dell Storage Website

NOTA: Cuanto mayor sea el nimero de Storage Centers y volumenes administrados por el

usuario de Enterprise Manager, mas se tardara en mostrar la pagina Dell Storage.

En el encabezado Basic Tasks (Tareas basicas), haga clic en Manage Credentials (Administrar
credenciales). Se muestra la pestafia Manage (Administrar).

(=i Dell Storage

Gefting Stated  Summary  Monitor | Manage |

vCenter User

Enterprise Manager Server
Enterprise Manager Port
Enterprise Manager User
Status

Enterprise Manager Version

Edit |

03 X% XX XXX

Administrator@VSPHERE LOCAL
172 XXXXXXX

3033

Admin

Connected to Enterprise Manager
16.3.1.242

Dell Storage vSphere Web Client Plugin Version:

llustracion 4. Cuadro de didlogo de las credenciales del Connection Manager (Administrador de

conexion)

Haga clic en Edit (Editar). Se abre el cuadro de didlogo Connection Manager (Administrador de

conexion).
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Connection Manager x

vCenter User root@localos

vCenter Password

Enterprise Manager Server 172 . %K. X .88
Enterprise Manager Port 3033
Enterprise Manager User Administrator

Enterprise Manager Password

Delete | Submit

llustracion 5. Cuadro de dialogo del Connection Manager (Administrador de conexién)

7. Modifique las credenciales de vCenter y Enterprise Manager segun sea necesario y haga clic en
Submit (Enviar).

Para eliminar las credenciales de vCenter y Enterprise Manager, haga clic en Delete (Eliminar).

Visualizacion de informacién de Storage Center y FluidFS

La pestafia Summary (Resumen) de la pagina de Dell Storage muestra informacion de resumen del
Storage Center y clusteres de FluidFS. La pestafia Monitor (Supervisar) muestra graficos de rendimiento y
uso de los clusteres de Storage Center y FluidFS.

Mostrar informacioén de resumen de Dell Storage

Muestre informacion de la controladora del Storage Center y de FluidFS e informacion del tipo de
almacenamiento en la pestafia Summary (Resumen).

Inicie sesion en el vSphere Web Client.

Haga clic en [+1 Go Home (Ir a inicio). Se abre la pagina Home (Inicio).
En el panel Administration (Administracion), haga clic en Dell Storage. Se abre la pagina Dell Storage.
Haga clic en la pestafia Summary (Resumen).

LAl R

Seleccione el Storage Center o cluster de FluidFS que se mostrara.

Informacién de resumen del Storage Center

[lustracion 6. Informacion de resumen del Storage Center muestra la informacion de resumen de un
Storage Center.
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Ilustracion 6. Informacion de resumen del Storage Center

Etiqueta

Descripcion

Informacion de la controladora

Muestra la informacion de red y de estado de las
controladoras del Storage Center

Informacion de tipo de almacenamiento

Muestra los tipos de almacenamiento definidos en el Storage

Center

Informacién de resumen de FluidFS

[lustracion 7. Pagina de informacion de resumen de FluidFS muestra la informacion de resumen de un

cluster FluidFS.
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— | Dell Storage

Gafing Started |~ Surmmady | Moniter | Manage
Blorage Center 65231 172 3 o 67.1.130 Up Storage Centor
Elorage Center VM Aops (B¢ 172 oLxx ax BES10 Up Storage Cantet

FluldF 5-E60HBF 22 172 00000 50002614 g FIUdFS

FluldF S-TG4EF 02 177 o xx Up FhudF

[FiudedF S Chuster Infofmation

¥ Appliance 1

o L 403211 618:0bd {8F Dell Compe F E (Fit

NAS Pool Capacity Stalistics

MAS Pool Capacity. 15478 Total Volume Space: 1108 TE

Overcommittad Space. 12447 Used Space 14475GB

Unused (Unreserved) Space 1478 # HAS Volumes

¥ HAS Volumes with Replications: 12 ¥ NFS Exports:
Slorage Center Senvers
Swrage Centar VM Apps (B4914_6i 17200 xx xx 66510 Up

Ilustracion 7. Pagina de informacion de resumen de FluidFS

Etiqueta Descripcion

Informacion del cluster de FluidFS Muestra los detalles de servidores FluidFS y detalles de la
controladora asociada

Estadisticas de la capacidad del bloque | Muestra informacion sobre la capacidad y espacio de bloque
NAS del bloque NAS

Mostrar informacion de supervision de Dell Storage

Muestre informacion de rendimiento y uso para Storage Center y clusteres de FluidFS en la pestafia
Monitor (Supervisar).

1. Inicie sesion en el vSphere Web Client.

2. Hagaclicen [11 Go Home (Ir a inicio). Se abre la pagina Home (Inicio).

3. En el panel Administration (Administracion), haga clic en Dell Storage. Se abre la pagina Dell
Storage.

4. Haga clic en la pestafia Monitor (Supervisar).
5. Seleccione el Storage Center o cluster de FluidFS que se mostrara.

Graficos

La pestafia Charts (Graficos) muestra informacion de rendimiento para los Storage Centers y clusteres de
FluidFsS.
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Informacion de gréficos del Storage Center

llustracion 8. Informacion de graficos del Storage Center muestra un grafico del Storage Center.

(= Dell Storage
| Gefling Starfed  Summary | Monitor | Manage

| Storage Canter Nama Horname o1 IF Addies Wamion Slatus Tyme

Storage Cenlar B5231 172:28.81.11 B:7.1.130 Up Storage Cantar
Storage Center VM Apps 172294171 BES19 Up Storage Cender
FlurdFS-6XHAF 22 172208915 40002614 Up FluidFs
FluidFS-T3XEFO0Z 17222915 50002235 Lip FluidFs

Charts | Usage

KBisec Charnt o =
500

B Resd kBiec [ Total WBices [ weite HEmec

I0/sec Chart e
128

Ilustracion 8. Informacion de gréficos del Storage Center

Leyenda | Etiqueta Descripcion
1 Grafico de Read KB/sec (KB/s de lectura): velocidad de transferencia de operaciones
KB/s de lectura en kilobytes por segundo

Total KB/sec (KB/s totales): velocidad de transferencia combinada de
operaciones de lectura y escritura en kilobytes por segundo

Write KB/sec (KB/s de escritura): velocidad de transferencia de
operaciones de escritura en kilobytes por segundo

2 Grafico de IO/s | Read 10/sec (ES/s de lectura): velocidad de transferencia de operaciones
de lectura en operaciones de E/S por segundo

Total 10/sec (ES/s totales): velocidad de transferencia combinada de las
operaciones de lectura y escritura en operaciones de E/S por segundo

Write 10/sec (ES/s de escritura): velocidad de transferencia de operaciones
de escritura en operaciones de E/S por segundo

Informacion de grafico de FluidFS

llustracion 9. Informacion del grafico del cluster FluidFS muestra un grafico de un cluster FluidFS.
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= Dell Storage

Getting Started  Summary | Monitor | Manage

172 o0 wx 679130 up

ge Cent 72 o xn 66519 Up Storape Centat
FluldFS-6XHBF 22 172 000 xx 50002614 Up FlulgFS
FluidFS-T9X6F02 172 o 50002235 Up FiuigFg

: Charts Usage

NAS Pool Trends

x4

JOAZOIE U3 10rB20S IBZ1  10NTHOIEI08 10182018 1181 0PG5 3038 1013018 83 233018 1464
B total capacity ] Urused(Reserved)fpace ] UrusedUveserveditpace ] Total Usea

Ilustracion 9. Informacion del grafico del cluster FluidFS

Etiqueta Descripcion
Capacidad total Capacidad total del bloque NAS
Espacio sin utilizar (reservado) Tamario del almacenamiento que se asigna estadisticamente al

volumen NAS

Espacio sin utilizar (sin reservar) Espacio asignado para el bloque NAS que no se ha usado
Total utilizado Cantidad de todo el espacio que se ha utilizado
Uso

La pestafia Usage (Uso) muestra informacion de espacio de disco para los Storage Centers y clusteres de
FluidFsS.

Informacion de uso del Storage Center

llustracion 10. Informacion de uso del Storage Center muestra la informacion de uso de un Storage
Center.
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-:-_-:DnﬂSlurags
Gefting Started  Summary | Monitor | Manage

Storage Center Name Hostriame ot IP Address Werzion

; Storage Center 65231 172 o xa xx 671130
Storage Cenler VM Apps 17200000 66519

| FluldFS-6XHBF 22 172 xnx0exx 50.002614
FluldFS-T9XBFO2 172 i 50.002235

| Charts | Usage

Free Space vs. Used Space

Total Disk Space: iTB

Total space allocated for volume use: 72185 GB

Allocated space used by volumes: 1515168
Total Iree space: 28578
Space reserved by system: 768 MB
Savings vs. RAID 10: 10584 GB

Status Type

Up Storage Center
Up Storage Center
Up FlulgFs
Up FluldFS

B Fre= Space

) Used Space

Ilustracion 10. Informacion de uso del Storage Center

Etiqueta

Descripcion

Espacio de disco total

Cantidad total de espacio de disco disponible en los discos
del Storage Center

Espacio total asignado para uso de
volumen

Cantidad de espacio de disco asignado en los discos del
Storage Center

Espacio asignado utilizado por
volumenes

Cantidad de espacio de disco utilizado por volumenes en el
Storage Center

Espacio total libre

Cantidad de espacio de disco disponible para ser utilizado
por el Storage Center

Espacio reservado por el sistema

Espacio consumido por sobrecarga de Reproducciones
(Reproducciones) y RAID

Ahorro contra RAID 10

Cantidad de espacio de disco ahorrado utilizando Dell
Dynamic Block Architecture en lugar de almacenamiento
RAID 10

Informacion de uso de FluidFS

llustracion 11. Informacion de uso del cluster FluidFS muestra informacion sobre el uso de un cluster

FluidFS.
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~) Dell Storage
Getfling Stated  Summary | Monitor | Manage

Storage Centar Name Hostname et IP Addies Vamian Status Trpe

Storage Center 65231 172 %A% B71.130 Up Storage Cernter
Storage Center VM APPS 172 oo B6519 Up Storage Center
FluidFS-BXHBF22 172 00w 4.0.002614 Up FluidFS
FluidFS-TIXBF 02 172 50 x 30 5.0.002235 Up FluidFs

.l Charts = Usage

NAS Pool Capacity

Free Space vs. Used Space

Total Capacity: 154 TE
Free Space: 1478
Used Space: 14475GB

Unused (Unreserved) Space: 14 T8

Unused (Reserved) Space: 0MB

B Frew Spacs

B used Space

Ilustracion 11. Informacién de uso del cluster FluidFS

Etiqueta Descripcion

Capacidad total Capacidad total del bloque NAS

Espacio libre Cantidad de espacio libre para el bloque NAS

Espacio utilizado Espacio de almacenamiento ocupado por las escrituras en el volumen NAS

(datos de usuario e instantaneas)

Espacio sin utilizar (sin | Espacio asignado para el bloque NAS que no se ha usado
reservar)

Espacio sin utilizar Una parte de un volumen NAS con aprovisionamiento reducido que se dedica
(reservado) al volumen NAS (ninguin otro volumen puede ocupar el espacio). El
administrador de almacenamiento especifica la cantidad de espacio reservado.
El espacio reservado se utiliza antes que el espacio no reservado.

Cémo deshabilitar y habilitar el vSphere Web Client
Plugin

Después de instalar el vSphere Web Client Plugin, activelo registrando el complemento con VMware
vCenter.

Todos los complementos también pueden habilitarse o deshabilitarse con vSphere. Los procedimientos
para habilitar y deshabilitar complementos varian en funcion de la version del vSphere Web Client. Para
obtener instrucciones sobre como administrar complementos, consulte la documentacion de vSphere.
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Cémo trabajar con Dell Storage

El Dell Storage vSphere Web Client Plugin se comunica con Enterprise Manager y habilita la
administracion de Dell Storage.

Introduccidn al Dell Storage

Un administrador puede usar Dell Storage vSphere Web Client Plugin para administrar Dell Storage en un
Storage Center o cluster de FluidFS.

Un Storage Center configura y usa almacenamiento en funcion de la siguiente configuracion.

Periodo de almacenamiento Descripcién
Nivel de almacenamiento Los niveles de almacenamiento representan la clasificacion de
clases de medios fisicos todos los medios de almacenamiento fisicos en el Storage Center.

El Storage Center rellena automaticamente los niveles de
almacenamiento con los medios disponibles en la carpeta de
disco asignada:

* Nivel 1: contiene los medios mas rapidos apropiados para los
datos criticos para la mision utilizados con mas frecuencia. Los
medios de nivel 1 suelen ser los medios mas caros.

* Nivel 2: contiene los medios de calidad media apropiados para
datos de prioridad media.

* Nivel 3: contiene los medios menos caros y mas lentos
apropiados para copias de seguridad, Reproducciones
(Reproducciones) y datos utilizados con muy poca frecuencia y
de baja prioridad.

Tipo de almacenamiento En cada nivel, los datos pueden almacenarse como:
Nivel RAID y tamario de pagina * No redundantes: RAID O con tamafio de pagina de 2 MB

e Redundantes: RAID 10, RAID 5-5, RAID 5-9 con tamano de
pagina de 512 KB, 2 MB o0 4 MB.

» Redundantes duales: RAID 10 con tamafio de pagina de 2 MB

e Elvalor predeterminado (y recomendado) para el tipo de
almacenamiento es redundante con RAID 10 y RAID 5-9 con
un tamario de pagina de 2 MB.

Volumen En el Storage Center, un volumen es una unidad loégica de
una unidad (dgica de almacenamiento. Cuando agregue un almacén de datos en el
almacenamiento vSphere Client, cree y asigne un nuevo volumen Dell como

almacén de datos o asigne un volumen Dell existente como
almacén de datos. Al asignar un volumen Dell existente como
almacén de datos, el volumen debe haber sido un volumen VMFS
previamente formateado que se haya utilizado como un almacén
de datos y que no se haya asignado.
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Periodo de almacenamiento

Descripcion

Live Volume

mantiene accesibles las
aplicaciones en linea y los datos
durante periodos de inactividad
planificados o sin planificar

Un Live Volume es un volumen de replicacion que puede estar
asignado y estar activo en un Storage Center de origen y de
destino al mismo tiempo.

Tipo de datos

de escritura o Reproduccion
(Reproduccion)

Los datos de volumen pueden ser de los siguientes tipos:

o De escritura: datos escritos dindmicamente en
almacenamiento

* Reproduccion (Reproduccidn): datos de copia en un momento
dado

Perfiles de almacenamiento

aplicados a un volumen para
determinar como se migran los
datos en el Storage Center

Los Perfiles de almacenamiento determinan cdmo se guardany
migran los datos de volumen en el Storage Center. Los Perfiles de
almacenamiento definidos por el sistema incluyen:

» Recommended (Recomendado): solo disponible en Storage
Centers con Data Progression con licencia. Use el perfil
Recommended (Recomendado) para la mayoria de los
volumenes con el fin de optimizar Data Progression y el
rendimiento en el Storage Center. El perfil Recommended
(Recomendado) permite al sistema la progresion automatica de
los datos entre tipos de almacenamiento y a través de todos
los niveles de almacenamiento en funcion del tipo y uso de los
datos.

» High Priority (Alta prioridad): Use unicamente el perfil High
Priority (Alta prioridad) para volumenes que contienen datos
que desea mantener en el almacenamiento de nivel 1. Es decir,
si se aplica el perfil High Priority (Alta prioridad) a un volumen,
se evitara la migracion de los datos de volumen a otro nivel.

» Medium Priority (Prioridad media): Use Unicamente el perfil
Medium Priority (Prioridad media) para volumenes que
contienen datos que desea mantener en el almacenamiento de
nivel 2. Es decir, si se aplica el perfil Medium Priority (Prioridad
media) a un volumen, se evitara la migracion de los datos de
volumen a otro nivel.

» Low Priority (Prioridad baja): Use Unicamente el perfil Low
Priority (Prioridad baja) para volumenes que contienen datos
que desea mantener en el almacenamiento de nivel 3. Es decir,
si se aplica el perfil Low Priority (Prioridad baja) a un volumen,
se evitara la migracion de los datos de volumen a otro nivel.

Puede crear y modificar Perfiles de almacenamiento en un Storage
Center si también tuviera licencia del software Data Progression.

Reproducciones (Reproducciones)
y Perfiles de Reproduccion
(Reproduccion)

aplicados a un volumen para
determinar con qué frecuencia se
tomaran las Reproducciones
(Reproducciones)

Una Reproduccion (Reproduccion) de Storage Center es una copia
de datos en un momento dado. Como tal, una Reproduccion
(Reproduccion) puede exponerse y asignarse para permitir la
recuperacion de un almacén de datos o maquina virtual. Los
Perfiles de Reproduccion (Reproduccion) determinan un programa
para Reproducciones (Reproducciones) de volumen. Los Perfiles
de Reproduccion (Reproduccion) definidos por el sistema incluyen
programas utilizados habitualmente para Reproducciones
(Reproducciones) diarias y semanales. Pueden crearse Perfiles de
Reproduccion (Reproduccion) personalizados para programar
Reproducciones (Reproducciones) apropiadas para los datos de
los que desea realizar una copia de seguridad.

Como trabajar con Dell Storage
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Periodo de almacenamiento Descripcion

Vista Volumen Una Reproduccion (Reproduccion) expuesta (asignada) utilizada

una Reproduccion (Reproduccion) | Para recuperar datos de una copia de datos realizada en un

expuesta (asignada) momento dado (Reproduccion [Reproduccion])

Data Progression En funcion del Perfil de almacenamiento aplicado al volumen y de

migracion automdtica de datos de | la licencia de Data Progression, los datos de volumen progresan

volumen en funcion de la automaticamente en el Storage Center:

configuracion del Perfil de « En Storage Centers con Data Progression con licencia, los

almacenamiento datos pueden migrar automaticamente a diferentes tipos de
almacenamiento dentro de un nivel de almacenamiento y
también a través de niveles de almacenamiento.

Los siguientes conceptos se aplican a FluidFS.

Periodo de almacenamiento Descripcion

Fluid File System (FluidFS) Software de sistema de archivos escalable y de alto rendimiento
de Dell, instalado en las controladoras NAS

Cluster de FluidFS De uno a cuatro servidores NAS de crecimiento modular FS8600
configurados como cluster de FluidFS

Blogue NAS La suma de todo el almacenamiento proporcionado por hasta dos
Storage Centers menos el espacio reservado para uso interno del
sistema

Volumen NAS Volumen virtualizado que consume espacio de almacenamiento

en el bloque NAS. Los administradores pueden crear recursos
compartidos SMB y exportaciones NFS en un volumen NAS y
compartirlos con usuarios autorizados.

Instantanea del volumen NAS Una copia en un momento dado de un volumen NAS, montada
como almacén de datos NFS, similar a las Replays
(Reproducciones).

VIP de cliente Direcciones IP virtuales que los clientes utilizan para acceder a los
recursos compartidos SMB y a las exportaciones NFS alojadas por
el cluster de FluidFS

Exportacion de NFS Un directorio en un volumen NAS que se comparte en la red
mediante el protocolo del sistema de archivos de red (NFS)

Consulte la Dell FluidFS Administrator’s Guide (Guia del administrador de Dell FluidFS) para obtener mas
conceptos de FluidFS y NAS.

Creacion y administracién de almacenes de datos VMFS y
asighaciones de dispositivos sin procesar en Storage
Centers

El vSphere Web Client Plugin le permite crear y administrar volumenes Dell que estan asignados como

almacenes de datos VMFS en clusteres y hosts ESX/ESXi en un Storage Center y volumenes que estan
asignados como Asignaciones de dispositivos sin procesar (RDM) en maquinas virtuales.
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% NOTA: Las opciones que aparecen en la creacion y administracion de almacenes de datos y RDM
cambian en funcion de las preferencias de usuario de Storage Center del usuario de Enterprise
Manager definidas en el vSphere Web Client Plugin.

Las siguientes secciones describen como crear y administrar almacenes de datos:

e CoOmo agregar un almacén de datos

o CoOmo agregar multiples almacenes de datos

e CoOmo agregar un RDM a una maquina virtual

e Ajuste del tamafo de un almacén de datos o RDM

¢  COmo quitar un almacén de datos o RDM

Cémo agregar un almacén de datos VMFS
Use el asistente Add Datastore (Agregar almacén de datos) para agregar Dell storage como un almacén
de datos VMFS.

Al agregar un almacén de datos VMFS, se crea y/o asigna un volumen Dell en el Storage Center. Consulte
Introduccion al Dell Storage para obtener detalles sobre volumenes Dell.

Para agregar un almacén de datos VMFS, use estas opciones:

» Create New Dell Volume (Crear nuevo volumen Dell): cree y asigne un nuevo volumen Dell como un
almacén de datos VMFS.

« Map Existing Dell Volume (Asignar volumen Dell existente): seleccione un volumen Dell existente
para asignarlo como un almacén de datos.

% NOTA: El volumen existente debe ser un almacén de datos VMFS formateado.

Incorporacién de un almacén de datos usando un nuevo volumen Dell

Puede crearse un almaceén de datos a partir de un nuevo volumen Dell usando el vSphere Web Client
Plugin.
1. Seleccione un objeto del inventario que pueda ser un principal de un almacén de datos:

* Centro de datos

¢ Host

o Cluster

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Datastore (Agregar almacén de datos).

Se iniciara el asistente para Add Datastore (Agregar almacén de datos).
3. Seleccione el almacén de datos VMFS y haga clic en Next (Siguiente).

El vSphere Web Client Plugin carga la informacion del Storage Center. Si fuera necesario, seleccione
uno o mas hosts a los que asignar el nuevo volumen y haga clic en Next (Siguiente).

4. Seleccione el Storage Center y/o controladora activa para la creacion de volumen y haga clic en
Next (Siguiente).
NOTA: La opcidn de controladora activa no esta disponible si el usuario del Storage Center en
Enterprise Manager solo tiene privilegios de administrador de volumen.
5. Seleccione Create New Dell Volume (Crear nuevo volumen Dell) y haga clic en Next (Siguiente).

NOTA: Los siguientes pasos pueden cambiar dependiendo de la configuracion de las
preferencias de usuario del usuario de Storage Center en Enterprise Manager.
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a. Introduzca el nombre y tamafio del nuevo volumen, seleccione la carpeta de volumen y haga clic
en Next (Siguiente).

b. Sifuera necesario, seleccione el pagepool que se utilizara para crear el volumen y haga clic en
Next (Siguiente).

c. Sifuera necesario, seleccione un Perfil de almacenamiento para el volumen y haga clic en Next
(Siguiente).

NOTA: Dell recomienda utilizar el perfil Recommended (All Tiers) (Recomendado [Todos los
niveles]) para la mayoria de los volumenes.

d. Sifuera necesario, seleccione un Perfil de Reproduccién (Reproduccidn) para el volumen y haga
clic en Next (Siguiente).

e. Especifique la LUN para asignar el volumen y haga clic en Next (Siguiente).

f. Sifuera necesario, seleccione la version del sistema de archivos y haga clic en Next (Siguiente).
Si fuera necesario, seleccione el protocolo para realizar la asignacion y haga clic en Next (Siguiente).
Introduzca un nombre para el almacén de datos y seleccione una ubicacion de inventario.

Si la version del sistema de archivos es VMFS-3, seleccione el tamafio de archivo maximo y tamafio
de bloque para el almacén de datos.

(Opcional) Seleccione Create Replication/Live Volume (Crear replicacion/Live Volume) si desea
replicar los datos del volumen a un segundo Storage Center y permitir que ambos Storage Centers

procesen las solicitudes de E/S para el volumen. Para obtener mas informacion, consulte
Operaciones de Live Volume.

Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).

10. Haga clic en Finish (Finalizar).

Enlaces relacionados

Agregar almacenamiento
Propiedades de almacén de datos
Version del Sistema de archivos
Hosts y clusteres

Asignacion de LUN

Seleccidn de pagepool

Seleccion de protocolo

Perfil de Replay

Storage Center
Perfil de almacenamiento
Volumen

Asignar un volumen Dell existente como un almacén de datos

Un volumen Dell existente puede asignarse como un almacén de datos utilizando el vSphere Web Client

Plugin.
1. Seleccione un objeto del inventario que pueda ser un principal de un almacén de datos:
* Centro de datos
e Host
e Cluster
2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Datastore (Agregar almacén de datos).
Se iniciara el asistente para Add Datastore (Agregar almacén de datos).
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3. Sifuera necesario, seleccione uno o mas hosts a los que asignar el nuevo volumen y haga clic en
Next (Siguiente).

4. Seleccione el Storage Center y/o controladora activa que contiene el volumen que se asignara, y
haga clic en Next (Siguiente).

NOTA: La opcion de controladora activa no esta disponible si el usuario del Storage Center en
Enterprise Manager solo tiene privilegios de administrador de volumen.
5. Seleccione Map Existing Dell Volume (Asignar volumen Dell existente) y haga clic en Next
(Siguiente).

a. Encuentrey seleccione un volumen Dell existente al que asignar como almacén de datos y haga
clic en Next (Siguiente).

% NOTA: El volumen Dell debe ser un volumen VMFS.

b. Especifique la LUN para asignar el volumen y haga clic en Next (Siguiente).
6. Sifuera necesario, seleccione el protocolo para realizar la asignacion y haga clic en Next (Siguiente).

7. Especifique el nombre del almacén de datos. El nombre del volumen Dell se usa de manera
predeterminada.

* Para cambiar el nombre del almacén de datos, anule la marca de la casilla de verificacion Keep
existing datastore name (Mantener nombre de almacén de datos existente) y escriba un nuevo
nombre en el campo Datastore name (Nombre de almacén de datos).

¢ Para renombrar el volumen Dell para que coincida con el nuevo nombre de almacén de datos,
seleccione la casilla de verificacion Rename volume to match datastore name (Renombrar
volumen para que coincida con el nombre del almacén de datos).

8. (Opcional) Seleccione Create Replication/Live Volume (Crear replicacion/Live Volume) si desea
replicar los datos del volumen a un segundo Storage Center y permitir que ambos Storage Centers
procesen las solicitudes de E/S para el volumen. Para obtener mas informacion, consulte
Operaciones de Live Volume.

9. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
10. Haga clic en Finish (Finalizar).

Enlaces relacionados
Agregar almacenamiento
Propiedades de almacén de datos
Hosts y clusteres
Asignacion de LUN
Seleccién de protocolo
Seleccionar volumen

Storage Center

Coémo agregar multiples almacenes de datos

Use el asistente Add Multiple Datastore (Agregar multiples almacenes de datos) para agregar Dell Storage
como almacenes de datos.

Sobre esta tarea
Al agregar multiples almacenes de datos, se crean multiples volumenes Dell en el Storage Center.
Consulte Introduccién al Dell Storage para disponer de los detalles sobre volumenes Dell.

Pasos

1. Seleccione un objeto del inventario que pueda ser un principal de almacenes de datos:
* Centro de datos
e Host
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8.

o Cluster
Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Multiple Datastores (Agregar multiples almacenes de datos).

Se inicia el asistente Add Datastore (Agregar almacén de datos).

a. Sifuera necesario, seleccione uno o mas hosts a los que asignar el nuevo volumen y haga clic en
Next (Siguiente).

b. Seleccione el Storage Center y/o controladora activa para la creacion de volumen y haga clic en
Next (Siguiente).

NOTA: La opcion de controladora activa no esta disponible si el usuario del Storage Center
en Enterprise Manager solo tiene privilegios de administrador de volumen.

c. Escriba el nombre y tamafio del nuevo volumen, seleccione la carpeta de volumen y haga clic en
Next (Siguiente).

NOTA: Los siguientes pasos pueden cambiar dependiendo de la configuracion de las
preferencias de usuario del usuario de Storage Center en Enterprise Manager.
d. Sifuera necesario, seleccione el pagepool que se utilizara para crear el volumen y haga clic en
Next (Siguiente).
e. Sifuera necesario, seleccione un Perfil de almacenamiento para el volumen y haga clic en Next
(Siguiente).

NOTA: Dell recomienda utilizar el perfil Recommended (All Tiers) (Recomendado [Todos los
niveles]) para la mayoria de los voliumenes.

f. Sifuera necesario, seleccione un Perfil de Reproduccion (Reproduccion) para el volumen y haga
clic en Next (Siguiente).
g. Especifique la LUN para asignar el volumen y haga clic en Next (Siguiente).

NOTA: La asignacion de LUN para varios almacenes de datos empieza en la LUN
especificada y se incrementa con las LUN disponibles.
h. Sifuera necesario, seleccione la version del sistema de archivos y haga clic en Next (Siguiente).
i. Sifuera necesario, seleccione el protocolo para realizar la asignacion y haga clic en Next
(Siguiente).

Introduzca un nombre para el almacén de datos y seleccione una ubicacion de inventario.

Si la version del sistema de archivos es VMFS-3, seleccione el tamafio de archivo maximo y tamafio
de bloque para el almacén de datos.

Haga clic en Next (Siguiente).
Se abre la pagina Create Multiple Datastores (Crear multiples almacenes de datos).

Escriba el numero de almacenes de datos que se crearan y escriba el numero a partir del cual se
iniciara la numeracion de los nombres de volumen y nombres de almacenes de datos.

(Opcional) Seleccione un almacén de datos y haga clic en Edit (Editar) para abrir el cuadro de didlogo
Datastore Properties (Propiedades de almacén de datos), desde el que se cambiara el nombre de
volumen, nombre de almacén de datos y tamafio de almacén de datos.

Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).

Haga clic en Finish (Finalizar).

Enlaces relacionados
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Version del Sistema de archivos
Hosts y clusteres

Asignacion de LUN

Crear multiples almacenes de datos
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Seleccidén de pagepool
Seleccion de protocolo
Perfil de Replay

Storage Center
Perfil de almacenamiento

Volumen

Coémo agregar un RDM a una maquina virtual

Use el asistente Add Dell Storage (Agregar Dell Storage) para agregar una Asignacion de dispositivo sin
procesar (RDM) a una maquina virtual.

Agregar un RDM usando un nuevo volumen Dell

Puede crearse y asignarse un RDM a una maquina virtual con el vSphere Web Client Plugin.

1. Seleccione la maquina virtual del inventario a la que agregar un RDM.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Raw Device (Agregar dispositivo sin procesar).

Se inicia el asistente Add Storage (Agregar almacenamiento).

3. Seleccione Add New Raw Device Mapping to Virtual Machine (Agregar asignacion de nuevo
dispositivo sin procesar a maquina virtual) y seleccione un nodo de dispositivo virtual.

4. Haga clic en Next (Siguiente).
Se abre la pagina Storage Center.
5. Seleccione el Storage Center y/o controladora activa para la creacion de volumen y haga clic en
Next (Siguiente).
NOTA: La opcion de controladora activa no esta disponible si el usuario del Storage Center en
Enterprise Manager solo tiene privilegios de administrador de volumen.

6. Sifuera necesario, seleccione uno o mas hosts a los que asignar el nuevo volumen Dell y haga clic
en Next (Siguiente).

7. Seleccione Create New Dell Volume (Crear nuevo volumen Dell)y haga clic en Next (Siguiente).

NOTA: Los siguientes pasos pueden cambiar dependiendo de la configuracién de las
preferencias de usuario del usuario de Storage Center en Enterprise Manager.

a. Introduzca el nombre y tamafio del nuevo volumen, seleccione la carpeta de volumen y haga clic
en Next (Siguiente).

b. Sifuera necesario, seleccione el pagepool que se utilizara para crear el volumen y haga clic en
Next (Siguiente).
c. Seleccione un Perfil de almacenamiento para el volumen y haga clic en Next (Siguiente).

NOTA: Dell recomienda utilizar el perfil Recommended (All Tiers) (Recomendado [Todos los
niveles]) para la mayoria de los volumenes.

d. Sifuera necesario, seleccione un Perfil de Reproduccion (Reproduccion) para el volumen y haga
clic en Next (Siguiente).
e. Seleccione la LUN para asignar el volumen y haga clic en Next (Siguiente).

8. Sifuera necesario, seleccione el protocolo para realizar la asignacion y haga clic en Next (Siguiente).

9. Seleccione el modo de compatibilidad para el dispositivo sin procesar y haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).

10. Haga clic en Finish (Finalizar).
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Enlaces relacionados

Agregar almacenamiento

Modo de compatibilidad
Configuracion del dispositivo
Propiedades de almacén de datos
Seleccidn de host

Asignacion de LUN

Seleccion de pagepool

Seleccidn de protocolo
Perfil de Replay

Storage Center
Perfil de almacenamiento

Volumen

Agregar un RDM usando un volumen Dell existente

Puede crearse un RDM a partir de un volumen Dell existente y asignarse a una maquina virtual con el
vSphere Web Client Plugin.

1

9.

10.
11.

12.

Seleccione la maquina virtual del inventario a la que agregar un RDM.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Raw Device (Agregar dispositivo sin procesar).

Se inicia el asistente Add Storage (Agregar almacenamiento).

Seleccione Add New Raw Device Mapping to Virtual Machine (Agregar asignacion de nuevo
dispositivo sin procesar a maquina virtual) y seleccione un nodo de dispositivo virtual.

Haga clic en Next (Siguiente).
Se abre la pagina Storage Center.
Seleccione el Storage Center y/o controladora activa para la creacion de volumen y haga clic en
Next (Siguiente).
NOTA: La opcion de controladora activa no esta disponible si el usuario del Storage Center en
Enterprise Manager solo tiene privilegios de administrador de volumen.

Si fuera necesario, seleccione uno o mas hosts a los que asignar el nuevo volumen Dell y haga clic
en Next (Siguiente).

Seleccione Map Existing Dell Volume (Asignar volumen Dell existente) y haga clic en Next
(Siguiente).

Encuentre y seleccione un volumen Dell existente al que asignar como dispositivo sin procesar y
haga clic en Next (Siguiente).

Seleccione la LUN para asignar el volumen y haga clic en Next (Siguiente).

Si fuera necesario, seleccione el protocolo para realizar la asignacion y haga clic en Next (Siguiente).
Seleccione el modo de compatibilidad para el dispositivo sin procesar y haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).

Haga clic en Finish (Finalizar).

Enlaces relacionados
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Configuracion del dispositivo
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Seleccidn de protocolo
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Storage Center
Seleccionar volumen

Volumen

Asignar un RDM existente a hosts o clusteres adicionales

Un RDM puede asignarse a hosts o clusteres adicionales con el vSphere Web Client Plugin.

1. Seleccione la maquina virtual del inventario que tiene un dispositivo sin procesar que desea asignar a
hosts y/o clusteres adicionales.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Raw Device (Agregar dispositivo sin procesar).

Se inicia el asistente Add Dell Storage (Agregar Dell Storage).

3. Seleccione Map Existing Raw Device Mapping to Hosts and Clusters (Asignar asignacion de
dispositivo sin procesar existente a hosts y clusteres) y haga clic en Next (Siguiente).

Se abrira la pagina RDM Selection (Seleccion de RDM).

4. Seleccione el dispositivo sin procesar que se asignara a otros hosts y/o clusteres y haga clic en Next
(Siguiente).

Se abre la pagina Host Selection (Seleccidn de host).

5. Seleccione uno o mas hosts o clusteres a los que asignar el volumen Dell existente y haga clic en
Next (Siguiente).

Se abre la pagina Protocol Selection (Seleccion de protocolo).

6. Seleccione el protocolo para realizar la asignacién y haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).

7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Configuracion del dispositivo
Seleccion de host
Seleccion de protocolo
Seleccionar dispositivo sin procesar

Ajuste del tamaio de un almacén de datos o RDM

Use el asistente Resize Datastore (Ajustar tamafio de almacén de datos) o Extend Raw Device Mapping
(Extender asignacion de dispositivo sin procesar) para aumentar la capacidad de un almacén de datos o
RDM.

Ajustar tamafio de un almacén de datos

El tamafio de un almacén de datos puede modificarse utilizando el vSphere Web Client Plugin.

1. Seleccione un almacén de datos del inventario.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Resize Datastore (Ajustar tamaiio del almacén de datos).

Se inicia el asistente Resize Datastore Storage (Ajustar tamario del almacenamiento de almacén de
datos).

3. Introduzca el nuevo tamafio para el almacén de datos en el campo Resize to (Ajustar tamafio a) y
seleccione la unidad de medida del menu desplegable Storage Size Type (Tipo de tamafio de
almacenamiento).

4. Haga clic en Next (Siguiente).
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Se abre la pagina Ready to Complete (Listo para completar).
5. Haga clic en Finish (Finalizar).

Enlaces relacionados
Ajustar tamarfo del almacén de datos

Extender un RDM

Puede ajustar (extender) el tamarfio de un RDM utilizando el vSphere Web Client Plugin.

1. Seleccione una maquina virtual del inventario con un RDM que se vaya a extender.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Extend Raw Device (Extender dispositivo sin procesar).

Se inicia el asistente Extend Datastore RDM (Extender RDM de almacén de datos).
3. Seleccione el RDM que se extendera.
4. Haga clic en Next (Siguiente).

Se abre la pagina Expansion Size (Tamafio de expansion).

5. Introduzca el nuevo tamafio del RDM en el campo Extend to (Extender a) y seleccione la unidad de
medida del menu desplegable Storage Size Type (Tipo de tamafio de almacenamiento).

6. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccionar RDM
Extender tamafio de RDM

Cémo quitar un almacén de datos o RDM

Use el asistente Remove Storage (Quitar almacenamiento) para quitar un almacén de datos o RDM.

Quitar un almacén de datos VMFS

Puede quitarse un almacén de datos VMFS utilizando el vSphere Web Client Plugin.

1. Seleccione un objeto del inventario que pueda ser un principal de un almacén de datos:
» Centro de datos
¢ Host
e Cluster

2. Seleccione un almacén de datos del inventario.

3. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Remove Datastore (Quitar almacén de datos).

Se abre la pagina Remove Datastore (Quitar almacén de datos). De forma predeterminada, se
selecciona la pestafia VMFS.

4. Haga clic para seleccionar los almacenes de datos que se quitaran. Para seleccionar todos los
almacenes de datos, haga clic en Choose All (Seleccionar todo).

5. Seleccione una opcion de retencion para el almacén de datos.
6. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).
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Enlaces relacionados
Retencion de volumen

Quitar un RDM
Puede quitarse un RDM utilizando el vSphere Web Client Plugin.

1. Seleccione una maquina virtual del inventario con un RDM que se vaya a quitar.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Remove Raw Device (Quitar dispositivo sin procesar).

Se inicia el asistente Remove Storage (Quitar almacenamiento).
3. Seleccione uno o varios RDM que se vayan a quitar.
4. Haga clic en Next (Siguiente).
Aparecera la pagina Volume Retention (Retencion de volumen).
5. Seleccione una opcion de retencion para los dispositivos sin procesar.
6. Haga clic en Next (Siguiente).
Aparece la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccionar dispositivo sin procesar
Retencidn de volumen

Creacion y administracién de almacenes de datos NFS

El vSphere Web Client Plugin le permite crear y administrar exportaciones de NFS en volumenes NAS que
se asignan como almacenes de datos NFS a clusteres y hosts ESX/ESX.

Puede crear almacenes de datos NFS como se indica a continuacion:

e Use un volumen NAS nuevo o existente y cree una nueva exportacion de NFS en el cluster de FluidFS.
* Use una exportacion de NFS existente en el cluster de FluidFS.

Las siguientes secciones describen como crear y administrar almacenes de datos NFS:

e Crear un nuevo almacén de datos NFS

e Agregar un almacén de datos NFS utilizando una exportacion de NFS existente

e Quitar almacenes de datos NFS

Crear un nuevo almacén de datos NFS

Puede crearse un almacén de datos NFS utilizando el vSphere Web Client Plugin.

1. Seleccione un objeto del inventario que pueda ser un principal de un almacén de datos:
* Centro de datos
¢ Host
o Cluster

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Datastore (Agregar almacén de datos).

Se inicia el asistente Add Datastore (Agregar almacén de datos) y se abre la pagina Select Type
(Seleccionar tipo).
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Seleccione NFS y haga clic en Next (Siguiente).
Seleccione uno 0 mas hosts a los que asignar la exportacion de NFS y haga clic en Next (Siguiente).
Seleccione el cluster de FluidFS para la creacion de volumen y haga clic en Next (Siguiente).

o v oA w

Seleccione Create a New NFS Datastore (Crear un nuevo almacén de datos NFS) y haga clic en Next
(Siguiente).

7. Introduzca el nombre del nuevo volumen, seleccione la carpeta de volumen en Inventory Location
(Ubicacion de inventario) y haga clic en Next (Siguiente).

Aparece la pagina Datastore Properties (Propiedades de almacén de datos).

8. Introduzca un valor para el tamafio. Seleccione desde el menu desplegable para especificar el tipo
de unidad.

9. Seleccione una opcion de carpeta:

* Create a New NAS Volume Folder (Crear una nueva carpeta de volumen NAS): de manera
predeterminada, el nombre de la carpeta se deriva del nombre del almacén de datos que ha
introducido.

* Use Existing NAS Volume Folder (Usar carpeta de volumen NAS existente): busque una carpeta
para utilizarla.

10. Introduzca el VIP del cluster de FluidFS en el campo FluidFS Cluster VIP or DNS Name (VIP del
cluster de FluidFS o nombre de DNS).

11. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
12. Haga clic en Finish (Finalizar).

Enlaces relacionados
Agregar almacenamiento - NFS

Hosts y clusteres
Exportaciones de NFS

Agregar un almacén de datos NFS utilizando una exportacion de NFS
existente

Puede crear un nuevo almacén de datos NFS utilizando una exportacion de NFS existente en el cluster de
FluidFS.

1. Seleccione un objeto del inventario que pueda ser un principal de un almacén de datos:
* Centro de datos
¢ Host
e Cluster

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Add Datastore (Agregar almacén de datos).

Se inicia el asistente Add Datastore (Agregar almacén de datos) y se abre la pagina Select Type
(Seleccionar tipo).

Seleccione NFS y haga clic en Next (Siguiente).
Seleccione uno 0 mas hosts a los que asignar la exportacion de NFS y haga clic en Next (Siguiente).
Seleccione el cluster de FluidFS para la creacion de volumen y haga clic en Next (Siguiente).

o v s ow

Seleccione Map an Existing NFS Export (Asignar una exportacion de NFS existente) y haga clic en
Next (Siguiente).

N

Seleccione una exportacion de NFS de la lista de exportaciones de NFS disponibles.

8. Introduzca un valor en el campo FluidFS Cluster VIP or DNS Name (VIP del cluster de FluidFS o
nombre de DNS).
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9. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
10. Haga clic en Finish (Finalizar).

Enlaces relacionados
Agregar almacenamiento - NFS

Hosts y clusteres
Exportaciones de NFS

Quitar almacenes de datos NFS

Puede quitarse un almacén de datos NFS utilizando el vSphere Web Client Plugin.

1. Seleccione un objeto del inventario que pueda ser un principal de un almacén de datos:
» Centro de datos
¢ Host
o Cluster

2. Seleccione un almacén de datos NFS en inventario y haga clic con el botdn derecho del mouse en
su hombre.

3. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Remove Datastore (Quitar almacén de datos).

Se abre la pagina Remove Datastore (Quitar almacén de datos). De forma predeterminada, se
selecciona la pestafia VMFS.

4. Sifuera necesario, seleccione NFS para ver los almacenes de datos NFS.

5. Haga clic para seleccionar los almacenes de datos que se quitaran. Para seleccionar todos los
almacenes de datos, haga clic en Choose All (Seleccionar todo).

6. (Opcional) Seleccione Delete NFS Exports for selected datastores (Eliminar exportaciones de NFS
para almacenes de datos seleccionados).

7. (Opcional) Seleccione Delete volumes for selected datastores if possible (Eliminar volumenes para
almacenes de datos seleccionados si fuera posible).

8. Haga clic en OK (Aceptar).

Configuracidn, creacion y recuperacién de
Reproducciones (Reproducciones)
El Dell Storage vSphere Web Client Plugin le permite configurar Data Instant Reproduccion, crear

Reproducciones (Reproducciones), hacer caducar las Reproducciones (Reproducciones) y recuperar
datos de las Reproducciones (Reproducciones).

ﬁ NOTA: Las opciones que aparecen en la configuracion, creacion y recuperacion de Reproducciones
(Reproducciones) cambian en funcion de las preferencias de volumen del usuario de Enterprise
Manager definidas en el vSphere Web Client Plugin.

ﬁ NOTA: Las Reproducciones solo se aplican a volumenes montados como almacenes de datos VMFS
y no para almacenes de datos NFS.

Las siguientes secciones describen cémo configurar y administrar Reproducciones (Reproducciones):

¢ Configuraciéon de Data Instant Reproduccion

e Creacion de una Reproduccién (Reproduccion)

e Como hacer caducar una Reproduccién (Reproduccion)
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e Recuperacién de datos de una Reproduccion (Reproduccion)

Configuracion de Data Instant Reproduccion

La configuracion de Data Instant Reproduccion consiste en la asignacion de un Perfil Reproduccion
(Reproduccion) a un almacén de datos (volumen Dell) o a todos los volimenes asociados con una
maquina virtual para establecer un programa para tomar Reproducciones (Reproducciones)
automaticamente.

Solo se pueden seleccionar Perfiles Reproduccion (Reproduccion) ya definidos en el Storage Center. Para
disponer de instrucciones sobre la creacion o modificacion de Perfiles Reproduccion (Reproduccion),
consulte Storage Center System Manager Administrator’s Guide (Guia del administrador de System
Manager de Storage Center) o Enterprise Manager Administrator’s Guide (Guia del administrador de
Enterprise Manager).

Configurar Data Instant Reproduccion para un almacén de datos

Data Instant Reproduccion puede configurarse para un almacén de datos utilizando el vSphere Web
Client Plugin.

1. Seleccione un almacén de datos del inventario.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Configure Data Instant Replay (Configurar Data Instant Replay).

Se inicia el asistente Configure Data Instant Replay (Configurar Data Instant Replay).
3. Seleccione uno o mas Perfiles de Reproduccion (Reproduccion) para aplicarlos al almacén de datos.
4. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
5. Haga clic en Finish (Finalizar).

Enlaces relacionados
Perfil de Replay

Configurar Data Instant Reproduccion para RDM en una maquina virtual

Data Instant Reproduccion puede configurarse para un RDM utilizando el vSphere Web Client Plugin.

1. Seleccione una maquina virtual del inventario.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Configure Data Instant Replay (Configurar Data Instant Replay).

Se inicia el asistente Configure Data Instant Replay (Configurar Data Instant Replay). Si la VM tiene
varios RDM, el asistente muestra una pagina para cada uno.

3. Seleccione uno o mas Perfiles Replay que se aplicaran al RDM y haga clic en Next (Siguiente).

Si la VM tuviera varios RDM, repita el paso 2. Cuando se hayan configurado todos los RDM, se abre la
pagina Ready to Complete (Listo para completar).

4. Haga clic en Finish (Finalizar).
Enlaces relacionados
Perfil de Replay
Creacioén de una Reproduccion (Reproduccion)

Ademas de las reproducciones programadas tomadas automaticamente en base a un Perfil de
Reproduccion (Reproduccion), también puede tomar una Reproduccion (Reproduccion) inmediata (sin
programar). Durante la creacion de la Reproduccion (Reproduccion), puede especificar una hora de
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caducidad para las Reproduccién (Reproducciones). Tenga en cuenta que si crea una Reproduccion
(Reproduccién) con la opcion Never Expire (Nunca hacer caducar), la Reproduccion (Reproduccion)
permanece en el Storage Center hasta que cadugue manualmente.

Tomar una Reproduccion (Reproduccién) de un almacén de datos

Puede tomarse una Reproduccion (Reproduccion) de un almacén de datos utilizando el vSphere Web
Client Plugin.

1. Seleccione el almacén de datos para el que desea tomar una Reproduccion (Reproduccion).

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Create Replay (Crear reproduccion).

Se inicia el asistente Create Replay (Crear Replay).

3. Especifique un tiempo a partir del cual desea que caduque una Reproduccion (Reproduccion). Para
establecer la Reproduccidn (Reproduccion) para que nunca caduque, seleccione la casilla de
verificacion Never Expire (Nunca hacer caducar).

4. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
5. Haga clic en Finish (Finalizar).

Enlaces relacionados
Perfil de Replay

Tomar una Reproduccion (Reproduccion) de volimenes RDM asociados con una maquina
virtual

Puede tomarse una Reproduccion (Reproduccion) de un RDM asociado con una maquina virtual
utilizando el vSphere Web Client Plugin.

1. Seleccione la maquina virtual para la que desea tomar una Reproduccién (Reproduccion).

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Create Replay (Crear reproduccion).

Se inicia el asistente Create Replay (Crear Replay).

3. Especifique un tiempo a partir del cual desea que caduque una Reproduccion (Reproduccién). Para
establecer la Reproduccidén (Reproduccion) para que nunca caduque, seleccione la casilla de
verificacion Never Expire (Nunca hacer caducar).

4. Haga clic en Next (Siguiente).
Se abre la pagina Snapshot Options (Opciones de instantanea).

5. Para crear una instantanea de VMware temporal de la maquina virtual antes de la creacion de
Reproduccion (Reproduccion), seleccione la casilla de verificacion Create Temporary VMware
Snapshot (Crear instantanea de VMware temporal).

6. Siselecciona la casilla de verificacion Temporary VMware Snapshot (Instantdnea de VMware
temporal), especifique si desea incluir la memoria de la maquina y/o situar en modo inactivo los
sistemas de archivos.

7. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
8. Haga clic en Finish (Finalizar).

Enlaces relacionados
Propiedades de Replay
Opciones de instantanea
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Coémo hacer caducar una Reproduccion (Reproduccion)

Cuando se crea una Reproduccion (Reproduccion), se le asigna un tiempo de caducidad. No obstante,
puede invalidar el tiempo de caducidad haciendo caducar explicitamente una Reproduccion
(Reproduccion). Si se hace caducar una Reproduccion (Reproduccion), se quitara dicha Reproduccion
(Reproduccion) del Storage Center.

Hacer caducar Reproducciones (Reproducciones) para un almacén de datos

Puede hacer caducar una reproduccion de un almacén de datos utilizando el vSphere Web Client Plugin.

1. Seleccione el almacén de datos para el que desea hacer caducar las Reproducciones
(Reproducciones).

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Configure Data Instant Replay (Configurar Data Instant Replay).

Se inicia el asistente Expire Storage Center Replay (Hacer caducar Replay de Storage Center).
3. Seleccione las Reproducciones (Reproducciones) que desea hacer caducar.
4. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
5. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccidon de Replay

Hacer caducar Reproducciones (Reproducciones) de voliumenes RDM asociados con una
maquina virtual

Puede hacer caducar una Reproduccioén (Reproduccion) de un RDM utilizando el vSphere Web Client
Plugin.

1. Seleccione la maquina virtual para la que desea hacer caducar las Reproducciones (Reproducciones)
del almacén de datos.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Configure Data Instant Replay (Configurar Data Instant Replay).

Se inicia el asistente Expire Storage Center Replay (Hacer caducar Replay de Storage Center).
3. Seleccione las reproducciones que desea hacer caducar.
4. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
5. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccion de Replay

Recuperacion de datos de una Reproduccioén (Reproduccion)

Use el asistente Storage Center Reproduccion Recovery (Recuperacion de reproduccion de Storage
Center) para recuperar datos de una Reproduccion (Reproduccion) de Storage Center. El asistente le
permite seleccionar una Reproduccion (Reproduccion) desde el que desea recuperar datos y, a
continuacion, expone y asigna la Reproduccion (Reproduccion) para permitir copiar datos para la
recuperacion.

36 Como trabajar con Dell Storage



Recuperar un almacén de datos de una Reproduccién (Reproduccién) de Storage Center

Puede recuperarse un almacén de datos utilizando el vSphere Web Client Plugin.
Requisitos previos

Debe existir una Reproduccion (Reproduccion) del almacén de datos.

Pasos

1. Seleccione el almacén de datos para el que desea recuperar los datos.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Recover VM Data from Replay (Recuperar datos de VM de
reproduccion).

Se inicia el asistente Storage Center Replay Recovery (Recuperacion de Replay de Storage Center).

3. Seleccione una o mas Reproducciones (Reproducciones) desde las que desea recuperar datos.
% NOTA: Solo puede seleccionarse una Reproduccion (Reproduccion) por volumen.

4. Haga clic en Next (Siguiente).

Se abre la pagina Host Selection (Seleccién de host).
5. Seleccione el host para acceder al almacén de datos recuperado.
6. Haga clic en Next (Siguiente).

Se abre la pagina Datastore Name (Nombre de almacén de datos).
7. Especifique un nombre y ubicacion del almaceén de datos recuperado.
8. Haga clic en Next (Siguiente).

Se abre la pagina Mapping LUN (Asignacion de LUN).
9. Seleccione la LUN para asignar el almacén de datos recuperado.
10. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
11. Haga clic en Finish (Finalizar).

Enlaces relacionados
Nombre de almacén de datos
Seleccién de host
Asignacion de LUN
Seleccion de Replay

Recuperar un RDM de una Reproduccién (Reproduccién) de Storage Center

Puede recuperarse un RDM utilizando el vSphere Web Client Plugin.
Requisitos previos

Debe existir una Reproduccion (Reproduccion) del RDM.

Pasos

1. Seleccione la maquina virtual para la que desea recuperar el RDM.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replays (Reproducciones) — Recover VM Data from Replay (Recuperar datos de VM de
reproduccion).

Se inicia el asistente Storage Center Replay Recovery (Recuperacion de Replay de Storage Center).
3. Seleccione una o mas Reproducciones (Reproducciones) desde los que desea recuperar datos.
4. Haga clic en Next (Siguiente).

Se abre la pagina VM Selection (Seleccion de VM).
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5. Seleccione la maquina virtual que se utilizara para acceder a los datos recuperados.
6. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccion de Replay
Seleccion de VM

Creacion y administracién de las instantaneas de
volumenes NAS FluidFS y programas de instantaneas

Los Storage Centers presentan una cierta cantidad de capacidad (un bloque NAS, compuesto de
volumenes NAS) en el cluster Dell Fluid File System (FluidFS). Cuando crea un almacén de datos NFS
(consulte Creacion y administracion de almacenes de datos NFS), se crea un volumen NAS asociado en el
cluster FluidFS. La ruta de la carpeta de exportacion de NFS se corresponde con el volumen NAS y se
monta en el host ESXi.

El vSphere Web Client Plugin le permite crear y administrar las instantaneas (similares a los Replays) de
volumenes NAS asociados con un almacén de datos NFS y establecer un programa para realizar,
mantener, y eliminar las instantaneas.

Acerca de las instantaneas de volumenes NAS FluidFS

Las instantaneas de volumenes NAS son copias puntuales de un volumen NAS y estan disponibles para la
recuperacion de datos. Las instantaneas de volumenes NAS son similares a las reproducciones VMFS,
excepto en que las reproducciones se montan como almacenes de datos VMFS y las instantaneas se
montan como almacenes de datos NFS. La primera instantanea tomada incluye contenido de todo el
volumen NAS. Todas las instantaneas creadas después de esa linea base representan Unicamente los
cambios realizados desde la instantanea anterior.

Usando el Dell Storage vSphere Web Client Plugin, puedes:

¢ Crear una instantanea de un volumen NAS asociado para el correspondiente almacén de datos NFS
* Mostrar todas las instantaneas disponibles del volumen NAS asociado
* Modificar el nombre de la instantanea y la fecha de caducidad

¢ Seleccionary eliminar una o0 mas instantaneas

Acerca de los programas de instantaneas de volumenes NAS FluidFS

Los programas de instantaneas de volumenes NAS le permiten tomar instantaneas en intervalos regulares
(por ejemplo, cada hora o diariamente) para proporcionar una vista completa de su sistema de archivos a
lo largo del tiempo.

Usando el Dell Storage vSphere Web Client Plugin, puedes:

¢ Crear un programa que especifique el nombre del programa de instantaneas, la frecuencia de las
instantaneas tomadas y el tiempo de retencion. La frecuencia y la retencion pueden estar en minutos,
horas, dias o semanas.
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* Seleccionar y cambiar el nombre del programa de instantaneas, la frecuencia y tiempo de retencion

e Seleccionar y eliminar un programa de instantaneas

Instantaneas de volumenes NAS y programas de instantaneas

En esta seccion se indican los pasos necesarios para crear instantaneas de volumenes NAS a peticion y
para establecer programas para tomar instantaneas a intervalos regulares.

Creacion de instantaneas de voliimenes NAS

Puede crear una instantanea a peticion de un volumen NAS para un almacén de datos asociado y
establecer la fecha de caducidad para la instantanea.

Pasos
1. Seleccione un almacén de datos NFS del inventario.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Snapshots (Instantaneas) — Create Snapshot (Crear instantanea).

Se inicia el asistente Create Replay (Crear reproduccion).
3. Introduzca un nombre para la instantanea. Los nombres pueden tener un maximo de 230 caracteres
e incluir caracteres especiales (corchetes angulares, barra invertida, guion, guion bajo, ampersand,

tilde, signo mas). Como practica recomendada, introduzca un nombre de instantanea que sea
conciso y descriptivo.

NOTA: Si ya existe el nombre de instantanea que ha introducido, la instantdanea no se crearay
se mostrard el mensaje Snapshot name already exists (Elnombre de la instantanea ya
existe).

4. (Opcional) Si desea establecer una fecha de caducidad para la instantanea, seleccione Enable

Expiration (Activar caducidad) y una fecha en el calendario. También puede indicar las horas y los
minutos.

Siguientes pasos

Es posible que también desee configurar un programa de instantaneas para tomar instantaneas de un
volumen NAS a intervalos regulares. Consulte Creacion de programas de instantaneas de volumenes
NAS.

Creacién de programas de instantaneas de volumenes NAS

Establece un programa de instantaneas para tomar instantaneas de un volumen NAS a intervalos
regulares durante un periodo de tiempo designado.

1. Seleccione un almacén de datos NFS del inventario.
2. Seleccione el volumen NAS para el que desea tomar una instantanea.

3. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Snapshots (Instantaneas) — Create Snapshot Schedule (Crear programa de instantaneas)

Se inicia el asistente Create Snapshot Schedule (Crear programa de instantaneas).

4. Introduzca un nombre para el programa de instantaneas. Los nombres pueden tener un maximo de
230 caracteres e incluir caracteres especiales (corchetes angulares, barra invertida, guion, guion bajo,
ampersand, tilde, signo mas).

5. Seleccione Take Snapshot Every (Tomar instantanea cada), introduzca un valor numérico para los
minutos, horas, dias 0 semanas y seleccione la frecuencia de las instantaneas en el menu
desplegable.

6. De forma alternativa, seleccione Take snapshot on (Tomar instantanea el) para definir una fechay
una hora para tomar una instantanea:
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a. Seleccione el dia de la semana.
Seleccione la horay AM o PM.
Especifique el niUmero de minutos para desplazar cada instantanea de un volumen NAS. De forma
opcional, introduzca un valor de desplazamiento para empezar a tomar las instantaneas un
determinado numero de minutos después de la hora. El valor predeterminado es de cero (0)
minutos.

7. Seleccione Retain Snapshot for (Conservar instantdnea durante) para indicar durante cuanto tiempo
se guardaran las instantaneas antes de su eliminacion automatica. Introduzca un valor numérico para
los minutos, horas, dias o semanas y seleccione el intervalo de retencion en el menu desplegable.

8. Haga clic en Next (Siguiente).

Se muestra la informacion de resumen sobre el programa de instantaneas.

9. Haga clic en Finish (Finalizar) para establecer el programa.

Las instantaneas del volumen NAS se tomaran y se conservaran de acuerdo con los valores establecidos
por el programa. Puede revisar los valores del programa segun sea necesario. Para obtener mas
informacion, consulte Edicion de programas de instantaneas de volumenes NAS. Si desea tomar una
instantanea inmediata (a peticion), consulte Creacion de instantdneas de volumenes NAS.

Visualizacidn de instantaneas de volumenes NAS y programas

Después de crear instantaneas o programas de instantaneas, puede ver informacion de resumen de todas
las instantaneas o programas desde la pestafia Monitor (Supervisar) en Dell Storage.

Visualizacion de instantaneas desde la pestafia Monitor (Supervisar)
Siga estos pasos para ver la informacién de resumen sobre todas las instantaneas tomadas para el
volumen NAS seleccionado.
Pasos
1. Seleccione un almacén de datos NFS del inventario.
El vSphere Web Client Plugin carga informacion para el almacén de datos seleccionado.

NOTA: Si no se muestra la informacion de resumen del almacén de datos NFS seleccionado,
compruebe que ha proporcionado las credenciales correctas para la configuracion del vCenter
Server y Enterprise Manager.

2. Haga clic en la pestafia Monitor (Supervisar).

3. Seleccione Dell Storage en la barra de menus.
El almacén de datos NFS y el volumen asociado se muestran en la tabla; la pestafia General esta
seleccionada de manera predeterminada.

4. Haga clic en la pestafia Snapshot (Instantédnea).
El vSphere Web Client Plugin enumera todas las instantaneas del volumen NAS y muestra la hora de

creacion, la fecha de caducidad, el niumero de copias idénticas (si las hay) y el tamafio de la
instantanea.

llustracion 12. Pestaria Monitor (Supervisar), gue muestra todas las instantdneas para el volumen NAS
seleccionado muestra un ejemplo de un volumen NAS con tres instantaneas tomadas.

40 Coémo trabajar con Dell Storage



vmware vSphere Web Cllent  #=

1 [Ontsds  Acsong ~ h_s?

CGemng Staded  Summary  Momftor  Manage  Related Objects

lssues  Pertormance | Tasks | Events | Dell Eiorege |

nfs-ds nis-daial NFS 1008 FlulgF 8-1J0M252

|
! Oeneral UsageStadslics  Connectvily ifo | Snapshets | Schedules
>
" 2 # Chunas
weekly_2015_11_0. 100415113002 P 1371115 11:3000F 0 TaaME

0 1MENS 0T 3001 P TIN5 083000P O 185 uB

EwstingRepivevoiDr3
@ TesRapCreataDatattore HouySLnodule_

| weekly_J015_10_2 102915 12300/ MO6NS013000A 0 177 MB

|

llustracion 12. Pestafia Monitor (Supervisar), que muestra todas las instantaneas para el volumen NAS
seleccionado

Siguientes pasos
También puede ver todos los programas de instantaneas desde la pestafia Monitor (Supervisar). Consulte
Visualizacién de programas desde la pestafia Monitor (Supervisar)

Visualizacion de programas desde la pestaiia Monitor (Supervisar)
Siga estos pasos para ver la informacién de resumen sobre todos los programas de instantaneas para el
volumen NAS seleccionado.
Pasos
1. Seleccione un almaceén de datos NFS del inventario.
El vSphere Web Client Plugin carga informacion para el almacén de datos seleccionado.

NOTA: Si no se muestra la informacion de resumen del almacén de datos NFS seleccionado,
compruebe que ha proporcionado las credenciales correctas para la configuracion del vCenter
Server y Enterprise Manager.
2. Haga clic en la pestafia Monitor (Supervisar).
3. Seleccione Dell Storage en la barra de menus.
El almacén de datos NFS y el volumen asociado se muestran en la tabla; la pestafia General esta
seleccionada de manera predeterminada.
4. Haga clic en la pestafia Schedules (Programas).

El vSphere Web Client Plugin muestra una lista de todos los programas para el volumen NAS y
muestra la frecuencia con la que se toman las instantaneas y el intervalo de caducidad.

llustracion 13. Pestafia Monitor (Supervisar), que muestra todos los programas para el volumen NAS
seleccionado muestra un ejemplo de un volumen NAS con dos programas de instantaneas.
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llustracion 13. Pestafia Monitor (Supervisar), que muestra todos los programas para el volumen NAS
seleccionado

Siguientes pasos
También puede ver todas las instantaneas desde la pestafia Monitor (Supervisar). Consulte Visualizacion
de instantdneas desde la pestafia Monitor (Supervisar).

Administracion de las instantaneas de volumenes NAS y programas de
instantaneas

En esta secciodn se describe como revisar y eliminar instantaneas y programas de instantaneas.

Edicion de instantaneas de volumenes NAS

Puede ver todas las instantaneas disponibles de un volumen NAS y seleccionar una para editarla. La
edicion le permite modificar el nombre de la instantanea y la fecha de caducidad.

Pasos

1. Seleccione un almacén de datos NFS del inventario.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Snapshot (Instantanea) — Edit Snapshot/Snapshot Schedule (Editar instantanea/programa de
instantanea).

Se inicia el asistente Edit Snapshot/Snapshot Schedule (Editar instantdnea/programa de instantanea).

3. Enla pagina Edit Snapshot/Snapshot Schedule (Editar instantanea/programa de instantanea),
seleccione Snapshot (Instantanea) y haga clic en Next (Siguiente).

4. Seleccione la instantanea de la lista de programas de la tabla.
5. Edite la informacion actual que desee:
a. Enelcampo Name (Nombre), seleccione el nombre para editar y escriba un nombre revisado.

b. Para evitar la eliminacion automatica de la instantanea, desmarque la casilla de verificacion
Enable Expiration (Activar caducidad).

c. Para cambiar informacion de caducidad, seleccione una nueva fecha en el calendario y revise el
valor numeérico para las horas y los minutos. El valor predeterminado es 30 minutos.

6. Haga clic en Next (Siguiente).
Una pantalla de resumen muestra los detalles de los cambios que ha realizado.

7. Siesta satisfecho con los cambios, haga clic en Finish (Finalizar). De lo contrario, haga clic en Back
(Atras) para realizar mas cambios.
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Siguientes pasos
También puede realizar cambios en la instantdnea que ha creado. Consulte Edicién de programas de
instantaneas de volumenes NAS.

Edicion de programas de instantaneas de volumenes NAS

Puede visualizar todos los programas disponibles para tomar instantaneas de volumenes NAS y, a
continuacion, seleccionar un programa de instantanea para editarlo. La edicion le permite modificar el
nombre del programa de instantanea, cambiar cuando se toma la instantanea o cambiar la fecha de
caducidad de la instantanea.

Pasos

1. Seleccione un almacén de datos NFS del inventario.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Snapshot (Instantanea) — Edit Snapshot/Snapshot Schedule (Editar instantanea/programa de
instantanea)

Se inicia el asistente Edit Snapshot/Snapshot Schedule (Editar instantanea/programa de instantanea).

3. Enla pagina Editar instantdnea/programa de instantanea, seleccione Snapshot Schedule (Programa
de instantanea) y haga clic en Next (Siguiente).

4. Seleccione el programa de instantanea de la lista de programas de la tabla.

5. Edite la informacion actual que desee:

a. Seleccione Take Snapshot Every (Tomar instantanea cada) y revise el valor numérico y el
intervalo (minutos, horas, dias o semanas).

b. De forma alternativa, seleccione Take Snapshot On (Tomar instantanea el) y modifique el dia de
la semana, la hora del dia y los minutos para desplazar cada instantanea.

c. Para evitar la eliminacion automatica de la instantanea, desmarque la casilla de verificacion
Enable Expiration (Activar caducidad).

d. Para cambiar la informacion sobre la caducidad, revise el valor numérico y el intervalo (minutos,
horas, dias o semanas).

6. Haga clic en Next (Siguiente).
Una pantalla de resumen muestra los detalles de los cambios que ha realizado.

7. Siesta satisfecho con los cambios, haga clic en Finish (Finalizar). De lo contrario, haga clic en Back
(Atras) para realizar mas cambios.

Siguientes pasos
También puede realizar cambios en la instantanea que ha creado. Consulte Edicidon de instantaneas de
volumenes NAS.

Eliminaciéon de instantaneas de volimenes NAS

Puede visualizar todas las instantaneas de un volumen NAS y, a continuacion, seleccionar y eliminar una
O Mas instantaneas.

Pasos

1. Seleccione un almacén de datos NFS del inventario.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Snapshot (Instantanea) — Delete Snapshot/Snapshot Schedule (Eliminar instantanea/programa de
instantanea).

Se inicia el asistente Delete Snapshot/Snapshot Schedule (Eliminar instantanea/programa de
instantanea).

3. Enla pagina Delete Snapshot/Snapshot Schedule (Eliminar instantdnea/programa de instantanea),
seleccione Snapshot (Instantanea) y haga clic en Next (Siguiente).
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4. Seleccione una instantanea o varias instantaneas de la lista de programas de la tabla. Para seleccionar
todas las instantaneas de la lista, seleccione la casilla junto a la columna Snapshot Name (Nombre de
instantanea).

5. Haga clic en Next (Siguiente).
Una pantalla de resumen especifica la instantanea o instantaneas que ha seleccionado para eliminar.
6. Haga clic en Finish (Finalizar) para eliminar las instantaneas.

Siguientes pasos
También puede seleccionar y eliminar programas de instantaneas. Consulte Eliminacion de programas de
instantaneas de volumenes NAS.

Eliminacion de programas de instantaneas de volumenes NAS

Puede visualizar todos los programas de instantanea disponibles y, a continuacion, seleccionar y eliminar
uNo O MAas programas.

Pasos

1. Seleccione un almacén de datos NFS del inventario.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Snapshot (Instantanea) — Delete Snapshot/Snapshot Schedule (Eliminar instantanea/programa de
instantanea).

Se inicia el asistente Delete Snapshot/Snapshot Schedule (Eliminar instantanea/programa de
instantanea).

3. Enla pagina Delete Snapshot/Snapshot Schedule (Eliminar instantdnea/programa de instantanea),
seleccione Snapshot Schedule (Programa de instantanea) y haga clic en Next (Siguiente).

4. Seleccione un programa de instantanea o varios programas de la lista de instantaneas de la tabla.
Para seleccionar todos los programas de instantaneas de la lista, seleccione la casilla junto a la
columna Snapshot Schedule Name (Nombre del programa de instantanea).

5. Haga clic en Next (Siguiente).
Una pantalla de resumen especifica el programa o programas que ha seleccionado para eliminarlos.
6. Haga clic en Finish (Finalizar) para eliminar los programas.

Siguientes pasos
También puede seleccionar y eliminar una o mas instantaneas. Consulte Eliminacion de instantdneas de
volumenes NAS.

Crear y administrar replicaciones y Live Volumes

El Dell Storage vSphere Web Client Plugin admite dos modelos basicos para migrar datos entre Storage
Centers:

* Replications
¢ Live Volumes

Una replicacion copia los datos de un volumen de un Storage Center a otro Storage Center para proteger
los datos. Un Live Volume es un volumen de replicacion que puede asignarse y activarse en un Storage
Center de origen y de destino al mismo tiempo.

Para obtener mas informacion sobre estos conceptos, consulte la Enterprise Manager Administrator’s
Guide (Guia del administrador de Enterprise Manager).
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Puede usar el Dell Storage vSphere Web Client Plugin para agregar y administrar replicaciones y Live
Volumes en almacenes de datos VMFS y RDM en Dell Storage. También puede convertir una replicacion
en un Live Volume y viceversa.

Las siguientes secciones describen las operaciones de réplica y Live Volume:

+« Operaciones de replicacion

e Operaciones de Live Volume

Operaciones de replicacion

El vSphere Web Client Plugin le permite agregar, modificar y quitar replicaciones para almacenes de
datos y RDM.

Las siguientes secciones describen como crear y administrar replicaciones:

e Creacion de replicacion de almacén de datos o RDM

* Modificacion de una replicacion de almacén de datos o RDM

e CoOmo quitar una replicacion de almacén de datos o RDM

Creacion de un almacén de datos o replicacion de RDM

El Dell Storage vSphere Web Client Plugin proporciona la capacidad para crear replicaciones de RDMy
almacenes de datos.

Replicacion de un almacén de datos

Puede crearse una replicacion de almacén de datos utilizando el vSphere Web Client Plugin.
Requisitos previos

Si utiliza conexiones iISCSI para las replicaciones:

» ElStorage Center de destino debe definirse como un Sistema remoto iSCSI en el Storage Center de
origen.

» ElStorage Center de origen debe definirse como una Conexion remota iSCSI en el Storage Center de
destino.

Consulte Enterprise Manager Administrator’'s Guide (Guia del administrador de Enterprise Manager)
para obtener instrucciones sobre la configuracion de las conexiones iSCSI entre Storage Centers.

* Asegurese de establecer al menos una definicion de Calidad de servicio (QoS) en el Storage Center
origen para la replicacion. Consulte Enterprise Manager Administrator’s Guide (Guia del administrador
de Enterprise Manager) para obtener instrucciones sobre la creacion de definiciones de QoS.

Pasos
1. Seleccione un almacén de datos que replicar.

2. Seleccione Actions (Acciones) — Dell Storage Actions (Acciones de Dell Storage) — Replications/
Live Volume (Replicaciones/Live Volume) — Add (Agregar).

Se inicia el asistente Add Replication/Live Volume (Agregar replicacion/Live Volume).
3. Seleccione el Storage Center destino.
4. Haga clic en Next (Siguiente).

Se abre la pagina Replication Options (Opciones de replicacion).
5. Especifique uno de los siguientes tipos de replicacion:

* Replicacion, Asincrona

* Replicacion, Sincrona — Alta disponibilidad
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* Replicacion, Sincrona — Alta consistencia
6. Especifique otra configuracion de la replicacion y una ubicacion destino.
7. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
8. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de replicacion
Storage Center para replicacion

Replicacion de un RDM

Puede crearse una replicacion de RDM utilizando el vSphere Web Client Plugin.
Requisitos previos

Si utiliza conexiones iSCSI para las replicaciones:

» ElStorage Center de destino debe definirse como un Sistema remoto iSCSI en el Storage Center de
origen.

o ElStorage Center de origen debe definirse como una Conexidon remota iSCSI en el Storage Center de
destino.

Consulte Enterprise Manager Administrator’s Guide (Guia del administrador de Enterprise Manager)
para obtener instrucciones sobre la configuracion de las conexiones iSCSI entre Storage Centers.

* Asegurese de establecer al menos una definicion de Calidad de servicio (QoS) en el Storage Center
origen para la replicacion. Consulte la Enterprise Manager Administrator’'s Guide (Guia del
administrador de Enterprise Manager) para obtener instrucciones sobre la creacion de definiciones de
QoS.

Pasos

1. Seleccione la maquina virtual con el RDM que se replicara.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replication/Live Volume (Replicacion/Live Volume) — Add (Agregar).

Se inicia el asistente Add Replication/Live Volume (Agregar replicaciones/Live Volume).
3. Seleccione el RDM que se replicara.
4. Haga clic en Next (Siguiente).
Se abre la pagina Storage Center.
5. Seleccione el Storage Center destino.
6. Haga clic en Next (Siguiente).
Se abre la pagina Replication Options (Opciones de replicacion).
7. Especifique uno de los siguientes tipos de replicacion:
* Replicacion, Asincrona
* Replicacion, Sincrona — Alta disponibilidad
* Replicacion, Sincrona — Alta consistencia
8. Especifique otra configuracion de la replicacion y una ubicacion destino.
9. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
10. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccionar dispositivo sin procesar
Opciones de replicacion
Storage Center para replicacion
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Modificacion de una replicacion de almacén de datos o RDM

El Dell Storage vSphere Web Client Plugin proporciona la capacidad para modificar replicaciones de
almaceén de datos y RDM, incluyendo la capacidad para convertir el tipo de replicacion entre un Live
Volume y una replicacion.

Modificacion de replicacion de almacén de datos

Puede modificar la configuracion de una replicacion de almacén de datos existente.
Requisitos previos

Debe existir una replicacion de almacén de datos.

Pasos
1. Seleccione el almacén de datos que se esta replicando.

2. Seleccione Actions (Acciones) — Dell Storage Actions (Acciones de Dell Storage) — Replications/
Live Volume (Replicaciones/Live Volume) — Edit Settings/Convert (Editar configuracion/
Convertir).

Se inicia el asistente Modify Replications/Live Volume (Modificar replicaciones/Live Volume).
3. Enla lista de replicaciones, seleccione una para modificarla.
4. Haga clic en Next (Siguiente).
Se abre la pagina Replication Options (Opciones de replicacion).
5. Para cambiar el tipo de replicacion, seleccione un tipo del menu desplegable.
NOTA: Si decide cambiar el tipo de replicacion de una replicacion a un Live Volume, se abre un

cuadro de didlogo de aviso. Debe seleccionar la casilla de verificacion para confirmar que desea
realizar la conversién, y hacer clic en OK (Aceptar).

6. Modifique los demas valores de configuracién de replicacidon segun sea necesario.

7. Siconfirmd que desea convertir la réplica a un Live Volume, se abre la pagina Live Volume Options
(Opciones de Live Volume). Establezca los valores para el Live Volume.

8. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
9. Haga clic en Finish (Finalizar).

Enlaces relacionados
Storage Center para replicacion
Opciones de replicacion

Modificacion de una replicacion de RDM

Puede modificar la configuracion de una replicacion de almacén de datos existente.
Requisitos previos

Debe existir una replicacion de RDM.

Pasos
1. Seleccione la maquina virtual con el RDM que se esta replicando.

2. Seleccione Actions (Acciones) — Dell Storage Actions (Acciones de Dell Storage) — Replications/
Live Volume (Replicaciones/Live Volume) — Edit Settings/Convert (Editar configuracion/
Convertir).

Se inicia el asistente Modify Replication/Live Volume (Modificar replicacion/Live Volume).
3. Seleccione la replicacion que se va a modificar.
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4. Haga clic en Next (Siguiente).
Se abre la pagina Replication Options (Opciones de replicacion).
5. Para cambiar el tipo de replicacion, seleccione un tipo del menu desplegable.
NOTA: Si decide cambiar el tipo de replicacion de una replicacion a un Live Volume, se abre un

cuadro de didlogo de aviso. Debe seleccionar la casilla de verificacion para confirmar que desea
realizar la conversion, y hacer clic en OK (Aceptar).

6. Modifique los demas valores de configuracién de replicacidon segun sea necesario.

7. Siconfirmd que desea convertir la réplica a un Live Volume, se abre la pagina Live Volume Options
(Opciones de Live Volume). Establezca los valores para el Live Volume.

8. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
9. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de replicacion
Seleccionar replicaciones

Coémo quitar una replicacion de almacén de datos o RDM

El Dell Storage vSphere Web Client Plugin proporciona la capacidad para quitar replicaciones de almacén
de datos y RDM.

Como quitar una replicacion de almacén de datos

Quite una replicacion de almacén de datos después de que la replicacion deje de ser necesaria.
Requisitos previos

Debe existir una replicacion de almacén de datos.

Pasos
1. Seleccione el almacén de datos para el que desea quitar una replicacion.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replications/Live Volume (Replicaciones/Live Volume) — Remove (Quitar).

Se inicia el asistente Remove Replication/Live Volume (Quitar replicacion/Live Volume).
3. Seleccione las replicaciones que se quitaran.
4. Haga clic en Next (Siguiente).
Se abre la pagina Remove Options (Quitar opciones).
5. Especifique las opciones de retirada para las replicaciones.
6. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de eliminacion de replicacion

Coémo quitar una replicacion de RDM

Quite una replicacion de RDM después de que la replicacion deje de ser necesaria.
Requisitos previos

Debe existir una replicacion de RDM.
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Pasos
1. Seleccione la maquina virtual con el RDM desde el que desea quitar una replicacion.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replications/Live Volume (Replicaciones/Live Volume) — Remove (Quitar).

Se inicia el asistente Remove Replication/Live Volume (Quitar replicacion/Live Volume).
3. Seleccione las replicaciones que se quitaran.
4. Haga clic en Next (Siguiente).
Se abre la pagina Remove Options (Quitar opciones).
5. Especifique las opciones de retirada para las replicaciones.
6. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de eliminacion de replicacion
Seleccionar replicaciones

Operaciones de Live Volume

El Dell Storage vSphere Web Client Plugin le permite agregar, modificar y eliminar Live Volumes de los
almacenes de datos y los RDM También puede configurar la conmutacion por error automatica y
restaurar funciones.

Las siguientes secciones describen como crear y administrar Live Volumes:

e Agregar un Live Volume a un almacén de datos o RDM

* Modificar de una replicacion de almacén de datos Live Volume o RDM

¢ CoOmo quitar una replicacion de almacén de datos Live Volume o RDM

« Configure la conmutacién por error automatica de Live Volume y restaure

Agregar un Live Volume a un almacén de datos o RDM

El Dell Storage vSphere Web Client Plugin proporciona la capacidad para agregar Live Volumes a
almacenes de datos y RDM.

Como agregar un Live Volume a un almacén de datos

1. Seleccione un almacén de datos que replicar.

Seleccione Actions (Acciones) — Dell Storage Actions (Acciones de Dell Storage) — Replications/
Live Volume (Replicaciones/Live Volume) — Add (Agregar).

Se inicia el asistente Add Replication/Live Volume (Agregar replicacion/Live Volume).
3. Seleccione el Storage Center destino.
4. Haga clic en Next (Siguiente).
Se abre la pagina Replication Options (Opciones de replicacion).
5. Especifique uno de los siguientes tipos de replicacion:
e Live Volume, Asincrono
* Live Volume, Sincrono — Alta disponibilidad
¢ Live Volume, Sincrono — Alta consistencia
6. Especifique la configuracion de la replicacion y una ubicacion destino.
7. Haga clic en Next (Siguiente).
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Se abre la pagina Live Volume Settings (Configuracion de Live Volume).
8. (Opcional) Seleccione desde la lista desplegable de definiciones de QoS secundarias.

9. (Opcional) Anule la seleccion de la opcidn etiquetada Automatically Swap Primary Storage Center
(Cambiar automaticamente el Storage Center primario).

10. Si mantiene activada la casilla de verificacion Automatically Swap Primary Storage Center (Cambiar
automaticamente el Storage Center primario), haga clic en Advanced (Avanzado).

Se muestran las opciones avanzadas. Modifique los valores para las siguientes opciones:
+ Cantidad minima de datos escritos en secundario antes de cambio

e % min. de I/O en secundario antes de cambio

e Tiempo min. como principal antes del cambio

11. (Opcional) Si ha seleccionado Live Volume, Synchronous — High Availability (Live Volume, Sincrono
— Alta disponibilidad) como tipo de replicacion en el paso 5, seleccione Failover Automatically
(Conmutacion por error automatica) para configurar Live Volumes para conmutar por error
automaticamente cuando se interrumpa el servicio. De manera predeterminada, la opcion Restore
Automatically (Restaurar automaticamente) también se selecciona. Para obtener mas informacion,
consulte Configure la conmutacion por error automatica de Live Volume y restaure.

12. Especifique una ubicacion de destino para la asignacion secundaria de Live Volume.
13. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar) con un resumen de las selecciones que
haya realizado.

14. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de replicacion
Opciones de Live Volume
Storage Center para replicacion

Coémo agregar un Live Volume a un RDM

1. Seleccione la maquina virtual con el RDM que se replicara.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replications/Live Volume (Replicaciones/Live Volume) — Add (Agregar).

Se inicia el asistente Add Replications/Live Volume (Agregar replicaciones/Live Volume).
3. Seleccione el RDM que se replicara.
4. Haga clic en Next (Siguiente).
Se abre la pagina Storage Center.
5. Seleccione el Storage Center destino.
6. Haga clic en Next (Siguiente).
Se abre la pagina Replication Options (Opciones de replicacion).
7. Especifique uno de los siguientes tipos de replicacion:
¢ Live Volume, Asincrono
e Live Volume, Sincrono — Alta disponibilidad
¢ Live Volume, Sincrono — Alta consistencia
8. Especifique la configuracion de la replicacion y una ubicacion destino.
9. Haga clic en Next (Siguiente).
Se abre la pagina Live Volume Settings (Configuracion de Live Volume).
10. (Opcional) Seleccione desde la lista desplegable de definiciones de QoS secundarias.
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11. (Opcional) Anule la seleccion de la opcidn etiquetada Automatically Swap Primary Storage Center
(Cambiar automaticamente el Storage Center primario).

12. Si mantiene habilitada la casilla de verificacion Automatically Swap Primary Storage Center (Cambiar
automaticamente el Storage Center primario), haga clic en Advanced (Avanzado).

Se muestran las opciones avanzadas. Modifique los valores para las siguientes opciones:
+ Cantidad minima de datos escritos en secundario antes de cambio
e % min. de I/O en secundario antes de cambio
e Tiempo min. como principal antes del cambio
13. Especifique una ubicacion destino.
14. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
15. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccionar dispositivo sin procesar
Opciones de replicacion
Opciones de Live Volume
Storage Center para replicacion

Modificar de una replicacion de almacén de datos Live Volume o RDM

El vSphere Web Client Plugin proporciona la capacidad para modificar replicaciones de almacén de datos
Live Volume y RDM, incluyendo la capacidad para convertir el tipo de replicacion entre un Live Volume y
una replicacion.

Modificacion de un almacén de datos Live Volume
Puede modificar la configuracion de un almacén de datos Live Volume existente.
Requisitos previos

Debe existir un almacén de datos Live Volume.

Pasos
1. Seleccione el almacén de datos que se esta replicando.

2. Seleccione Actions (Acciones) — Dell Storage Actions (Acciones de Dell Storage) — Replications/
Live Volume (Replicaciones/Live Volume) — Edit Settings/Convert (Editar configuracion/
Convertir).

Se inicia el asistente Modify Replications/Live Volume (Modificar replicaciones/Live Volume).
3. Enla lista de replicaciones, seleccione una para modificarla.
4. Haga clic en Next (Siguiente).
Se abre la pagina Replication Options (Opciones de replicacion).
5. Para cambiar el tipo de replicacion, seleccione un tipo del menu desplegable.
NOTA: Si decide cambiar el tipo de replicacion de un Live Volume a una réplica, se abre un

cuadro de dialogo de aviso. Debe seleccionar la casilla de verificacion para confirmar que desea
realizar la conversion, y hacer clic en OK (Aceptar).

6. Modifique los demas valores de configuracién de replicacidon segun sea necesario.

7. Sidecidid no realizar la conversion de un Live Volume a una réplica, se abre la pagina Live Volumes
Settings (Configuracion de Live Volumes).

8. Haga clic en Next (Siguiente).
Se abre la pagina Live Volumes Options (Opciones de Live Volumes).
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9. (Opcional) Seleccione desde la lista desplegable de definiciones de QoS secundarias.

10. (Opcional) Anule la seleccidn de la opciodn etiquetada Automatically Swap Primary Storage Center
(Cambiar automaticamente el Storage Center primario).

11. Si mantiene habilitada la casilla de verificacion Automatically Swap Primary Storage Center (Cambiar
automaticamente el Storage Center primario), haga clic en Advanced (Avanzado).

Se muestran las opciones avanzadas. Modifique los valores para las siguientes opciones:
+ Cantidad minima de datos escritos en secundario antes de cambio

e % min. de I/O en secundario antes de cambio

e Tiempo min. como principal antes del cambio

12. (Opcional) Si ha activado la conmutacion por error automatica y la restauracion automatica, puede
desactivar ambas opciones o solo la restauracion automatica como se indica a continuacion:

+ Desmarque Failover Automatically (Conmutacién por error automatica), lo que también
desmarca Restore Automatically (Restaurar automaticamente).

e Desmarque Restore Automatically (Restaurar automaticamente), lo que desactiva
automaticamente Restore Automatically (Restaurar automaticamente) pero mantiene Failover
Automatically (Conmutacidn por error automatica).

13. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
14. Haga clic en Finish (Finalizar).

Enlaces relacionados
Storage Center para replicacion
Opciones de Live Volume
Opciones de replicacion

Modificar una replicacion de RDM de Live Volume

Puede modificar la configuracion de una replicacion de RDM de Live Volume existente.
Requisitos previos

Debe existir una replicacion de RDM de Live Volume.

Pasos
1. Seleccione la maquina virtual con el RDM que se esta replicando.

2. Seleccione Actions (Acciones) — Dell Storage Actions (Acciones de Dell Storage) — Replications/
Live Volume (Replicaciones/Live Volume) — Edit Settings/Convert (Editar configuracién/
Convertir).

Se inicia el asistente Modify Replication/Live Volume (Modificar replicaciéon/Live Volume).
3. Seleccione el Live Volume que se va a modificar.
4. Haga clic en Next (Siguiente).
Se abre la pagina Replication Options (Opciones de replicacion).
5. Para cambiar el tipo de replicacion, seleccione un tipo del menu desplegable.
NOTA: Si decide cambiar el tipo de replicacion de una replicacion a un Live Volume, se abre un

cuadro de didlogo de aviso. Debe seleccionar la casilla de verificacion para confirmar que desea
realizar la conversion, y hacer clic en OK (Aceptar).

6. Modifique los demas valores de configuracién de replicacidon segun sea necesario.

7. Haga clic en Next (Siguiente). Si decidié no realizar la conversién de un Live Volume a una
replicacion, se abre la pagina Live Volumes Settings (Configuracion de Live Volumes). Establezca los
valores para el Live Volume.
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8. (Opcional) Si ha activado la conmutacion por error automatica y la restauracion automatica, puede
desactivar ambas opciones o solo la restauracion automatica como se indica a continuacion:

* Desmarque Failover Automatically (Conmutacion por error automatica), lo que también
desmarca Restore Automatically (Restaurar automaticamente).

« Desmarque Restore Automatically (Restaurar automaticamente), lo que desactiva
automaticamente Restore Automatically (Restaurar automaticamente) pero mantiene Failover
Automatically (Conmutacién por error automatica).

9. Haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
10. Establezca los valores para el Live Volume.
11. Haga clic en Finish (Finalizar).

Enlaces relacionados
Seleccionar replicaciones
Opciones de replicacion
Opciones de Live Volume

Coémo quitar una replicacion de almacén de datos Live Volume o RDM

El vSphere Web Client Plugin proporciona la capacidad de quitar una replicacion de RDM y un almacén
de datos Live Volume.

Como quitar un almacén de datos Live Volume
Quite un almacén de datos Live Volume después de que la replicacion deje de ser necesaria.
Requisitos previos

Debe existir una replicacion de almacén de datos.

Pasos
1. Seleccione el almacén de datos para el que desea quitar una replicacion.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replications/Live Volume (Replicaciones/Live Volume) — Remove (Quitar).

Se inicia el asistente Remove Replication/Live Volume (Quitar replicacion/Live Volume).
3. Seleccione las replicaciones que se quitaran.
4. Haga clic en Next (Siguiente).
Se abre la pagina Remove Options (Quitar opciones).
5. Especifique las opciones de retirada para las replicaciones.
6. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de eliminacién de replicacion

Quitar una replicacion de RDM de Live Volume

Quite una replicacion de RDM de Live Volume después de que la replicacion deje de ser necesaria.
Requisitos previos

Debe existir una replicacion de RDM.
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Pasos
1. Seleccione la maquina virtual con el RDM desde el que desea quitar una replicacion.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replications/Live Volume (Replicaciones/Live Volume) — Remove (Quitar).

Se inicia el asistente Remove Replication/Live Volume (Quitar replicacion/Live Volume).
3. Seleccione las replicaciones que se quitaran.
4. Haga clic en Next (Siguiente).
Se abre la pagina Remove Options (Quitar opciones).
5. Especifique las opciones de retirada para las replicaciones.
6. Haga clic en Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).
7. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de eliminacion de replicacion
Seleccionar replicaciones

Configure la conmutacion por error automatica de Live Volume y restaure

Puede activar la conmutacion por error automatica y la restauracion automatica de Storage Center del
vSphere Web Client Plugin en los Live Volumes que cumplan determinados criterios. Cuando la
conmutacion por error automatica esta activada, el Live Volume secundario ascendera automaticamente
a principal en caso de error. Después de que el Live Volume principal vuelva a estar en linea, la
restauracion automatica, configurada de manera predeterminada, restaura la relacion de Live Volume.
Para mas informacion sobre la reparacion automatica y la restauracion automatica de Live Volume,
consulte la Enterprise Manager Administrator’s Guide (Guia del administrador de Enterprise Manager).

Activacion de la restauracion y la conmutacion por error automatica de Live Volume
Requisitos previos
» Configure un almacén de datos o un Live Volume RDM con los siguientes atributos:

- Sincronico

— Alta disponibilidad

— Protegido

% NOTA: Si no ha configurado un Live Volume para el almacén de datos, consulte Agregar un Live
Volume a un almacén de datos o RDM .

* Version de Storage Center 6.7 o posterior
+ Sistema operativo del servidor VMware

e Puerto 3033 activado para el trafico entrante

Pasos

1. Seleccione un almacén de datos o RDM del inventario para el que haya configurado la replicacion
sincronica de Live Volume con disponibilidad alta.

El asistente del vSphere Web Client Plugin carga informacion para el almacén de datos seleccionado.
2. Haga clic en la pestafia Monitor (Supervisar).
3. Seleccione Dell Storage en la barra de menus.
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10.

El almacén de datos y el volumen asociado se muestran en la tabla. Se muestra la pestafia
seleccionada mas recientemente para este almacén de datos, a no ser que se haya seleccionado la
pestafia General de manera predeterminada.

Haga clic en la pestafia Replications/Live Volume (Replicaciones/Live Volume).

El vSphere Web Client Plugin muestra los detalles de la replicacion configurada. En Details (Detalles),
el campo para Failover Automatically (Conmutacion por error automatica) indica No.

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replication/Live Volume (Replicacion/Live Volume) — Edit Settings/Convert (Editar
configuraciéon/Convertir).

Se inicia el asistente Modify Replication/Live Volume (Modificar replicacion/Live Volume).

Haga clic en Next (Siguiente).

Las opciones de replicacion se cargan y el asistente muestra una pantalla en la que se pueden
establecer las opciones de replicacion. Compruebe que el campo Replication Type (Tipo de
replicacion) indica Live Volume, Synchronous - High Availability (Live Volume, Sincrono — Alta
disponibilidad). Si no es asi, cambie el tipo de replicacion seleccionandolo desde el menu
desplegable o seleccione Cancel (Cancelar) y elija un almacén de datos diferente con el tipo de
replicacion adecuado.

Haga clic en Next (Siguiente).

El asistente muestra una pantalla en la que se pueden establecer opciones de Live Volume.

En Live Volume Settings (Configuracion de Live Volume), seleccione Failover Automatically
(Conmutacion por error automatica). De manera predeterminada, Restore Automatically (Restaurar
automaticamente) también estd seleccionada. Puede deseleccionar esta opcién cuando modifique

un almacén de datos de Live Volumen o una replicacion de RDM. Para obtener mas informacion,
consulte Modificar de una replicacion de almacén de datos Live Volume o RDM .

Haga clic en Next (Siguiente).

Failover Automatically (Conmutacion por error automatica) y, de manera opcional, Restore
Automatically (Restaurar automaticamente) deben indicar Yes (Si).

Haga clic en Finish (Finalizar) para aceptar la configuracion y salir del asistente.

Se vuelve a mostrar la pagina de resumen; ahora la tabla Details (Detalles) en la pestafia
Replications/Live Volumes (Replicaciones/Live Volumes) indica Yes (Si) en Failover Automatically
(Conmutacion por error automatica) y Repair Automatically (Reparar automaticamente).

[lustracion 14. Live Volume con conmutacion por error automatica activada muestra un Live Volume con

conmutacion por error automatica y reparacion automatica activadas.
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Ilustracion 14. Live Volume con conmutacion por error automatica activada
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Cémo trabajar con maquinas virtuales

El Dell Storage vSphere Web Client Plugin ofrece la capacidad para aprovisionar maquinas virtuales y
recuperar datos de maquinas virtuales de una Reproduccion (Reproduccion).

Las siguientes opciones estan disponibles para aprovisionar maquinas virtuales:

e Crear una maquina virtual
¢ Clonar una maquina virtual creando una copia reducida de una maquina virtual

Creacidon de maquinas virtuales

El vSphere Web Client Plugin le permite provisionar (crear) maquinas virtuales mediante Dell storage.

% NOTA: Cuando se inicia el asistente Provision Virtual Machine (Provisidon de maquinas virtuales)
desde una plantilla de VM y la plantilla se encuentra respaldada por un almacén de datos VMFS, la
opcion Clone VM (Clonar VM) se deshabilita y solo permanece habilitada la opcion Create VM
(Crear VM). Solo se admite la funcion Clonar para VM y plantillas respaldadas por almacenes de
datos NFS.

Implementar maquinas virtuales en un almacén de datos VMFS o NFS
existente

Use el asistente Provision Virtual Machines (Provisidon de maquinas virtuales) para crear una o varias
maquinas virtuales en un almacén de datos VMFS o NFS existente.

Requisitos previos

Esta opcion asume que ya ha creado una plantilla de maquina virtual desde la que implementar nuevas
maquinas virtuales. Para obtener informacion sobre la creacidn o actualizacion de una plantilla de
maquina virtual, consulte los temas de ayuda de vSphere sobre plantillas de maquina virtual.

Pasos

1. Seleccione un objeto que pueda ser el principal de una maquina virtual:
e Centro de datos
¢ Host
o Cluster

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Provision Virtual Machines (Provision de maquinas virtuales).

Se inicia el asistente Provision Virtual Machines (Provision de maquinas virtuales).

3. Seleccione Create Virtual Machine (Crear maquina virtual).
Si selecciond un centro de datos en el paso 1, se abre la pagina Host/Cluster (Host/Cluster). Si
selecciond un host o un cluster en el paso 1, se abre la pagina Template Selection (Seleccion de
plantilla).

4. Sifuera necesario, seleccione el host o cluster en el que se ejecutan las maquinas virtuales y haga
clic en Next (Siguiente).
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Se abre la pagina Template Selection (Seleccién de plantilla).
5. Seleccione una plantilla de maquina virtual y haga clic en Next (Siguiente).
Se abre la pagina Name and Location (Nombre y ubicacién).

6. Especifique un nombre base para las VM, el numero de VM que se crearan y una ubicacién de
inventario para las nuevas maquinas virtuales y haga clic en Next (Siguiente).

7. Sifuera necesario, especifique el bloque de recursos en el que se ejecutaran las maquinas virtuales y
haga clic en Next (Siguiente).

8. Seleccione Lookup for Existing Datastore (Buscar almacén de datos existente)y haga clic en Next
(Siguiente).
Se abre la pagina Datastore Lookup (Buscar almacén de datos).

9. Seleccione el almacén de datos en el que almacenar los archivos de maquinas virtuales y haga clic
en Next (Siguiente).

10. Personalice la configuracion de cada maquina virtual, haga clic en Update (Actualizar) y haga clic en
Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).

11. Haga clic en Finish (Finalizar).

Enlaces relacionados
Personalizacion
Busqueda de almacén de datos
Opciones de almacén de datos
Nombre y ubicacion
Seleccién de plantilla

Implementar maquinas virtuales en un almacén de datos VMFS nuevo

Use el asistente Create Virtual Machines (Crear maquinas virtuales) para implementar una o varias
maquinas virtuales en un nuevo almacén de datos.

Requisitos previos

Esta opcion asume que ya ha creado una plantilla de maquina virtual desde la que implementar nuevas

maquinas virtuales. Para obtener informacion sobre la creacidon o actualizacion de una plantilla de
maquina virtual, consulte los temas de ayuda de vSphere sobre plantillas de maquina virtual.

NOTA: Las opciones que aparecen en la implementacién de una maquina virtual cambian en
funcion de las preferencias de volumen del usuario de Enterprise Manager definidas en el vSphere
Web Client Plugin.
Pasos
1. Seleccione un objeto que pueda ser el principal de una maquina virtual:
¢ Centro de datos
¢ Host
e Cluster

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Provision Virtual Machines (Provision de maquinas virtuales).

Se inicia el asistente Provision Virtual Machines (Provision de maquinas virtuales) y se abre la pagina
Select Operation (Seleccionar operacion).

3. Seleccione Create Virtual Machine (Crear maquina virtual).
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10.

11.

Si selecciond un centro de datos en el paso 1, se abre la pagina Host/Cluster (Host/Cluster). Si
selecciond un host o un cluster en el paso 1, se abre la pagina Template Selection (Seleccion de
plantilla).

Si se abre la pagina Host/Cluster (Host/Cluster), seleccione el host o cluster en el que se ejecutaran
las maquinas virtuales y haga clic en Next (Siguiente).

Se abre la pagina Template Selection (Seleccién de plantilla).

Seleccione una plantilla de maquina virtual de la lista y haga clic en Next (Siguiente).

Se abre la pagina Name and Location (Nombre y ubicacién).

Especifiqgue un nombre base para las VM, el nimero de VM que se crearan y una ubicacion de
inventario para las nuevas maquinas virtuales y haga clic en Next (Siguiente).

Si fuera necesario, especifique el bloque de recursos en el que se ejecutaran las maquinas virtuales y
haga clic en Next (Siguiente).

Se abre la pagina Select Datastore Options (Seleccionar opciones de almacén de datos).
Seleccione Create VMFS Datastore (Crear almacén de datos NFS) y haga clic en Next (Siguiente).
Se abre la pagina Storage Center.

a. Seleccione el Storage Center para la creacion de volumen y haga clic en Next (Siguiente).
Se abre la pagina Create Storage Volume (Crear volumen de almacenamiento).

b. Escriba el nombre y tamafio del nuevo volumen, seleccione la carpeta de volumen y haga clic en
Next (Siguiente).

NOTA: Los siguientes pasos pueden cambiar dependiendo de la configuracion de las
preferencias de usuario del usuario de Storage Center en Enterprise Manager.

c. Sifuera necesario, seleccione el pagepool que se utilizara para crear el volumen.

d. Sifuera necesario, seleccione un Perfil de almacenamiento para el volumen y haga clic en Next
(Siguiente).

e. Sifuera necesario, seleccione un Perfil de Reproduccion (Reproduccion) para el volumen y haga
clic en Next (Siguiente).

f. Especifique la LUN para asignar el volumen y haga clic en Next (Siguiente).

g. Sifuera necesario, seleccione la version del sistema de archivos y haga clic en Next (Siguiente).
Si la version del sistema de archivos es VMFS-3, seleccione el tamafio de archivo maximo y
tamario de bloque para el sistema de archivos.

h. Haga clic en Next (Siguiente).

Se abre la pagina Datastore Properties (Propiedades de almacén de datos).

i. Compruebe el nombre y ubicacion de inventario del almacén de datos y haga clic en Next
(Siguiente).

Se abre la pagina Customization (Personalizacion).

(Opcional) Seleccione Create Replication/Live Volume (Crear replicacion/Live Volume) si desea

replicar los datos del volumen a un segundo Storage Center y permitir que ambos Storage Centers

procesen las solicitudes de E/S para el volumen. Para obtener mas informacion, consulte
Operaciones de Live Volume.

Personalice la configuracion de cada maquina virtual, haga clic en Update (Actualizar) y haga clic en
Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
Haga clic en Finish (Finalizar).

Enlaces relacionados

Personalizacion
Opciones de almacén de datos
Propiedades de almacén de datos
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Version del Sistema de archivos
Asignacion de LUN

Nombre y ubicacion

Seleccion de pagepool

Perfil de Replay

Storage Center
Perfil de almacenamiento

Seleccion de plantilla
Volumen

Crear maquinas virtuales en un almacén de datos NFS mediante una
exportacion de NFS existente

Use el asistente Provision Virtual Machines (Provision de maquinas virtuales) para crear (implementar) una
0 varias maquinas virtuales en un almacén de datos NFS utilizando una exportacion de NFS existente.

Requisitos previos
Esta opcion asume que ya ha creado una plantilla de maquina virtual desde la que implementar las

nuevas maquinas virtuales. Para obtener informacion sobre la creacidon o actualizacion de una plantilla de
maquina virtual, consulte los temas de ayuda de vSphere sobre plantillas de maquina virtual.

% NOTA: Las opciones que aparecen en la implementacion de una maquina virtual cambian en
funcion de las preferencias de volumen del usuario de Enterprise Manager definidas en el vSphere
Web Client Plugin.
Pasos
1. Seleccione un objeto que pueda ser el principal de una maquina virtual:
» Centro de datos
¢ Host
e Cluster

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Provision Virtual Machines (Provision de maquinas virtuales).

Se inicia el asistente Provision Virtual Machines (Provision de maquinas virtuales).
3. Seleccione Create Virtual Machine (Crear maquina virtual).

Si selecciond un centro de datos en el paso 1, se abre la pagina Host/Cluster (Host/Cluster). Si
selecciond un host o un cluster en el paso 1, se abre la pagina Template Selection (Seleccion de
plantilla).

4. Sise abre la pagina Host/Cluster (Host/Cluster), seleccione el host o cluster en el que se ejecutaran
las maquinas virtuales y haga clic en Next (Siguiente).

Se abre la pagina Template Selection (Seleccion de plantilla).
5. Seleccione una plantilla de maquina virtual de la lista y haga clic en Next (Siguiente).
Se abre la pagina Name and Location (Nombre y ubicacion).

6. Especifique un nombre base para las VM, el numero de VM que se crearan y una ubicacion de
inventario para las nuevas maquinas virtuales y haga clic en Next (Siguiente).

7. Sifuera necesario, especifique el bloque de recursos en el que se ejecutaran las maquinas virtuales y
haga clic en Next (Siguiente).

Se abre la pagina Select Datastore Options (Seleccionar opciones de almacén de datos).
8. Seleccione Create NFS Datastore (Crear almacén de datos NFS) y haga clic en Next (Siguiente).
Se abre la pagina Select FluidFS Cluster (Seleccionar cluster de FluidFS).
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9. Seleccione un cluster de FluidFS de la lista y haga clic en Next (Siguiente).
Se abre la pagina Select Action Type (Seleccionar tipo de accion).

10. Seleccione Map an Existing NFS Datastore (Asignar un almacén de datos NFS existente) y haga clic
en Next (Siguiente).

11. Seleccione una exportacion de NFS de la lista de exportaciones de NFS disponibles.

12. Introduzca un valor en el campo FluidFS VIP or DNS Name (VIP de FluidFS o nombre de DNS).

13. Haga clic en Next (Siguiente).
Se abre la pagina Customization (Personalizacion).

14. Personalice la configuracion de cada maquina virtual, haga clic en Update (Actualizar) y haga clic en
Next (Siguiente).
Aparece la pagina Ready to Complete (Listo para completar).

15. Haga clic en Finish (Finalizar).

Enlaces relacionados
Agregar un almacén de datos NFS utilizando una exportacion de NFS existente
Personalizacion
Opciones de almacén de datos
Propiedades de almacén de datos
Nombre y ubicacion
Exportaciones de NFS
Seleccidn de plantilla
Volumen

Crear maquinas virtuales creando una nueva exportacion de NFS

Use el asistente Provision Virtual Machines (Provision de maquinas virtuales) para implementar una o
varias maquinas virtuales en un almacén de datos NFS.

Requisitos previos

Esta opcidn asume que ya ha creado una plantilla de maquina virtual desde la que crear (implementar)
nuevas maaquinas virtuales. Para obtener informacion sobre la creacidn o actualizacion de una plantilla de
maquina virtual, consulte los temas de ayuda de vSphere sobre plantillas de maquinas virtuales.

ﬁ NOTA: Las opciones que aparecen en la implementacién de una maquina virtual cambian en
funcion de las preferencias de volumen del usuario de Enterprise Manager definidas en el vSphere
Web Client Plugin.
Pasos
1. Seleccione un objeto que pueda ser el principal de una maquina virtual:
e Centro de datos
¢ Host
o Cluster

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Provision Virtual Machines (Provision de maquinas virtuales).

Se inicia el asistente Provision Virtual Machines (Provision de maquinas virtuales).

3. Seleccione Create Virtual Machine (Crear maquina virtual).
Si selecciond un centro de datos en el paso 1, se abre la pagina Host/Cluster (Host/Cluster). Si
selecciond un host o un cluster en el paso 1, se abre la pagina Template Selection (Seleccion de
plantilla).

4. Sise abre la pagina Host/Cluster (Host/Cluster), seleccione el host o cluster en el que se ejecutaran
las maquinas virtuales y haga clic en Next (Siguiente).
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Se abre la pagina Template Selection (Seleccién de plantilla).
5. Seleccione una plantilla de maquina virtual de la lista y haga clic en Next (Siguiente).
Se abre la pagina Name and Location (Nombre y ubicacién).

6. Especifique un nombre base para las VM, el niumero de VM que se crearan y una ubicacién de
inventario para las nuevas maquinas virtuales y haga clic en Next (Siguiente).

7. Sifuera necesario, especifique el bloque de recursos en el que se ejecutaran las maquinas virtuales y
haga clic en Next (Siguiente).

Se abre la pagina Select Datastore Options (Seleccionar opciones de almacén de datos).
8. Seleccione Create NFS Datastore (Crear almacén de datos NFS) y haga clic en Next (Siguiente).
Se abre la pagina Datastore Properties (Propiedades de almacén de datos).

9. Escriba el nombre del nuevo almacén de datos, seleccione la carpeta de volumen en Inventory
Location (Ubicacion de inventario) y haga clic en Next (Siguiente).
Se abre la pagina NFS Export (Exportacion de NFS).

10. Seleccione Create a new volume (Crear un nuevo volumen) y haga clic en Next (Siguiente).

11. Introduzca un valor para el tamafio y seleccione la unidad de medicién. Haga clic en Create a New
NAS Volume Folder (Crear una nueva carpeta de volumen NAS) e introduzca un nombre en el
campo Volume Folder (Carpeta de volumen).

12. Escriba un valor en el campo FluidFS Cluster VIP or DNS Name (VIP del cluster de FluidFS o nombre
de DNS) y haga clic en Next (Siguiente).
Se abre la pagina Customization (Personalizacion).

13. Personalice la configuracion de cada maquina virtual, haga clic en Update (Actualizar) y haga clic en
Next (Siguiente).
Se abre la pagina Ready to Complete (Listo para completar).

14. Haga clic en Finish (Finalizar).

Enlaces relacionados
Agregar un almacén de datos NFS utilizando una exportacion de NFS existente
Personalizacion
Opciones de almacén de datos
Propiedades de almacén de datos
Nombre y ubicacion
Exportaciones de NFS
Seleccion de plantilla
Volumen

Clonar una maquina virtual

El asistente Provision Virtual Machine (Provision de maquinas virtuales) permite clonar una maquina
virtual para crear una copia reducida de la maquina virtual existente.

Requisitos previos

% NOTA: Esta opcidn solo se aplica a VM o plantillas de VM en un almacén de datos NFS.

La accion Clone Virtual Machine (Clonar maquina virtual) se admite desde una plantilla de maquina virtual
o desde una maquina virtual que se encuentre en estado Apagado.

Pasos
1. Seleccione un objeto que pueda ser el principal de una maquina virtual:
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10.

11.

12.

* Centro de datos
e Host
o Cluster

Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Provision Virtual Machines (Provisién de maquinas virtuales).

Se inicia el asistente Provision Virtual Machines (Provision de maquinas virtuales).
Seleccione Clone Virtual Machine (Clonar maquina virtual).

Si selecciond un centro de datos en el paso 1, se abre la pagina Host/Cluster (Host/Cluster). Si
selecciond un host o un cluster en el paso 1, se abre la pagina Template Selection (Seleccion de
plantilla).

Si se abre la pagina Host/Cluster (Host/Cluster), seleccione el host o cluster en el que se ejecutaran
las maquinas virtuales y haga clic en Next (Siguiente).

Se abre la pagina Template Selection (Seleccién de plantilla).
Elija una de las siguientes opciones:

» Select a Virtual Machine template (Seleccionar una plantilla de maquina virtual): seleccione una
plantilla de maquina virtual predefinida para clonar.

» Select Virtual Machine (Seleccionar maquina virtual): seleccione una maquina especifica para
clonar.

NOTA: Si selecciona una VM que se encuentra en estado de encendido o una VM que reside en
un almacén de datos VMFS, se mostrara un mensaje de error.

Haga clic en Next (Siguiente). Se abre la pagina Name and Location (Nombre y ubicacion).

Especifique un nombre base para las VM, el numero de VM que se crearan y una ubicacion de
inventario para las nuevas maquinas virtuales.

Si deseara encender una maquina virtual, seleccione la casilla de verificacion Power on virtual
machine after cloning (Encender maquina virtual después de clonacioén).

Si fuera necesario, especifique el bloque de recursos en el que se ejecutaran las maquinas virtuales y
haga clic en Next (Siguiente).

Se abre la pagina Customization (Personalizacion).
(Opcional) Seleccione Use Customization Spec (Usar especificaciones de personalizacion).

A continuacion, la pagina muestra una lista de especificaciones de personalizacion que se han
definido previamente. Seleccionelas de la lista y haga clic en Next (Siguiente). Se abre la pagina Host/
Cluster (Destination) (Host/Cluster [Destinol).

NOTA: Use el Administrador de especificaciones de personalizacion en vSphere para crear y
administrar especificaciones de personalizacion.

Seleccione el host o cluster de destino en el que se implementara el clon de la maquina virtual y
haga clic en Next (Siguiente).

Se abre la pagina Datastore (Almacén de datos).

Seleccione el almacén de datos para almacenar los archivos de maquinas virtuales y haga clic en
Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).

Haga clic en Finish (Finalizar).

Enlaces relacionados

Host/Cluster

Nombre y ubicacion

Seleccion de almacén de datos para clonar maquina virtual
Seleccidn de plantilla - Clonar VM
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Personalizacion para clonar VM

Recuperacion de una maquina virtual desde una
Reproduccion (Reproduccion)

El vSphere Web Client Plugin le permite recuperar datos de la maquina virtual desde una Reproduccion
(Reproduccion) de un almacén de datos VMFS.

Recuperacién de datos de maquina virtual desde una Reproduccién
(Reproduccién)

Use el asistente Reproduccion (Recuperacion de reproduccion de Storage Center) para recuperar datos
de la maquina virtual de una reproduccion de un almacén de datos VMFS.

Requisitos previos

Esta opcidon asume que existe al menos una Reproduccion (Reproduccion) de la maquina virtual.

Pasos
1. Seleccione una maquina virtual.

2. Seleccione Actions (Acciones) — All Dell Storage Actions (Todas las acciones de Dell Storage) —
Replay Actions (Acciones de reproduccion) — Recover VM Data from Replay (Recuperar datos de
VM de reproduccion).

Se inicia el asistente Storage Center Replay Recovery (Recuperacion de Replay de Storage Center).

3. Seleccione una o mas Reproducciones (Reproducciones) desde las que desea recuperar datos y
haga clic en Next (Siguiente).

Se abre la pagina VM Selection (Seleccion de VM).

4. Seleccione la maquina virtual que se utiliza para acceder a los datos de Reproduccion
(Reproduccién) y haga clic en Next (Siguiente).

Se abre la pagina Ready to Complete (Listo para completar).
5. Haga clic en Finish (Finalizar).

Enlaces relacionados
Opciones de eliminacion de replicacion
Seleccion de VM
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Visualizacion de informacion de Dell
Storage

El Dell Storage vSphere Web Client Plugin le permite mostrar informacion sobre Dell Storage incluyendo
HBA para la conectividad del Storage Center, informacion de almacén de datos y graficos de
rendimiento.

Visualizacion de la configuracion de Dell para un host

Use la pestafia Dell Settings (Configuracion de Dell) para mostrar informacion sobre las conexiones Fibre
Channel e iSCSI entre el host ESXi y el Storage Center. Se puede acceder a la pagina Dell Storage
Settings (Configuracion de Dell Storage) desde la pestafia Manage (Administrar) de un host ESXi.

[J) ESXhost1 Actions = =

Gefting Started  Summary  Monitor | Manage | Related Objects

Seftings | Metworking | Storage | Alarm Definitions | Tags | Permissions | Dell Storage Settings

~ W umnbaz (FC) | Adapter Details
£ st Center 476 (476) | =
i Storage Center | Model: 5051 Software Adapter
= Storage Center Ba216 (64 | yyywn: ian.1998-01 com vrmware esx-m380-4e3da3be

i Storage Center 63027 (691 | Device: winhhal4

£ Storage Center 53103 (5o | 1YPE: 15Cs1
L i Alias: Mo Alias
il FC)
B hasles Status: onling
iz Storage Center 476 (476)
) Storage Center 64216 (64
i Storage Center B3027 (691 L
i Storage Center 63103 (89 | Storage Details @ Configure
~ B wnihbads GSCS) | storage Center: Storage Center 476
? Storage Center SN: 476
B Storage Center 64216 (64; | Storage Server: Mo Server
£ Storage Center 63027 (891 | S10US: Chngukis
Connectivity: Up

B storage Center 53103 (59°

| Comnectivity Legend
|

i ¥ Connected FC ¥ Connected iSCSI i Connected Storage Center _“ Storage Center Ready to Configure
| M Cisconnected FC J® Disconnected ISCSI &3 Parlially Connected Storage Center
|

Mot Connected Storage Center

Ilustracion 15. Configuracion de Dell Storage para un host

El panel izquierdo muestra adaptadores de bus de host (HBA) de Fibre Channel e iSCSI en el host ESXiy
conexiones de Storage Center. Los iconos de Storage Center indican si el Storage Center esta
conectado, parcialmente conectado, no conectado o preparado para ser configurado.
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Leyenda de conectividad

(Disconnected FC)

lcono Etiqueta Descripcion

] FC conectado Existe una conexion Fibre Channel entre el HBA y Storage
’ Center.

.‘ FC desconectado No existe una conexion Fibre Channel entre el HBA 'y

Storage Center.

®

Connected iSCSI (iSCSI
conectado)

Existe una conexion iSCSI entre el HBA y Storage Center.

2

Disconnected iSCSI (iSCSI
desconectado)

No existe una conexion iSCSI entre el HBA y Storage
Center.

Connected Storage Center
(Storage Center
conectado)

El Storage Center esta conectado al host ESXi.

Partially Connected
Storage Center (Storage
center parcialmente
conectado)

El Storage Center esta parcialmente conectado al host
ESXi.

)
=

Not Connected Storage
Center (Storage center no
conectado)

El Storage Center no estad conectado al host ESXi.

Storage Center Ready to
Configure (Storage Center
preparado para configurar)

El Storage Center esta preparado para ser configurado
para conectarse al host ESXi.

Seleccione una conexion de Storage Center para mostrar informacion de configuracion para el HBA'y

Storage Center.

Configuracién de conexiones de Storage Center

Para configurar una conexion entre un HBA y un Storage Center:

1. Seleccione una conexion de Storage Center que no esté configurada y se mostrara el icono Storage
Center Ready to Configure (Storage Center preparado para configurarse).

2. Haga clic en Configure (Configurar).

La operacion de configuracion realiza las siguientes tareas para una conexion de Fibre Channel:

Crea una definicion de servidor en el Storage Center si no existe ninguna
Crea las definiciones de HBA correspondientes asociadas con este servidor

NOTA: Si el host esta en un cluster que no existe en el Storage Center, se crea la definicion
de cluster en el Storage Center.

La operacion de configuracion realiza las siguientes tareas para una conexion iSCSI:

66

Si fuera necesario, activa el iniciador de software iSCSI en el lado del host ESXi
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o Establece las reglas del servidor de seguridad del host ESXi para activar conexiones iSCSI

« Configura los iniciadores de software iSCSI con destinos IP de Storage Center (IQN) (los destinos
se agregan a una lista de destinos estaticos iSCSI en el host ESXi)

* Crea una definicion de servidor en el Storage Center si no existe ninguna y crea una definicion de
HBA correspondiente asociada con ese servidor

NOTA: Si el host esta en un cluster que no existe en el Storage Center, se crea la definicion
de cluster en el Storage Center.

Detalles de adaptador

Etiqueta Descripcion

Modelo Nombre de modelo de adaptador

WWN World Wide Name (WWN) para Fibre Channel y el Nombre cualificado
de iSCSI (IQN) para iSCSI

Dispositivo Nombre del adaptador

Tipo Tipo de adaptador de almacenamiento (FC o iSCSI)

Nombre de nodo

Nombre de nodo de Fibre Channel

Alias

Nombre de alias de iSCSI

Estado

Estado del adaptador

Detalles de almacenamiento

Etiqueta

Descripcion

Storage Center

Nombre del Storage Center

NS del Storage Center

Numero de serie del Storage Center

Servidor de almacenamiento

Servidor al que se conecta el dispositivo

Estado

Estado de configuracion del Storage Center (configurado, configurable,
no visible)

Conectividad

Estado de la conexidn del Storage Center (activa, no activa o no
conectada)

Uso de Vistas de Dell

Use las vistas de Dell Storage para mostrar informacion sobre un almacén de datos Dell o RDM. Se puede
acceder a la pagina Dell Views (Vistas de Dell) desde la pestafia Monitor (Supervisar) de un host, cluster,
almaceén de datos, cluster de almacen de datos, maquina virtual o centro de datos.

Pestaiia general

La pestafia General muestra informacion general sobre el volumen Dell seleccionado.
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Informacidn de la pestafia General de Storage Center

llustracion 16. Informacion de la pestafia General para un Storage Center muestra un ejemplo de la

informacion en la pestafia General para un Storage Center.

| qvsp-dev | Actions =

Issues | Performance | Tasks | Events | Storage Reports
Datastore name Volume hame

Testingl.1 Testing!.1Vol

ABCVMFS ABCVYMFS

Checkinglssuel Checkinglzsuel Change1Vo

CKTestdddDatastoreNFS  CkTestaddDatastoreNFSvo

Gefting Started  Surmmary | Monitor | Manage Related Objects

General  Usage Stalistics  CeonnectivityInfo  Volume Replays  Replications f Live Volumes

Name: ABCVMFS

Serial Mum ber naaG000d31000fd92000000000000000042

Storage Center SN 64914 [Storage Center VM Apps (64914_64915]]

Dell SN. 0000fd92-00000042

Dell Index 64

Size 16G8

Disk Folder DataStore

Folder: Assigned

Storage Type: Assigned - Redundant - 2 MB

Status Up

Replay Profiles Daily

Storage Profiles Recommended

Writa Cache Enabled: Yes Write Cache Status Down
Read Cache Enabled: Yes Read Cache Status Up
Date Created 01/19/2015 01:52:58 PM Crealed By Admin
Date Updated: 01/29/2015 120107 AM Updated By Admin
Notes Created by vSphere plugin by user 1D: roat

-
Dell Storage

Type Size

NFS 1.1 GB a
MFS-5 168 SN 64914 [Storage Centar'h”
NF§ 1.2GB FluidFS-BXHRF 22

NFS 168 FIuiGFS-EXHEF 22

llustracion 16. Informacion de la pestafia General para un Storage Center

Tabla 1. Informacion de la pestafia General describe la informacion de la pestafia General.

Tabla 1. Informacion de la pestaia General

Etiqueta

Descripcion

Name (Nombre)

Nombre del volumen

Serial Number (NUmero de
serie)

Numero de serie del volumen

Storage Center

Storage Center en el que reside el volumen

Dell SN (Numero de serie
Dell)

Numero de serie Dell del volumen

Dell Index (indice Dell)

indice de objeto del volumen

Size (Tamafio)

Tamano del volumen

Disk Folder (Carpeta de disco)

Ubicacion de la carpeta de disco de Storage Center

Folder (Carpeta)

Ubicacion de carpeta del volumen

Storage Type (Tipo de
almacenamiento)

Tipo de almacenamiento del volumen
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Etiqueta

Descripcion

Status (Estado)

Estado actual del volumen, ademas de la controladora en la que se
encuentra activo el volumen

Replay Profiles (Perfiles de
Replay)

Perfiles de Reproduccion aplicados al volumen

Storage Profiles (Perfiles de
almacenamiento)

Perfiles de almacenamiento para el volumen

Write Cache Enabled (Caché
de escritura habilitada)

Indica si la caché de escritura esta habilitada para el volumen

Read Cache Enabled (Caché
de lectura habilitada)

Indica si la caché de lectura estd habilitada para el volumen

Read Cache (Caché de
lectura)

Indica si Read Cache (Caché de lectura) esta activado o no (Yes/No)

Date Created (Fecha creada)

Fechay hora en las que se creo el volumen

Created By (Creado por)

Usuario que cred el volumen

Date Updated (Fecha
actualizada)

Fecha en la que se actualizo por ultima vez el volumen

Updated By (Actualizado por)

Usuario que actualizd por ultima vez el volumen

Notes (Notas)

Notas descriptivas del volumen

Informacién de la pestaiia General de FluidFS

llustracion 17. Informacion de la pestafia General para un cluster FluidFS muestra un ejemplo de

informacion de la pestafia General de un cluster FluidFS.
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Ilustracion 17. Informacion de la pestafia General para un cluster FluidFS

Tabla 2. Informacion de la pestafia General para un cluster FluidFS describe la informacion de la pestafia
General para un cluster FluidFS.

Tabla 2. Informacién de la pestaiia General para un cluster FluidFS

Etiqueta Descripcion

FluidFS Cluster Name (Nombre de Nombre del cluster
cluster de FluidFS)

FluidFS Cluters IP Address (Direccion IP | Direccion IP del cluster
de clusteres de FluidFS)

Storage Center Servers (Servidores Informacion sobre cualquier Storage Center conectado
Storage Center)

Pestarna Estadisticas de uso

La pestafia Usage Statistics (Estadisticas de uso) muestra informacion de uso sobre el volumen Dell
seleccionado.

Informacién de estadisticas del Storage Center

llustracion 18. Informacion de estadisticas del Storage Center muestra un ejemplo de las estadisticas de
uso de un Storage Center.
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3 multivolD$S01 ~ Actions ~

Gefling Started  Summary | Monitor | Manage Related Objects

Issues | Performance | Tasks | Events Storage Reports | Dell Storage |

Dell Volume
muliiVelDS01

multiVolDS02

General | Usage Statistics | Connectivity Info

LUN

3
4

Sterage Center
SN 64293 [Racks 5C-3 64293]
SN 64293 [RackB SC-3 64293]

Volume Replays  Replication / Live Volume

Total volume space consumed: 312 MB
Total disk space consumed: 392MB

Savings vs. basic RAID 10 storage: 232 MB
Data Instant Replay overhead: 28 MB

[[Wolume Space - Active | [ Disk Space - Active

| I Volume Space - Replay ] | Disk Space - Replay |

Tier 1 Storage
RAID 10 - FastTrack
[] 400mB
[ sooums
RAID & - Standard
[] 10.00 MB
] 1250 mB
Tier 3 Storage
RAID 5 - Standard

| 2a8.00 MB

| 37250 MB

Ilustracion 18. Informacién de estadisticas del Storage Center

Tabla 3. Estadisticas de uso de

un Storage Center describe las estadisticas de uso de un Storage Center.

Tabla 3. Estadisticas de uso de un Storage Center

Etiqueta

Descripcion

Total volume space
consumed (Espacio de
volumen total consumido)

Espacio total usado en el volumen

Savings vs. basic RAID 10
storage (Ahorro contra
almacenamiento RAID 10
basico)

Estimacion del espacio de almacenamiento ahorrado utilizando Dell
Dynamic Block Architecture comparado con almacenamiento RAID
basico

Total disk space consumed
(Espacio de disco total
consumido)

Espacio total de disco consumido por el volumen

Data Instant Reproduccion
overhead (Data Instant Replay
overhead)

Espacio total consumido por Reproducciones (Reproducciones) de
volumen

Tier 1 Storage
(Almacenamiento de nivel 1)

Espacio de volumen activo, espacio de disco activo y espacio de
Reproduccion (Reproduccion) para el volumen en Nivel 1

Tier 2 Storage
(Almacenamiento de nivel 2)

Espacio de volumen activo, espacio de disco activo y espacio de
Reproduccion (Reproduccion) para el volumen en Nivel 2
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Etiqueta Descripcion

Tier 3 Storage Espacio de volumen activo, espacio de disco activo y espacio de
(Almacenamiento de nivel 3) | Reproduccion (Reproduccion) para el volumen en Nivel 3

Informacién de estadisticas de FluidFS

llustracion 19. Estadisticas de uso de un cluster FluidFS muestra un ejemplo de las estadisticas de uso de
un cluster FluidFS.

[ CreateNFSDS Actions

Gefting Starfed  Summary = Monitor | Manage Related Objects

Issues | Performance | Tasks | Events | Storage Reports | Dell Storage

Datastore nams Voluma nama Type Size Storage System(SANMNAS)

CrealeNFSDS CrealeNFSDSVo NFS 1GB FluldFS-6XHEF 22

General | Usage Statistics | Connectivity Infa

NAS Volume Name: CreateNFSDSVol Size: 1GB
Unused (Reserved) Space: 0 MB Unused {Unreserved) Space: 1017.3 MB
Snapshot Space: 0MB Overcommitted Space: 0 MB
Volume Folder: TestNFSDatastored

Used Vs Unused Space

Used Space: 67 MB

Unused Space: 10173 ME b

B used space

Unuzed Space

Ilustracion 19. Estadisticas de uso de un cluster FluidFS

Tabla 4. Informacion de estadisticas de uso de FluidFS describe la informacion sobre las estadisticas de
uso de FluidFS.

Tabla 4. Informacion de estadisticas de uso de FluidFS

Etiqueta Descripcion

NAS Volume Name (Nombre del Nombre del volumen
volumen NAS)

Size (Tamafio) Tamario del volumen

Unused (Reserved) Space (Espacio | Una parte de un volumen NAS con aprovisionamiento reducido
sin utilizar [reservadol) que se dedica al volumen NAS (ningun otro volumen puede
ocupar el espacio). El administrador de almacenamiento especifica
la cantidad de espacio reservado. El espacio reservado se utiliza
antes que el espacio no reservado.

Unused (Unreserved) Space Espacio asignado para el bloque NAS que no se ha usado
(Espacio sin utilizar [sin reservar])
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Etiqueta Descripcion

Snapshot Space (Espacio de Espacio de almacenamiento ocupado por instantaneas de un
instantaneas) volumen NAS

Overcommited Space (Espacio con | Una parte de un volumen NAS con aprovisionamiento reducido
demasiadas confirmaciones) que no esta disponible y que no esta utilizando el volumen NAS. La
cantidad de espacio sobrecargado para un volumen NAS es:
(tamafio de volumen NAS) — (espacio disponible de volumen NAS)
— (espacio usado por volumen NAS)

Con aprovisionamiento reducido, el espacio de almacenamiento
se consume solo cuando los datos estan fisicamente escritos en el
volumen NAS, no cuando el volumen NAS se asigna inicialmente.
Eso significa que se puede asignar mas espacio de
almacenamiento a los volumenes NAS del que se ha asignado al
blogue NAS en si.

Volume Folder (Carpeta del Nombre de la carpeta de volumen NAS

volumen)

Used Vs Unused Space (Espacio Graficos de barras que muestran la comparacion del espacio
utilizado y sin utilizar) usado y el espacio sin usar

Pestaina Informacion de conectividad

La pestafia Connectivity Info (Informacion de conectividad) muestra informacion de conectividad sobre
el volumen Dell seleccionado.

llustracion 20. Informacion de conectividad de un Storage Center muestra la informacion de
conectividad de un Storage Center.
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[ 11vMFSDatastoreFromCreateVM  Actions -

Gefting Started  Summary | Monitor | Manage Related Objects

kssues | Performance | Tasks | Events | Sterage Reports | Dell Slorage
=0 Storage System(SANNAS)

Datastors nama Volume name Type Siz

T1VMFSD romCre 11VMFSD romCre VMFS-5 45 GB SN 64914 [Storage Center

General Usage Statistics | Connectivity Info | Yolume Replays  Replications / Live Volumes

Sereer Por Storage Fort LUN Type Status

Ajith_Senver {ign.1998-01.c 5000031000FD9228 17 ISCEl Up

Ilustracion 20. Informacién de conectividad de un Storage Center

Tabla 5. Informacion de la pestafia Connectivity Info (Informacién de conectividad) describe la
informacion de la pestafia Connectivity (Conectividad).

Tabla 5. Informacion de la pestafia Connectivity Info (Informacion de conectividad)

Etiqueta Descripcion

Server Port (Puerto de Nombre y puerto de servidor

servidor)

Storage Port (Puerto de Puerto de almacenamiento en el Storage Center

almacenamiento)

LUN Asignacion de LUN
Type (Tipo) Protocolo (Fibre Channel o iSCSI)
Status (Estado) Estado de la ruta de acceso

llustracion 21. Informacion de conectividad de un cluster FluidFS muestra un ejemplo de la informacion
de conectividad de un cluster FluidFS.
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llustracion 21. Informacion de conectividad de un cluster FluidFS

Tabla 6. Informacion de conectividad de un cluster FluidFS describe la informaciéon de conectividad de un

cluster FluidFsS.

Tabla 6. Informacion de conectividad de un cluster FluidFS

Etiqueta

Descripcion

Host

Direccion IP del host

Folder (Carpeta)

Ubicacion de carpeta de los almacenes de datos NFS

Status (Estado)

Estado del host (conectado, fuera de linea)

Virtual IP Address (Direccion IP
virtual)

Direccion IP de IP virtual

Pestaina Volume Reproducciones (Reproducciones de volumen)

La pestafia Volume Replays (Reproducciones de volumen) muestra informacion sobre las
Reproducciones (Reproducciones) para el volumen Dell seleccionado.

llustracion 22. Pestafia Volume Replays (Reproducciones de volumen) muestra un ejemplo de la

informacion de la pestafia Volume Replays (Reproducciones de volumen).
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Ed multivolDS01 | Actions =

"

Getffing Stated  Summary | Monitor | Manage Related Objects

| Issues | Performance | Tasks | Events | Storage Reporis | Dell Storage |

multivelDS01 3 SN 64293 [Rackd SC-3 64293]
multivelDS02 4 SN 64293 [Racks SC-3 64283]

s
o
o

n
(%]
m

General Usage Statistics Connectivity info | Volume Replays | Replication/Live Volume

Active 4MB

Wed Oct 15 20:01:08 GMT-D4( Wed Oct 22 20:01:08 GMT-04( 4 MB Daily at 12:01 AM
Tue Oct 14 20:01:08 GMT-040 Tue Oct 21 20:01:08 GMT-040 4 MB Daily at 12:01 AM
Mon Oct 13 20:01:08 GMT-04C Mon Oct 20 20:01:08 GMT-04( 4 MB Daily at 12:01 AM
Sun Oct 12 20:01:08 GMT-040 Sun Oct 19 20:01:08 GMT-040 4 KB Daily at 12:01 AM
Sat Oct 11 20:01:08 GMT-040( Sat Oct 18 20:01:08 GMT-040( 4 MB Daily at 12:01 AM
Fri Oct 10 20:01:07 GMT-0400 Fri Oct 17 20:01:07 GMT-0400 4 MB Daily at 12:01 AM
Thu Oct 9 20:01:08 GMT-0400 Thu Oct 16 20:01:08 GMT-040. 284 MB Daily at 12:01 AM

llustracion 22. Pestaiia Volume Replays (Reproducciones de volumen)

Tabla 7. Informacidn de la pestafia Volume Replays (Reproducciones de volumen) describe la
informacion de la pestafia Volume Replays (Reproducciones de volumen).

Tabla 7. Informacion de la pestafia Volume Replays (Reproducciones de volumen)

Etiqueta Descripcion

Freeze Time (Hora de Hora en la que se tomo la Reproduccion (Reproduccion)
congelacion)

Expire Time (Plazo de Hora en la que caduca automaticamente la Reproduccion
caducidad) (Reproduccion)

Replay Size (Tamafio del Espacio total consumido por la Reproduccion (Reproduccion)
Replay)

Description (Descripcion) Nombre del Perfil de Reproduccién (Reproduccion) que cred

automaticamente la Reproduccion (Reproduccién) para una
descripcién de la Reproduccién (Reproduccion)

Pestaia Replicaciones/Live Volume

La pestafia Replications/Live Volume (Replicaciones/Live Volume) muestra informacion sobre las
replicaciones para el volumen Dell seleccionado.

llustracion 23. Pestafia Replicaciones/Live Volume muestra un ejemplo de la informacion de la pestafia
Replications/Live Volume (Replicaciones/Live Volume).
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Gelting Started  Summary | Monitor | Manage  Related Objects

;IGS\JGS Performance | Tasks | Events | Storage Reporis | Dell Storage

Dell Volume
multivolDS01
mullivolDs02

4GB 3

GB 4

w

Storage Center

SN 64203 [Racki BC-3 64203
SN 64293 [Rack 5C-3 64293)

General  Uszage Stalistics  Conneclvily info  Volume Replays | Replications / Live Volumes

Replication Type State Destination Storage Canter Synee Remaining
w2 Replication, Asynchronous Up Rack8 SC-2 64506 100% omB
& Replication, Asynchronous Up RackB 8C-2 64506 100% omB
Details
S Bestination Replicate Active Replay  Yes
Deduplicate No
Storage Canter SN 64293 [RackB SC-3 64293] RackB 5C-2 64508 Replicate io Lawest Tier Yes
doluma mulivelDS01 Repl of mulivolD301 QoS Definition SC3_00SNODE (1 Ghps)
Walume Size 4GB 4GB
Replays
Raplays at Sowrce Velume Sae Replays at Destination Volume slae
Active 4mB Active 4HB
Wed Oct 29 00101.08 GMT-0400 2014 4 WB Wed Oct 29 00:01:08 GMT-0400 2014 4 MB
Tue Oct 28 00:01:08 GMT-0400 2014 4 MB Tue Ocl 28 00:01:08 GMT-0400 2014 sMBE
Mon Oct 27 18:38:23 GMT-0400 2014 4 MB Mon Oct 27 18,3823 GMT-0400 2014 ame
Maon Oct 27 18:33:16 GMT-0400 2014 4MB Won Oct 27 1833116 GMT-0400 2014 4 MB
Maon Oct 27 00:01:08 GMT-0D400 2014 ime Mon Oct 27 00:01:08 GMT-0400 2014 4B
Sun Oct 26 00:01:08 GMT-D400 2014 4MB Sun Oct 26 00:01,08 GMT-0400 2014 amp
Sal 0ct 25 00:01.08 GMT-0400 2014 4ame Sat 0ct 25 0000108 GMT-0400 2014 4 MB
Fri ©ct 24 00:01:08 GWT-0400 2014 4MB Fri Cct 24 D0:01.08 GMT-0400 2014 4 HB
Thu Oct 23 00:01:08 GMT-0400 2014 /A Me Thu Oct 23 00:01°08 GMT-0400 2014 284 MB

llustracion 23. Pestaria Replicaciones/Live Volume

Tabla 8. Informacién sobre la pestaiia Replications/Live Volume (Replicaciones/Live Volume) describe la

informacion de la pestafia Replications/Live Volume (Replicaciones/Live Volume).

Tabla 8. Informacién sobre la pestafia Replications/Live Volume (Replicaciones/Live Volume)

Etiqueta

Descripcion

Tipo de replicacion

Nombre de la replicacion

Estado

Estado actual de la replicacion

Storage Center de destino

Storage Center de destino para la replicacion

Sincronizado

Porcentaje de datos actualmente en sincronizacion

Restante

Cantidad de datos que aun no estan sincronizados

Para cada replicacion:

Storage Center de origen

Storage Center de origen para la replicacion

Storage Center de destino

Storage Center de destino para la replicacion

Volumen de origen

Nombre del volumen en el Storage Center de origen.

Volumen de destino

Nombre del volumen en el Storage Center de destino
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Etiqueta Descripcion

Tamario de volumen de Capacidad del volumen en el Storage Center de origen.

origen

Tamario de volumen de Capacidad del volumen en el Storage Center de destino.

destino

Replicate Active Indica si esta habilitada la opcion Replicate Active Replay (Replicar
Reproduccion Replay activo)

Desduplicar Indica si esta habilitada la opcion Deduplication (Desduplicacion)
Replicar en el nivel mas bajo | Preferencia (Si o No) para replicar en nivel mas bajo

Definicion de QoS Nombre de la definicion de QoS para la replicacion

Visualizacion de graficos de Dell

Use Dell Charts (Graficos de Dell) para mostrar informacion del rendimiento del Storage Center para un
host ESXi. Se puede acceder a la vista Dell Charts (Graficos de Dell) desde la pagina Performance
(Rendimiento) en la pestafia Monitor (Supervisar) de un host, cluster, almacén de datos, cluster de
almaceén de datos, maquina virtual o centro de datos.

llustracion 24. Ejemplo de los graficos de KB/s y ES/s de un Storage Center muestra los graficos de KB/s 'y
ES/s de un Storage Center.
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3 MUEMVOILSUT | ACTIONS

Gefting Statted  Summary | Monitor | Manage Related Objects

Issues Perl‘brm;n'éé_i Tasks | Events | Storage Reponts | Dell Storage |

" Parent Name
Overview Racks 5C-3 64293 multivolDS0H
Racks 5C-3 64293 multivelDE02

KB/sec Chant
50

40

20

Type
Datastore
Datastore

0
10/1/2014 18:26 10042014 21:26  10/8/2014 2:26

10/sec Chart
1

08

08

0.4

0z

o

B ReadkBisec | TotalkBisec ] virite KBiseo

10112014 T:28 100142014 12:28

10/1/2014 18:28  10/4/2014 21:28 10/8/2014 2:28

B Readiosec [ Toatiorsec ] write 10/sec

10/11/2014 T:28  10/14/2014 12228

llustracion 24. Ejemplo de los graficos de KB/s y ES/s de un Storage Center

llustracion 25. Ejemplo de un gréfico de latencia de un Storage Center muestra el ejemplo de un grafico

de latencia de un Storage Center.
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[ vsp-dev  Actions ~ E 4

Gefting Started  Sumnmary | Monitor | Manage Relaled Objects
Issues [Performance | Tasks | Events | Storage Reporis | Dell Storage

“ Parent Name Type

Overdiews Storage Center VM Apps (64914_64! Ajith_Server Semver
Advanced Storage Centar VM Apps (64314_B4! wnapps-esx0d Servar
Dell Storage Charts

Latency (ms) Chart

a

ii_ ad | LY
L0 A

142015 2155 WIT2015 525 V120151255 VIVIOIS 2025 V242015 3:55 V22015 1125 12e2015 1885

B read Latency wirite Latency ] Transter Latency

llustracion 25. Ejemplo de un grafico de latencia de un Storage Center

Para cada Storage Center conectado al host ESXi, el encabezado incluye la informacion que se describe
en Tabla 9. Informacion de encabezado de un Storage Center.

Tabla 9. Informacion de encabezado de un Storage Center

Etiqueta Descripcion
Principal Nombre del Storage Center
Nombre Nombre del objeto VMware
Tipo Tipo de objeto
Graficos

Tabla 10. Graficos que muestran informacion de rendimiento de Storage Center describe el tipo de datos
de rendimiento de Storage Center que se muestran en los graficos.

Tabla 10. Graficos que muestran informacién de rendimiento de Storage Center

Etiqueta Descripcion

Gréfico de KB/s Read KB/sec (KB/s de lectura): velocidad de transferencia de
operaciones de lectura en kilobytes por sequndo

Total KB/sec (KB/s totales): velocidad de transferencia combinada de
operaciones de lectura y escritura en kilobytes por sequndo

Write KB/sec (KB/s de escritura): velocidad de transferencia de
operaciones de escritura en kilobytes por segundo

Gréfico de 10/s Read 10/sec (ES/s de lectura): velocidad de transferencia de
operaciones de lectura en operaciones de E/S por segundo
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Etiqueta

Descripcion

Total IO/sec (ES/s totales): velocidad de transferencia combinada de las
operaciones de lectura y escritura en operaciones de E/S por segundo

Write 10/sec (ES/s de escritura): velocidad de transferencia de
operaciones de escritura en operaciones de E/S por segundo

Grafico de tamafo de IO

Average 10 Size (Tamafio promedio de |0): tamafio promedio de
operaciones de I/O en kilobytes

Gréfico de Latencia (ms)

Read Latency (Latencia de lectura): latencia de operaciones de lectura
en milisegundos

Write Latency (Latencia de escritura): latencia de operaciones de
escritura en milisequndos

Transfer Latency (Latencia de transferencia): latencia de operaciones de
transferencia de datos en milisegundos
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5

Referencia de pagina de asistente

Las siguientes secciones describen las paginas del asistente del Dell Storage vSphere Web Client Plugin.

Agregar almacenamiento (Storage Center)

Use la pagina Add Storage (Agregar almacenamiento) para seleccionar cdmo desea agregar
almacenamiento.

Select Action Type
=) Create New Dell Volume
Create a new volume on the Dell Storage Center

Map Existing Dell Volume
Find a volume on the Dell Storage Center to be mapped to the host(s). This volume must be a VWS formatted datastore volume

Back Next Cancel

* Create New Dell Volume (Crear nuevo volumen de Dell): seleccione esta opcidn para crear un nuevo
volumen Dell que se asignara.

* Map Existing Dell Volume (Asignar volumen Dell existente): seleccione esta opcién para seleccionar
un volumen Dell existente que se asignara.

Agregar almacenamiento (NFS)

Use la pagina Add Storage (Agregar almacenamiento) para seleccionar cémo desea agregar
almacenamiento para un almacén de datos NFS.
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Select Action Type

=) Create an New NFS Datastore
Create a New NFS Datastore on a NAS Volume
Map an Existing NFS Export

Map an existing NFS export on FluidFS cluster as a VWhware NFS Datastore

Back Next Cancel

* Create New NFS Datastore (Crear nuevo almacén de datos NFS): seleccione esta opcidn para crear
un nuevo almacén de datos NFS que se asignara.

« Map an Existing NFS Export (Asignar una exportacion de NFS existente): seleccione esta opcidn para
seleccionar un almacén de datos NFS existente que se asignara.

Modo de compatibilidad

Use la pagina Compatibility Mode (Modo de compatibilidad) para seleccionar el modo de acceso para el
disco virtual.

The compatibility made you choose will only apply to this virtual disk and will not affect any other disks using this LUM mapping.

Compatibility

Physical

Allow the guest operating system to access the hardware directly. Taking a snapshot of this virtual machine
will not include this disk

Virtual

Allow the virtual machine to use Vidware pshots and other advanced functionality.
Warming: This may cause incompatibility with some Dell Compellent applications.

LUNs with capacily greater than 2 TB support physical mode only.

Back Next Cancel

e Physical (Fisico): seleccione esta opcidn para permitir al sistema operativo invitado tener acceso
directo al hardware. Las instantaneas de VMware de la maquina virtual no incluiran este disco.

% NOTA: vSphere 5 admite pRDM de 64 TB y tamafios de archivo individuales de hasta 64 TB.
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« Virtual: seleccione esta opcidn para proporcionar al sistema operativo invitado acceso virtual al disco.
De por si, pueden utilizarse las instantaneas de VMware y otras funciones avanzadas de VMware. No
obstante, tenga en cuenta que proporcionar solo el acceso virtual podria provocar problemas de
incompatibilidad con algunas aplicaciones de Dell.

Crear multiples almacenes de datos

Use la pagina Create Multiple Datastores (Crear multiples almacenes de datos) para especificar el
numero y nombre de los almacenes de datos que se crearan.

Create Multiple Datastores

Mumber of Datastores: |9 Start numbering at: |2

Volume Datastore | Size

Volume2 Datastore2 500 GB
Volume3 Datastore3 500 GB
Volume4 Datastored 500 GB
Volume5 Datastore5 500 GB
Volume6 Datastored 500 GB
Volume7 Datastore7 500 GB
Volumeg Datastore8 500 GB
Volume$ Datastored 500 GB
Volume 10 Datastore 10 500GB

Edit

Back Next Cancel

+« Number of Datastores (NUmero de almacenes de datos): escriba el niUmero de almacenes de datos
que se van a crear.

» Start numbering at (Iniciar numeracion en): escriba el numero desde el que se iniciara la numeracién
de los nombres de volumenes y nombres de almacenes de datos.

« Edit (Editar): seleccione un almacén de datos y haga clic en Edit (Editar) para abrir el cuadro de
didlogo Datastore Properties (Propiedades de almacén de datos), desde el que puede cambiar el
nombre de volumen, nombre de almacén de datos y tamafio de almacén de datos.

Personalizacion

Use la pagina Customization (Personalizacion) para personalizar la configuracion de las maquinas
virtuales.
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Customize virtual machine sefings:
Hame

MNew Virtual Machine1
Mew Virtual Machine2
Mew Virtual Machine3
Mew Vifual Machine4

Mew Virtual Machines

Virtual Machine Settings

Name: Mew Virtual Machine1

CPL: 1

Memory (MB): 4096

Network: Network

VM Network

Back HNext

Update

Cancel

e Customize virtual machine settings (Personalizar configuracion de maquina virtual): escriba la
maquina virtual para la que desea especificar la configuracion personalizada.

* Name (Nombre): escriba un nombre para la maquina virtual.

e CPU: seleccione el numero de CPU para la maquina virtual.

« Memory (Memoria): seleccione la capacidad de memoria para la maquina virtual.

* Network (Red): seleccione las redes virtuales a las que conectar esta maquina virtual.

Personalizacidén para clonar maquina virtual

Use la pagina Customization (Personalizacion) para personalizar la configuracion para clonar maquinas

virtuales.

[ Use Customization Spec.

Selecta customization spec from the list to continue

Name | Type
TesiCloneSpec Windows
Linux-Spec Linue

Last Updated Time
27/09/14 6:27:10 AM

54/15/15 4:54:5 AM

» Use Customization Spec (Usar especificacion de personalizacion): seleccione esta casilla de
verificacion para seleccionar entre las especificaciones de personalizacion predefinidas.
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Busqueda de almacén de datos

Use la pagina Datastore Lookup (Busqueda de almacén de datos) para seleccionar el almacén de datos
en el que almacenar los archivos de la maquina virtual.

Select a datastore in which to store the vitual machine files
Hame | Capacity | Provisioned | Free Type
Datastore 1 45825 GB 471GB 45354 GB VMFS
Datastore 2 45825 GB 471GB 45354 GB VMFS
Datastore 3 45825 GB 974.00 MB 457.30 GB VKMFS
Datastore 4 499.75 GB 4374GB 456.01 GB VMFS
Datastore 5 499.75 GB 381GB 495.94 GB VIMFS
Datastore 6 49975 GB 974.00 MB 49880 GB VMFS
Back Next Cancel

Nombre de almacén de datos

Use la pagina Datastore Name (Nombre de almacén de datos) para especificar el nombre y ubicacion del
almacén de datos recuperado.

Recovery Datastore

Datastore Mame: Datastore 1 (2013-06-19 19:0¢

[W Use original datastore name: Joriginal name] (Replay fime)"

Location;

< fam Datacenter

[Storage Folder

Back Next Cancel

» Datastore Name (Nombre de almacén de datos): escriba un nombre para el almacén de datos
recuperado.
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* Use original datastore name (Usar nombre de almacén de datos original): seleccione esta casilla de
verificacion para usar el nombre de almacén de datos original y la hora de Reproduccion
(Reproduccion) como el nombre del almacén de datos recuperado.

* Location (Ubicacion): seleccione la ubicacion para el almacén de datos recuperado.

Opciones de almacén de datos

Al aprovisionar una maquina virtual, use la pagina Datastore Options (Opciones de almacén de datos)
para seleccionar un almacén de datos para contener la maquina virtual.

Select Datastore Option

=) Lookup for Exsting Datastore
Use an existing datastore for vifual machine storage.
Create VWFS Datastore
Create a new VWFS datastore for vitual machine storage
Create NFS Catastore

Create an new NFS datastore for vitual machine storage

Back Next Cancel

* Lookup for Existing Datastore (Buscar almacén de datos existente): seleccione esta opcion para usar
un almacén de datos existente para la maquina virtual.

o Create VMFS Datastore (Crear almacén de datos VMFS): seleccione esta opcidon para crear un nuevo
almacén de datos para la maquina virtual. La creacion de un nuevo almacén de datos incluye la
creacion de un nuevo volumen Dell y la configuracion de un nuevo almacén de datos.

+ Create NFS Datastore (Crear almacén de datos NFS): seleccione esta opcidn para crear un nuevo
almaceén de datos NFS para una maquina virtual.

Propiedades de almacén de datos

Use la pagina Datastore Properties (Propiedades de almacén de datos) para especificar las propiedades
del almacén de datos.
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Datastore Properties

Datastore name: | Mew Volume

Large files require large block size. The mimum disk space used by any file is equal
to the file system block size

Maximum file size; | 256 GB, Block size: 1 MB >

Inventory Location

i Datacenter

Back Next Cancel

» Datastore name (Nombre de almacén de datos): escriba un nombre para el almacén de datos.

* Maximum file size (Tamafio maximo de archivo): si la version del sistema de archivos es VMFS-3,
seleccione la opcidn de tamafio de bloque del sistema de archivos para el almacén de datos. El
tamanfo del bloque afecta al tamafio maximo de archivo que puede aceptar el nuevo almacén de
datos.

% NOTA: VMFS-5 usa un tamario de bloque de archivo unificado de 1 MB. Por lo tanto, la opcion
Maximum file size (Tamafio maximo de archivo) no se muestra si la version del sistema de
archivos es VMFS-5.

* Inventory Location (Ubicacion de inventario): seleccione la ubicacion para el almacén de datos.

Seleccion de almacén de datos para clonar maquina
virtual

Al clonar una maquina virtual, use la pagina Datastores (Almacenes de datos) para seleccionar un
almacén de datos para almacenar los archivos de maquinas virtuales.
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Select a datastore in which to store the virtual machine files
Name Capacity Provisioned [ Free Type
nasds-share 500.00 GB 7414 GB 42586 GB NFS
Back Hext

Cancel

Configuracién del dispositivo

Use la pagina Device Configuration (Configuracion de dispositivo) para seleccionar la opcion para

agregar un dispositivo sin procesar.

Virtual Machine Properties

VM Name win2k12a-m380

DNS Name win2k12a-m380

Guest 05 Name Wicrosoft Windows Server 2008 R2 (64-bit)
Host ESXHost1.domain

State running

Add Raw Device Mapping
=) Add New Raw Device Mapping to Virtual Machine
This option gives the Virtual Machine direct access to the Compellent SAN.

Virtual Device Mode: | SCSI(0, 2) x

_) Map Existing Raw Device Mapping to Hosts and Clusters

This option allows you to map existing Raw Device Mappings on this Virtual Machine to other Hosts andfor
Clusters to enable viotion of Viual Machine to target Hosts.

Next

Cancel

* Add New Raw Device Mapping to Virtual Machine (Agregar nueva asignacion de dispositivo sin
procesar a maquina virtual): seleccione esta opcion para crear un nuevo volumen que se asignara

como un RDM a la maquina virtual.

e Virtual Device Node (Nodo de dispositivo virtual): si se selecciona la opcién Add New Raw Device
Mapping to Virtual Machine (Agregar nueva asignacion de dispositivo sin procesar a maquina virtual),

seleccione el nodo para la asignacion de dispositivo sin procesar.
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* Map Existing Raw Device Mapping to Hosts and Clusters (Asignar asignacién de dispositivo sin
procesar existente a hosts y clusteres): seleccione esta opcion para asignar una asignacion de
dispositivo sin procesar existente en esta maquina virtual a otros hosts o clusteres.

Extender tamano de RDM

Use la pagina Expansion Size (Tamafio de expansion) para especificar un nuevo tamafio expandido para
un RDM de un volumen existente.

Select the new size for datastore 'Volume',

Original Size: 500.00 GB

Extend to:

Storage Size Type:  GB v

Next Cancel

» Original Size (Tamafo original): muestra el tamafio actual del volumen.
* Extend to (Extender a): escriba un valor nuevo y redimensionado para el volumen.
e Storage Size Type (Tipo de tamafio de almacenamiento): seleccione una unidad de medida (GB o TB).

Version del Sistema de archivos

Use la pagina File System Version (Version del sistema de archivos) para especificar la version de VMFS
para el almacén de datos.

90 Referencia de pagina de asistente



File System Version
+) VMFS-5
Select this option to enable additional capabilities, such as 2 TB+ support.
VMFS-3

Selectthis option ifthe datastore will be accessed by legacy (pre-5.0) hosts.

Back

Next

Cancel

* VMFS-5: seleccione esta opcion para activar funcionalidades adicionales, como por ejemplo la

compatibilidad con un almacén de datos mayor de 2 TB.

e VMFS-3: seleccione esta opcion si se accede al almacén de datos con hosts ESX heredados (pre-5.0).

Seleccion de host

Use la pagina Host Selection (Seleccion de host) para seleccionar uno o mas hosts a los que asignar el

almacenamiento sin procesar.

selected Host and exisling Compellent welume

Hosi Nams Coanection State
F'B.-(Hl:i' :l-:-'n.'u.r :':-:-r-m-:l-:-:!.
ESXHos11 domain Connected
ESXHps12 . domain Connacted
ESXHo$13.dormain Cannaclied

NOTE: Sslecting or deselecting Haosts for mapping will nol rermove pre-exdsiing mappings bebween the

Varsion
410

550

550

410

Next

Cancel

Host/Cluster

Use la pagina Host/Cluster (Host/Cluster) para seleccionar un host o cluster en el que ejecutar la

maquina virtual.
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Select the host or cluster to run the Virtual Machine(s).

= fig Datacenter

i Ea%4 1
I EsX55

Next Cancel

Hosts y clusteres

Use la pagina Hosts and Clusters (Hosts y clusteres) para seleccionar uno o mas hosts o clusteres a los
que agregar el almacén de datos.

Select Hosts and Clusters
Name Type | Version
172 XHKHKK ESX Server 51.0
Next Cancel

Seleccidén de host para recuperacion de Reproduccion
(Reproduccion)

Use la pagina Host Selection (Seleccion de host) para seleccionar el host o cluster en el que exponer los
datos recuperados.
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Select the host or cluster on which to expose the recovered data,
w (3] vCenter.domain
+ [y Datacenter
§) ESXH41
{) Esxss

Back Next Cancel

Live Volumes

Use la pagina Live Volumes para especificar los valores de la replicacion Live Volume.

Live Volume Settings
Secondary QoS Definition: | QoS Node K »
.’._/ Automatically Swap Primary Storage Center

« Advanced

Min. Data Written to Secondary before Swap 1 MB -

Min. % of VO on Secondary before Swap 60

Min. Time as Primary before Swap 30 minutes

Live Volume Secondary Mapping

» [ Semnvers

Back Next Cancel

* Secondary QoS Definition (Definicion de QoS secundaria): seleccione una definicion de calidad de
servicio (QoS) secundaria para el Live Volume. Para obtener mas informacion sobre la creacion o
modificacion de definiciones de QoS, consulte la Enterprise Manager Administrator’'s Guide (Guia del
administrador de Enterprise Manager).

e Automatically Swap Primary Storage Center (Cambiar automaticamente el Storage Center principal):

seleccione esta casilla de verificacion para establecer los valores para el cambio automaticoy, a
continuacion, haga clic en Advanced (Avanzado).

* Min. Data Written to Secondary before Swap (Cantidad minima de datos escritos en secundario antes
de cambio): especifica la cantidad minima de datos que deben escribirse en el volumen secundario
antes de que puedan cambiarse los roles.
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e Min. % of I/O on Secondary before Swap (% min. de E/S en secundario antes de cambio): especifica el
porcentaje minimo de E/S que debe producirse antes de que puedan cambiarse los roles.

* Min. Time as Primary before Swap (Tiempo min. como principal antes de cambio): especifica el
numero de minutos que deben transcurrir antes de que los roles puedan cambiarse.

» Live Volume Secondary Mapping (Asignacion de secundario de Live Volume): seleccione la ubicacion
en el Storage Center de destino para el Live Volume.

Asignacion de LUN

Use la pagina Mapping LUN (Asignacion de LUN) para seleccionar la LUN a la que asignar el volumen
Dell. Al crear multiples almacenes de datos, la asignacion de LUN comienza en la LUN especificada y se
incrementa utilizando las LUN disponibles.

Select LUN
Select LUN number. | 4 -
MNOTE: Mext available LUN will be used if preferred LUN is unavailable

Back Next Cancel

Nombre y ubicacién

Use la pagina Name and Location (Nombre y ubicacién) para especificar el nombre y ubicacion de las
maquinas virtuales.
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Base Name:

Mew Virtual Machine

Virtual machine names may contain up to 80 characters and they must be unique within each vCenter Server VW
folder. The entered name will be used as a base for each VM and can be modified later.

Number of Vs to create: | 1

Inventory Location:

fig Datacenter

Back Next Cancel

« Base Name (Nombre base): escriba un nombre base para las maquinas virtuales que se crearan.

¢ Number of VMs to Create (Numero de VM que se crearan): especifique el nUmero de maquinas
virtuales que se crearan.

« Inventory Location (Ubicacion de inventario): seleccione la ubicacion de inventario para las maquinas

virtuales.

Exportaciéon de NFS

Use la pagina NFS Export (Exportacion de NFS) para especificar las propiedades de un almacén de datos

— NAS Volume
«) Create a new Volume () Use Existing Volume
Name | testiiol =) Create New NAS Volume Folder
) test
Size |3 Jlee |- Use Existing NAS Volume Folder
— Create NFS Export
NFS Export Folder Path | ftest FluidFS VIP or DNS Name
E.g: dell-nas, dell-nas.itcom, 192.168.1.2
of FE81:0.0:0:288:00-GHIA4P Q2
Back Next Cancel

e Create a New Volume (Crear un nuevo volumen): seleccione esta opcion para crear un nuevo
volumen NAS.

» Use Existing Volume (Usar volumen existente): si selecciona esta opcion, se mostraran los volumenes

NAS existentes. Seleccione un volumen de la lista.
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« Name (Nombre): nombre del almacén de datos NAS introducido en el paso anterior del asistente de
aprovisionamiento del almacén de datos.

e Size (Tamafio): introduzca un nuimero y seleccione la unidad de medida del menu desplegable.

* Create New NAS Volume Folder (Crear nueva carpeta de volumen NAS): escriba un nombre para la
nueva carpeta de volumen. De forma predeterminada, este campo se rellena con el nombre de
almacén de datos introducido en el paso anterior.

» Use Existing NAS Volume Folder (Usar carpeta de volumen NAS existente): si selecciona esta opcion,
se mostraran las carpetas de volumen NAS existentes. Seleccione una carpeta de la lista.

e NFS Export Folder Path (Ruta de acceso de la carpeta de exportacion NFS): se preselecciona una ruta
de acceso de carpeta predeterminada en funcidon del nombre de almacén de datos NFS. Puede
introducir una ruta de acceso de carpeta diferente.

e FluidFS VIP or DNS Name (VIP de FluidFS o nombre de DNS): escriba la direcciéon IP o el nombre de
DNS del host que se utilizara para la VIP de FluidFS.

Seleccién de pagepool

Use la pagina Pagepool Selection (Seleccidn de pagepool) para seleccionar el pagepool que se utilizara
al crear un volumen.

NOTA: La pagina Pagepool Selection (Seleccion de pagepool) solo se abre si el valor de
configuracién de preferencia de usuario Allow Storage Type Selection (Permitir seleccion de tipo
de almacenamiento) se establece para el usuario de Storage Center en Enterprise Manager.

Select Pagepool
Please selectihe pagepool to use for creating this volume

Pagepool: | Assigned - Redundant - 2 MB -

Back Next Cancel

Seleccion de protocolo

Use la pagina Protocol Selection (Seleccion de protocolo) para seleccionar el protocolo de conexion
para el volumen Dell.
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Mapping Protocol:
=) Fibre Channel
Only use Fibre Channel paths for mapping.
i5Csl
Only use iSCSI paths for mapping.
Any Available

Use any available paths between host and storage.

Back Next Cancel

» Fibre Channel: seleccione esta opcidn para restringir la asignacion unicamente a rutas de acceso de
Fibre Channel.

* iSCSI: seleccione esta opcion para restringir la asignacion unicamente a rutas de acceso de iSCSI.

* Any available (Cualquiera disponible): seleccione esta opcion para utilizar cualquier ruta de acceso
disponible entre el host y el almacenamiento.

Reproduccidon Replay

Use la pagina Replay Profile (Perfil de reproduccion) para seleccionar uno o varios perfiles de
Reproduccion (Reproduccion) que se aplicaran en el volumen Dell. Para obtener informacion sobre
perfiles de Reproduccion (Reproduccion), consulte Introduccidn al Dell Storage.

Select Replay Profiles to be used for this volume
Selected Replay Profiles

{¥] Daily

[ sample

Back Next Cancel

» Select Replay Profiles (Seleccionar perfiles de reproduccion): seleccione uno o mas perfiles de
Reproduccion (Reproduccion) que se asociaran con el volumen.
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% NOTA: Para anular la seleccion de un Perfil de Reproduccion (Reproduccion), pulse la tecla Ctrl
y haga clic en el Perfil de Reproduccion (Reproduccion) seleccionado.

e Schedule (Programa): muestra el programa de reproduccion para el Perfil de Reproduccion
(Reproduccion) seleccionado.

Propiedades de Reproduccion (Reproduccién)

Use la pagina Replay Properties (Propiedades de reproduccion) para especificar las propiedades de
Reproduccion (Reproduccion).

Replays expire after a set amount of time in order to limit the load on the Compellent
system. Please enter the time after which you would like the created Replay to expire.

Expiration: 1! | hrs -

[] Never Expire

You may also enter a brief description to help identify this Replay later.

Description vSphere Created

Next Cancel

« Expiration (Caducidad): especifique el tiempo tras el cual desea que caduque la Reproduccion
(Reproducciodn).

* Never Expire (Nunca hacer caducar): seleccione esta casilla de verificacidon para evitar que caduque
automaticamente la Reproduccion (Reproduccion). La Reproduccion (Reproduccion) debe caducarse
manualmente.

» Description (Descripcion): escriba una descripcion para la Reproduccion (Reproduccion).

Seleccion de Reproduccion (Reproduccion)

Use la pagina Select Replays (Seleccionar reproducciones) para seleccionar las Reproducciones
(Reproducciones) de los que recuperar datos o para seleccionar las Reproducciones (Reproducciones)
que se eliminaran.
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Select Replay(s)

Volume Freeze Tima

¥ i Volume
¥ 07/03/2013 12:01:02 AM
¥ 07/02/2013 12:01:03 AM

Expire Time

07M0i2013 12:01:02 AM
07/09/2013 12:01:03 AM

152GB  Daily at 12:01 AM
162GB Daily at 12:01 AM

Next

Cancel

* Seleccione una o mas reproducciones que se utilizaran para recuperar datos. Para recuperar datos,
seleccione una Reproduccion (Reproduccion) por cada volumen que desea recuperar. Si se asigna
mas de un RDM a la maquina virtual, debe seleccionar una reproduccioén para cada volumen que se

recuperara.

* Seleccione una o mas Reproducciones (Reproducciones) que desea eliminar (hacer caducar).

Opciones de eliminacion de replicacidn

Use la pagina Delete Options (Opciones de eliminacién) para seleccionar opciones para quitar un
volumen de destino de replicacion y punto de restauracion.

Remove Options

1e Dstination Vesumi

»| Delete Restore Poand

Back M

Cantal

* Recycle Destination Volume (Reciclar volumen de destino): seleccione esta casilla de verificacion si
desea mover el volumen de destino a la papelera de reciclaje en el Storage Center de destino.
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* Delete Destination Volume (Eliminar volumen de destino): seleccione esta casilla de verificacion si no
desea conservar el volumen de destino eliminado en la papelera de reciclaje (no se recomienda).

A PRECAUCION: Si elimina el volumen de destino, no podra recuperar el volumen en el Storage
Center de destino. El volumen se eliminara permanentemente.

» Delete Restore Point (Eliminar punto de restauracion): seleccione esta casilla de verificacion si desea
eliminar el punto de restauracion de la replicacion.

Opciones de modificacion de replicacién

Use la pagina Modification Options (Opciones de modificacion) para seleccionar opciones para replicar
un almacén de datos.

Modification Options

:| Replicate Active Replay

—_| Deduplication (oplimize s copy of replay history - resource intensive)
STAND_10GB_Q0%S ¥

E Replicate Storage to Lowest Tier

Back Next Cancel

« Replicate Active Replay (Replicar reproduccion activa): seleccione esta casilla de verificacion para
copiar todas las escrituras del area de Reproduccion activa del volumen. Tenga en cuenta que la
replicacion de reproducciones activas puede requerir un ancho de banda significativo.

* Deduplication (Desduplicacién): seleccione esta casilla de verificacion para copiar solo las partes que
han cambiado del historial de la reproduccion en el volumen de origen, en lugar de copiar todos los
datos obtenidos en cada Reproduccion (Reproduccion).

e QoS Definition (Definicion de QoS): seleccione una definicion de Calidad de servicio (QoS) para la
replicacion. Para obtener informacion sobre la creacion o modificacion de definiciones de QoS,
consulte la Enterprise Manager Administrator’s Guide (Guia del administrador de Enterprise Manager).

» Replicate Storage to Lowest Tier (Replicar almacenamiento en nivel mas bajo): seleccione esta casilla
de verificacion para forzar que todos los datos escritos en el volumen de destino se encuentren en el
nivel de almacenamiento mas bajo configurado para el volumen.

Opciones de replicacion

Use la pagina Replication Options (Opciones de replicacion) para seleccionar opciones para replicar un
almacén de datos.
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Replication Type

Live Yolume, Asynchronous el

Replication Settings

GoS Definition: | 5C3_005SNODE ==

1 Replicate Active Renlay
I: Deduplication {(optimizes copy of Replay history - resource intensive)

[ Replicate Starage to Lowest Tier

Replication Target Location
CHS_Folder
MyFald
» Cnavin test folder

Back Next Cancel

» Replication Type (Tipo de replicacion), seleccione uno de los siguientes tipos:

— Replicacion, Asincrona

— Replication, Synchronous — High Availability (Replicacion, Sincrona — Alta disponibilidad)

— Replication, Synchronous — High Consistency (Replicacion, Sincrona — Alta consistencia)
- Live Volume, Asincrono

— Live Volume, Synchronous — High Availability (Live Volume, Sincrono — Alta disponibilidad)
— Live Volume, Synchronous — High Consistency (Live Volume, Sincrono — Alta consistencia)
Para obtener informacion sobre estos tipos de replicacion, consulte la Enterprise Manager
Administrator’'s Guide (Guia del administrador de Enterprise Manager).

* QoS Definition (Definicidon de QoS): seleccione una definicion de Calidad de servicio (QoS) para la
replicacion. Para obtener informacion sobre la creacion o modificacion de definiciones de QoS,
consulte la Enterprise Manager Administrator’s Guide (Guia del administrador de Enterprise Manager).

» Replicate Active Replay (Replicar reproduccion activa): seleccione esta casilla de verificacion para
copiar todas las escrituras del area de Reproduccion activa del volumen. Tenga en cuenta que la
replicacion de Reproducciones (Reproducciones) activas puede requerir un ancho de banda
significativo.

« Deduplication (Desduplicacion): seleccione esta casilla de verificacion para copiar solo las partes que
han cambiado del historial de Reproduccion (Reproduccion) en el volumen de origen, en lugar de
copiar todos los datos obtenidos en cada Reproduccion (Reproduccion).

» Replicate Storage to Lowest Tier (Replicar almacenamiento en nivel mas bajo): seleccione esta casilla
de verificacion para forzar que todos los datos escritos en el volumen de destino se encuentren en el
nivel de almacenamiento mas bajo configurado para el volumen.

« Replication Target Location (Ubicacion destino de replicacion): seleccione la ubicacion en el Storage
Center de destino para el volumen replicado.

Ajustar tamano del almacenamiento de almacén de datos

Use la pagina Resize Datastore Storage (Ajustar tamario del almacenamiento de almacén de datos) para
especificar un nuevo tamafio expandido para un volumen existente.
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Select the new size for datastore "Volume'.

Original Size: 50.00 GB
Resize to:
Storage Size Type: i.GEl | -_|

Next r Cancel

» Original Size (Tamafio original): muestra el tamafio actual del volumen.
« Resize to (Ajustar tamario a): escriba un valor nuevo y ajustado de tamario para el volumen.
« Storage Size Type (Tipo de tamafio de almacenamiento): seleccione una unidad de medida (GB o TB).

Bloque de recursos

Use la pagina Resource Pool (Bloque de recursos) para seleccionar un bloque de recursos en el que
ejecutar una maquina virtual.

Select the resource pool within which you wish to run this virtual machine.

Resource pools allow higrarchical management of computing resource within a host or cluster. Virtual machines and child
pools share the resources of their parent pool.

Tl ESX5.5

@ Development-Low
& Production-Low
& Production-Normal

Mote: When a vApp is selected as the resource pool, the target folder will be ignored.

Back Next Cancel
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Seleccionar dispositivo sin procesar

Use la pagina Select Raw Device (Seleccionar dispositivo sin procesar) para seleccionar los dispositivos

sin procesar que se replicaran o quitaran.

Select Raw Device

Name

| Size

Volume Name

Hard disk 2

500 GB

Volume

Next

Cancel

Seleccionar RDM

Use la pagina Select RDM (Seleccionar RDM) para seleccionar el RDM que se extendera.

Select RDM
Name | storage Center volume | size Compatibility Mode
Hard disk 2 Volume_A 5GB Physical
Hard disk 3 Volume_B 10 GB Virtual

Next

Cancel
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Seleccionar replicaciones

Use la pagina Select Replications (Seleccionar replicaciones) para seleccionar una o varias replicaciones
que se vayan a modificar o quitar.

Select Replication
Name | Source Storage Center Destination Storage Ce... | Replication Type
svdc_5ds Racks SC-3 64293 Rack8 SC-1 64505 Replication, Asynchronous
svdc_5ds Racka 5C-3 64293 Rack8 SC-2 64506 Replication, Synchronous - High A
Next Cancel

Use la pagina Select Volume (Seleccionar volumen) para buscar y seleccionar un volumen Dell existente

para asignarlo como almacenamiento. El volumen seleccionado debe estar formateado como un
almacén de datos VMFS.

Select Volume
Search:

-5

« =5 Volume Folder
i@ Datastore
i Volume 1
ig Volume 2
i Volume 3

i Volume 4

Back Next Cancel
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Opciones de instantanea

Use la pagina Snapshot Options (Opciones de instantdnea) para tomar una instantanea de VMware
temporal y especifique las opciones de la instantanea.

AVMware snapshot can be taken prior to the Storage Center Replay creation. This
snapshot would then be deleted after Replay creation. Recovering from the Replay will
allow access to the temporary snapshot

|:| Create Temporary Vidware Snapshot

Back Next Cancel

Create Temporary VMware Snapshot (Crear instantanea de VMware temporal): seleccione esta casilla
de verificacion para tomar una instantdanea de VMware temporal antes de tomar una Reproduccion
(Reproduccioén).

Include memory (Incluir memoria): seleccione esta casilla de verificacion para capturar la memoria de
la maquina virtual en la instantanea.

Quiesce file system (if available) (Poner en modo inactivo el sistema de archivos [si estuviera
disponible]): seleccione esta casilla de verificacidn para situar en pausa los procesos que se estan
ejecutando en el sistema operativo invitado antes de tomar la instantanea. La pausa de los procesos
asegura que el sistema de archivos se encuentre en un estado conocido y consistente cuando se
tome la instantdnea (tenga en cuenta que esta opcion requiere la instalacion de herramientas de
VMware). Consulte la ayuda de VMware para obtener informacion sobre las opciones de instantanea
de VMware.

Storage Center

Use la pagina Storage Center para seleccionar el Storage Center en el que agregar almacenamiento.
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Select Storage Center

Select Active Controller
(w1 Auto-Select

Storage Center | Name | Controlier 1 Controller 2
476 Storage Center 476 476 479

69103 Storage Center 63103 69103 69104
69113 Storage Center 68113 69113 69114

A specific controller can be selected for volume creation, There are cases where storage controllers can be
geographically separate. In that event, a local controller can be preferred for volume creation. If both controllers
are local, select ‘Auto-Select’ lo allow automated system resource [oad balancing.

Cancel

» Select Storage Center (Seleccionar Storage Center): seleccione el Storage Center en el que agregar

almacenamiento.

» Select Active Controller (Seleccionar controladora activa): seleccione la casilla de verificacion Auto-
Select (Seleccion automatica) para permitir que el Storage Center equilibre la carga del sistema
seleccionando automaticamente la controladora en la que se agregara almacenamiento. Anule la
marca de seleccion de la casilla de verificacion Auto-Select (Seleccidon automatica) para seleccionar
una controladora especifica para acceder al almacenamiento.

g NOTA: La opcion Select Active Controller (Seleccionar controladora activa) no esta disponible si
el usuario del Storage Center en Enterprise Manager solo tuviera privilegios de administrador de

volumen.

Storage Center para replicaciéon

Use la pagina Storage Center para seleccionar el Storage Center de destino para la replicacion.
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Select Replication

Name Source Storage Center Destination Storage Ce... | Replication Type
svdc_5ds Racks SC-3 64293 Racks SC-1 64505 Replication, Asynchronous
svdc_5ds Racka SC-3 64293 RackB SC-2 64506 Replication, Synchronous - High A

HNext Cancel

Perfil de almacenamiento

Use la pagina Storage Profile (Perfil de almacenamiento) para seleccionar un Perfil de almacenamiento

para el volumen Dell. Para obtener informacion sobre los Perfiles de almacenamiento, consulte

Introduccién al Dell Storage.

NOTA: La pagina Storage Profile (Perfil de almacenamiento) solo se abre si la configuracion de
preferencia de usuario Allow Storage Profile Selection (Permitir seleccién de perfil de
almacenamiento) se establece para el usuario de Storage Center en Enterprise Manager.

Select the Storage Profile for this volume

») Recommended (All Tiers)
High Priority (Tier 1)
Medium Priority (Tier 2)
Low Pricrity(Tier 3)

Custom

Back

Next Cancel

« Recommended (All Tiers) (Recomendado [todos los niveles]): seleccione esta opcidn para la mayoria

de los volumenes. El perfil recomendado permite al sistema la progresion automatica de los datos
entre y a través de todos los niveles de almacenamiento en funcion del tipo y uso de los datos.
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High Priority (Tier 1) (Alta prioridad [Nivel 1]): seleccione esta opcion para forzar que los datos de
volumen permanezcan en el nivel 1 de almacenamiento.

Medium Priority (Tier 2) (Prioridad media [Nivel 2]): seleccione esta opcion para forzar que los datos
de volumen permanezcan en el nivel 2 de almacenamiento.

Low Priority (Tier 3) (Prioridad baja [Nivel 3]): seleccione esta opcidn para forzar que los datos de
volumen permanezcan en el nivel 3 de almacenamiento.

Custom (Personalizar): si estuviera disponible, seleccione un perfil de almacenamiento personalizado

apropiado para los datos de volumen.

Seleccion de plantilla

Use la pagina Template Selection (Seleccion de plantilla) para seleccionar una plantilla de maquina virtual

en la que basar una nueva maquina virtual.

Select Vinual Machine template
=) Select Virtual Machine template

Microsoft Windows 7 (64-bit) -

Details

Guest0s  Microsoft Windows 7 (64-bit)
VM Version 10

CPU 1vCPU

Memory 4086 MB

Network VM Network

Annotations
Type W Template
Status A

Back

Next Cancel

» Select Virtual Machine template (Seleccionar plantilla de maquina virtual): seleccione una plantilla de

VM de la lista desplegable de plantillas disponibles.

o Details (Detalles): muestra detalles sobre la plantilla de VM seleccionada actualmente.

Seleccion de plantilla para clonar maquina virtual

Use la pagina Template Selection (Seleccion de plantilla) para seleccionar una plantilla de maquina virtual

en la que clonar una maquina virtual.

108

Referencia de pagina de asistente



Selectthe VIMS or ViMtemplate
Select Virtual Machine template = Select Virtual Machine

| aj-nfs-vm | =]

Details aj-em
ai
Guest0§  Microsoft Windows Server 2008 R2 (64-bit) d
aj-multids
VM Version 10 Analytics VM
CPU 1vCPU V31

Memory 4096 MB

Metwork WM Network

Annotations
Type v
Status Powered Off

Back Next Cancel

» Select Virtual Machine template (Seleccionar plantilla de maquina virtual): seleccione una plantilla de
VM de la lista desplegable de plantillas disponibles.

* Select Virtual Machine (Seleccionar plantilla de maquina virtual) (Seleccionar plantilla de maquina
virtual): seleccione una VM de la lista desplegable de maquinas virtuales disponibles.

o Details (Detalles): muestra detalles sobre la plantilla de VM seleccionada actualmente.

Volumen

Use la pagina Volume (Volumen) para especificar atributos para un nuevo volumen Dell.

Create Dell Storage Volume

Volume name:
Size: |500 GB -

Volume Folder:
Select Volume Folder

£ Volumes

Back Next Cancel

*  Volume Name (Nombre de volumen): escriba un nombre para el volumen.
» Size (Tamafio): especifique el tamafio del volumen.
« Volume Folder (Carpeta de volumen): seleccione la ubicacion de la carpeta para el volumen.
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Retencion de volumen

Use la pagina Volume Retention (Retencion de volumen) para especificar opciones de retencién para
quitar el volumen o dispositivo sin procesar.

Storage Center volume options:

«) Unmap volume
Unmap volume from selected hosts.
Place in Recycle Bin

Unmap volume from all hosts and place in the Recycle Bin,

Permanently delete

Unmap volume from all hosts and permanently delete.

Next Cancel

* Unmap volume (Anular asignacion de volumen): seleccione esta opcion para anular la asignacion del
volumen del host. El volumen sin asignar permanece en el Storage Center.

* Place in Recycle Bin (Colocar en papelera de reciclaje): seleccione esta opcion para anular la
asignacion del volumen del host y mover el volumen a la papelera de reciclaje. Si fuera necesario, el
volumen puede recuperarse de la papelera de reciclaje mas tarde (a menos que la papelera de
reciclaje se vacie). Para recuperar un volumen de la papelera de reciclaje, use el System Manager o
Enterprise Manager del Storage Center.

* Permanently delete (Eliminacion permanente): seleccione esta opcion para anular la asignacion del
volumen y eliminar permanentemente el volumen. Después de la eliminacion permanente del
volumen, este no podra recuperarse.

Seleccion de VM

Si un volumen RDM se asociara con la maquina virtual, use la pagina Recovery VM Selection (Seleccion
de VM de recuperacion) para seleccionar la maquina virtual que desea utilizar para acceder a los datos
recuperados.
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Customize viriual machine setfings:
Hame

MNew Virtual Machine1
Mew Virtual Machine2
Mew Virtual Machine3
Mew Vidual Machine4

New Virtual MachineS

Virtual Machine Settings
Name: Mew Virtual Machine1

CPL: 1

Memory (MB): | 4096  —

Network: Network
WM Network

Back

[ Update |

Cancel
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