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Anmerkungen, Vorsichtshinweise und
Warnungen

% ANMERKUNG: Eine ANMERKUNG liefert wichtige Informationen, mit denen Sie den Computer
besser einsetzen kénnen.

A VORSICHT: Ein VORSICHTSHINWEIS macht darauf aufmerksam, dass bei Nichtbefolgung von
Anweisungen eine Beschadigung der Hardware oder ein Verlust von Daten droht, und zeigt auf,
wie derartige Probleme vermieden werden kénnen.

A WARNUNG: Durch eine WARNUNG werden Sie auf Gefahrenquellen hingewiesen, die materielle
Schaden, Verletzungen oder sogar den Tod von Personen zur Folge haben kénnen.
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Einleitung

Das Dell Storage vSphere Web Client Plugin Administrator’'s Guide (Administratorhandbuch zum Dell
Storage vSphere Web Client Plugin) enthalt Anweisungen zum Installieren, Konfigurieren und Verwenden
des Dell Storage vSphere Web Client Plugin, mit dem Sie Dell Speicher Uber den VMware vSphere Web
Client verwalten kénnen.

Versionsverlauf

Dokumentnummer — 680-054-005

Revision Datum Beschreibung

A Marz 2016 Dell Storage vSphere Web Client Plugin Version 3.1

allgemeine Freigabe

Zielgruppe

Die Zielgruppe fur dieses Handbuch sind IT-Fachleute mit mittleren bis umfassenden Kenntnissen uber
Dell Storage Center und Enterprise Manager. Das Handbuch setzt praktische, administrative Kenntnisse in
Bezug auf VMware vSphere Web Client, VMware vCenter, VMware ESXi und FluidFS voraus.

Weiterfuhrende Veroffentlichungen

Zusatzlich zu diesem Handbuch ist die folgende Dokumentation fur Client-Anwendungen verfugbar, die
zusammen mit Dell Speicherprodukten verwendet werden:

» Dell Storage vSphere Web Client Plugin Release Notes (Versionshinweise zu Dell Storage vSphere Web
Client Plugin)
Dieses Dokument beschreibt Verbesserungen und bekannte Probleme flr Version 3 des Dell Storage
vSphere Web Client Plugin

e Compellent Integration Tools for VMware Administrator’s Guide (Administratorhandbuch zu
Compellent Integration Tools for VMware)
Dieses Dokument enthalt Anweisungen zum Bereitstellen von CITV und Konfigurieren des Dell
Storage vSphere Web Client Plugin.

» Compellent Integration Tools for VMware Release Notes (Versionshinweise zu Compellent Integration
Tools for VMware)
Dieses Dokument beschreibt neue Funktionen und Verbesserungen flr die neueste Version von CITV.

e Dell Compellent Best Practices with VMware vSphere 5.x (Dell Compellent Best Practices mit VMware
vSphere 5.x) oder Compellent Best Practices with VMware ESX 4.x (Compellent Best Practices mit
VMware ESX 4.x)
Dieses Dokument enthalt Konfigurationsbeispiele, Tipps, Empfehlungen fur Einstellungen und weitere
Speicherleitlinien, die dem Benutzer die Integration von VMware vSphere in das Dell Storage Center
erleichtern. Das Dokument geht auf viele haufig gestellte Fragen zur Interaktion von VMware mit den
Dell Storage Center-Funktionen ein, wie Dynamic Capacity, Data Progression und Remote Instant
Replay.

e Storage Center System Manager Administrator’s Guide (Administratorhandbuch fir den Storage
Center System Manager)
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Beschreibt die Storage Center System Manager-Software, die zur Verwaltung eines einzelnen Storage
Center dient.

e Enterprise Manager Administrator’s Guide (Administratorhandbuch zu Enterprise Manager)
Enthalt Konfigurations- und Verwaltungsanweisungen flur Enterprise Manager.

» Dell FluidFS Administrator's Guide (Administratorhandbuch)
Dieses Dokument beschreibt das Dell Fluid File System (FluidFS) und die Verwaltung von Network
Attached Storage (NAS).

Kontaktaufnahme mit Dell

Dell stellt verschiedene onlinebasierte und telefonische Support- und Serviceoptionen bereit. Da die
Verflugbarkeit dieser Optionen je nach Land und Produkt variiert, stehen einige Services in lhrer Region
moglicherweise nicht zur Verflugung. So erreichen Sie den Vertrieb, den Technischen Support und den
Kundendienst von Dell, gehen Sie auf:

dell.com/support

Einleitung
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Erste Schritte

Das Dell Storage vSphere Web Client Plugin bietet Speicheradministratoren die Moglichkeit, Dell Storage
Center und Dell Fluid File System (FluidFS)-Cluster mit dem VMware vSphere Web Client zu verwalten.

EinfuUhrung in das vSphere Web Client Plugin

Das Dell Storage vSphere Web Client Plugin erméglicht die Verwaltung von Dell Speicher.

% ANMERKUNG: Sofern nicht anders angegeben, werden samtliche Verfahren in diesem Handbuch im
VMware vSphere Web Client ausgefuhrt.

Wichtige Funktionen
Das Dell Storage vSphere Web Client Plugin bietet folgende Funktionen:

e Hinzuflgen und Entfernen von VMFS-Speicher (Datenspeicher und Rohgerate) auf dem Storage
Center

¢ Hinzuftgen und Entfernen von NFS-Datenspeichern auf FluidFS-Clustern

* Bereitstellen virtueller Maschinen auf Dell Speicher

» Konfigurieren von VMware ESXi-Hosts auf Dell Speicher

* Erstellen und Verwalten von Storage Center-Replays fur VMFS-Datenspeicher

o Erstellen und Verwalten von FluidFS-Cluster Snapshots fur NFS-Datenspeicher

* Replizieren von VMFS-Datenspeichern zwischen Storage Centern

¢ Hinzuflgen und Verwalten von Live Volumes

* Wiederherstellen von VMFS-Datenspeichern und VMs anhand von VMFS-Datenspeicher-Replays

Daruber hinaus bietet das vSphere Web Client Plugin zahlreiche Infoanzeigen, die Uber Registerkarten
innerhalb der Bestandsansichten des VMware vSphere Web Clients verfugbar sind.

Status von vSphere Web Client Plugin-Aufgaben
Falls der Status einer Aufgabe, die mit dem Dell Storage vSphere Web Client Plugin durchgefuhrt wurde,

nicht im Fenster Recent Tasks (Klrzlich durchgefiihrte Aufgaben) angezeigt wird, klicken Sie auf
Refresh (Aktualisieren), um das Fenster zu aktualisieren, oder klicken Sie auf More Tasks (Weitere
Aufgaben), um die Seite Task Console (Aufgabenkonsole) anzuzeigen.

Anforderungen fiir das vSphere Web Client Plugin

Fur das Dell Storage vSphere Web Client Plugin gelten verschiedene Software-Anforderungen und
Storage Center-Anforderungen fur die Replikation.
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Hardware- und Software-Anforderungen

In den Dell Storage vSphere Web Client Plugin Release Notes (Versionshinweisen flur das Dell Storage
vSphere Web Client Plugin) sind die Mindestanforderungen fur die Hardware und Software fur die
Installation des Dell Storage vSphere Web Client Plugin aufgefuhrt.

Replikationsanforderungen fiir VMFS-Datenspeicher

Damit Daten zwischen zwei Storage Center repliziert werden kénnen, mussen die folgenden
Anforderungen erfullt sein:

» Storage Center: Sowohl das Quell- als auch das Ziel-Storage Centers muss in Enterprise Manager
konfiguriert sein. Beide Storage Center mussen fur die Enterprise Manager-
Benutzeranmeldeinformationen konfiguriert sein, die unter Konfigurieren des Dell Storage vSphere
Web Client Plugin im vSphere Web Client Plugin angegeben wurden.

e QoS-Definition: Es muss eine QoS-Definition (Quality of Service) fur die Replikation auf dem Quell-
Storage Center eingerichtet sein. Informationen zum Erstellen von QoS-Definitionen finden Sie im
Enterprise Manager-Administratorhandbuch Enterprise Manager Administrator’s Guide.

Folgende Voraussetzungen mussen erfullt sein, wenn Sie iSCSI-Verbindungen fur Replikationen
verwenden:

* Das Ziel-Storage Center muss als iSCSI-Remote-System auf dem Quell-Storage Center definiert sein.

e Das Quell-Storage Center muss als iSCSI-Remote-Verbindung auf dem Ziel-Storage Center definiert
sein.

Informationen zum Konfigurieren von iSCSI-Verbindungen zwischen Storage Centers finden Sie im
Enterprise Manager-Administratorhandbuch Enterprise Manager Administrator’s Guide.

Konfigurieren des Dell Storage vSphere Web Client Plugin

Konfigurieren Sie das Dell Storage vSphere Web Client Plugin fur die Kommunikation mit einem
Enterprise Manager-Server.

Voraussetzungen

Installieren Sie Compellent Integration Tools for VMware (CITV), und registrieren Sie das Dell Storage
vSphere Web Client Plugin bei einem vCenter Server. Beachten Sie dabei die Erlduterungen im
Compellent Integration Tools for VMware Administrator’s Guide (Administratorhandbuch fiur Compellent
Integration Tools for VMware).

Schritte
1. Melden Sie sich beim vSphere Web Client an.

2. Klicken Sie auf I+1 Go Home (Zur Startseite). Die Seite Home (Start) wird angezeigt.

3. Klicken Sie auf die Registerkarte Home (Start). Ein Symbol fur Dell Storage (Dell Speicher) wird
unterhalb der Uberschrift Administration auf der Registerkarte Home (Start) angezeigt.

4. Klicken Sie auf Dell Storage (Dell Speicher). Die Seite Dell Storage (Dell Speicher) wird aufgerufen,
wobej die Registerkarte Getting Started (Erste Schritte) standardmaRig angezeigt wird.
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Abbildung 1. Dell Storage, Seite ,Erste Schritte”

Klicken Sie unter der Uberschrift Basic Tasks (grundlegende Aufgaben) auf Manage Credentials
(Anmeldeinformationen verwalten).

Connection Manager k3

vCenter User rootglocalos

vCenter Password
Enterprise Manager Server
Enterprise Manager Port
Enterprise Manager User

Enterprise Manager Password

[ Delete || submit |

Abbildung 2. Dialogfeld fiir Anmeldeinformationen des ,Connection Manager” (Verbindungsmanager)

Geben Sie das Kennwort des vCenter-Benutzers in das Feld vCenter Password (vCenter-Kennwort)
ein.

Im Feld vCenter User (vCenter-Benutzer) wird der Benutzer angezeigt, der fur die Anmeldung beim
vSphere Web Client verwendet wurde. Wenn Sie das vSphere Web Client Plugin fur einen anderen
vCenter-Benutzer konfigurieren mochten, melden Sie sich beim vSphere Web Client ab und mit dem
neuen Benutzer wieder an.

ANMERKUNG: Das vSphere Web Client Plugin verwendet die Anmeldeinformationen des
vCenter-Benutzers, um mit der AusfUhrung von Aufgaben fortzufahren, nachdem das vSphere
Web Client Plugin geschlossen wurde.

Geben Sie den Hostnamen oder die IP-Adresse des Enterprise Manager-Servers in das Feld

Enterprise Manager Server ein.

Geben Sie die Portnummer fUr Enterprise Manager in das Feld Enterprise Manager Port ein.

Erste Schritte



9. Geben Sie den Benutzernamen und das Kennwort eines Enterprise Manager-Benutzers mit
Administratorberechtigungen in die Felder Enterprise Manager User (Enterprise Manager-Benutzer)
und Enterprise Manager Password (Enterprise Manager-Kennwort) ein.

Die Enterprise Manager-Benutzeranmeldeinformationen steuern, welche Storage Centers und
FluidFS-Cluster im vSphere Web Client Plugin verwaltet werden kdnnen.

Um ein Storage Center oder einen FluidFS-Cluster zum vSphere Web Client Plugin hinzuzuflgen,
melden Sie sich unter Verwendung derselben Benutzeranmeldeinformationen beim Enterprise
Manager-Client an, und fugen Sie die zu verwaltenden Storage Center bzw. FluidFS-Cluster hinzu.
Informationen zum Hinzuflgen eines Storage Centers zu Enterprise Manager finden Sie im Enterprise
Manager Administrator's Guide (Enterprise Manager-Administratorhandbuch). Informationen zum
Hinzufugen eines FluidFS-Clusters zu Enterprise Manager finden Sie im Dell FluidFS Administrator’s
Guide (Dell Fluid FluidFS-Administratorhandbuch).

10. Klicken Sie auf Submit (Senden). Das Plugin validiert die vCenter- und Enterprise Manager-

Anmeldeinformationen. Falls die Anmeldeinformationen korrekt sind, ruft das vSphere Web Client
Plugin Storage Center-Informationen vom Enterprise Manager-Server ab.

ﬁ ANMERKUNG:

Je mehr Storage Centers und Volumes vom Enterprise Manager-Benutzer verwaltet werden,
desto ldnger dauert es, bis die Seite Dell Storage (Dell Speicher) angezeigt wird.

Falls die Anmeldeinformationen nicht korrekt sind, zeigt der Connection Manager
(Verbindungsmanager) ein Fehlerdialogfeld an.

Verwalten des vSphere Web Client Plugin

In den folgenden Abschnitten werden die Verwaltung von vCenter- und Enterprise Manager-
Anmeldeinformationen, die Anzeige von Storage Center- und FluidFS-Cluster-Informationen und die
Aktivierung und Deaktivierung des vSphere Web Client Plugin beschrieben.

Andern der Anmeldeinformationen fiir vCenter und Enterprise Manager

Falls sich die Anmeldeinformationen fur den im vSphere Web Client Plugin definierten Enterprise
Manager-Benutzer andern, mussen die Anmeldeinformationen auf der Registerkarte Manage (Verwalten)
der Seite Dell Storage (Dell Speicher) aktualisiert werden.

Voraussetzungen

Data Collector muss installiert sein und ausgefuhrt werden, damit Sie das vSphere Web Client Plugin
konfigurieren kénnen. Informationen zum Installieren von Data Collector finden Sie im Dell Enterprise
Manager Installation Guide (Enterprise Manager-Installationshandbuch).

Schritte
1. Melden Sie sich beim vSphere Web Client an.

2. Klicken Sie auf Iru‘l Go Home (Zur Startseite). Die Seite Home (Start) wird angezeigt.

3. Klicken Sie auf die Registerkarte Home (Start). Ein Symbol fur Dell Storage (Dell Speicher) wird
unterhalb der Uberschrift Administration auf der Registerkarte Home (Start) angezeigt.

4. Klicken Sie auf Dell Storage (Dell Speicher). Die Seite Dell Storage (Dell Speicher) wird aufgerufen,
wobei die Registerkarte Getting Started (Erste Schritte) standardmaRig angezeigt wird.
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Basic Tasks
Manage Credentials

g Connected to Enterprise Manager

Abbildung 3. Die Seite ,Erste Schritte” zeigt die Verbindung zum Enterprise Manager an

iy

Cluster
Deil
Stwrage Center
Server

Dedl Enterprise
Manager

Datacentor
] Dell Storage vSphore
3 Web Cent Phugin

- vCenler Server, and

<

vSphere Web vCenter Web Chent Server
Chent

Explore Further

Dell Storage Website

ANMERKUNG: Je mehr Storage Center und Volumes vom Enterprise Manager-Benutzer
verwaltet werden, desto langer dauert es, bis die Seite ,Dell Storage” (Dell Speicher) angezeigt

wird.

Klicken Sie unter der Uberschrift Basic Tasks (Grundlegende Aufgaben) auf Manage Credentials

(Anmeldeinformationen verwalten). Die Registerkarte Manage (Verwalten) wird angezeigt.

(= Dell Storage

Gefting Started  Summary  Monitor | Manage |

vCenter User

Enterprise Manager Server
Enterprise Manager Port
Enterprise Manager User
Status

Enterprise Manager Version

Edit |

03 XX XX XXX

Administrator@vYSPHERE.LOCAL
172 XX XX XXX

3033

Admin

Connected to Enterprise Manager
16.3.1.242

Dell Storage vSphere Web Client Plugin Version:

Abbildung 4. Dialogfeld fur Anmeldeinformationen des ,Connection Manager” (Verbindungsmanager)

Klicken Sie auf Edit (Bearbeiten). Das Dialogfeld Connection Manager (Verbindungsmanager) wird

angezeigt.
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Connection Manager x

vCenter User root@localos

vCenter Password

Enterprise Manager Server 172. KK .8 . K8

Enterprise Manager Port 3033

Enterprise Manager User Administrator

Enterprise Manager Password

Delete Submit

Abbildung 5. Dialogfeld des ,Connection Manager” (Verbindungsmanager)

7. Andern Sie die vCenter- und Enterprise Manager-Anmeldeinformationen nach Bedarf ab, und klicken
Sie auf Submit (Senden).

Klicken Sie zum Léschen der vCenter- und Enterprise Manager-Anmeldeinformationen auf Delete
(Loschen).

Anzeigen von Storage Center- und FluidFS-
Informationen

Auf der Registerkarte Summary (Zusammenfassung) der Seite ,Dell Storage” (Dell Speicher) werden
Informationen zu Storage Center und FluidFS-Clustern angezeigt. Auf der Registerkarte Monitor
(Uberwachung) werden Leistungs- und Nutzungsdiagramme fur Storage Center und FluidFS-Cluster
angezeigt.

Anzeigen von zusammenfassenden Informationen zu Dell Speicher

Auf der Registerkarte Summary (Zusammenfassung) kénnen Sie Informationen zum Storage Center-
Controller und zu FluidFS sowie zum Speichertyp anzeigen.

1. Melden Sie sich beim vSphere Web Client an.

2. Klicken Sie auf I'-‘l Go Home (Zur Startseite). Die Seite Home (Start) wird angezeigt.

3. Klicken Sie im Fenster ,Administration” auf Dell Storage (Dell Speicher). Die Seite Dell Storage (Dell
Speicher) wird angezeigt.

4. Klicken Sie auf die Registerkarte Summary (Zusammenfassung).
5. Wahlen Sie das anzuzeigende Storage Center bzw. den FluidFS-Cluster aus.

Zusammenfassende Informationen zu Storage Center

Abbildung 6. Zusammenfassende Informationen zu Storage Center Zeigt eine Zusammenfassung von
Informationen fUr ein Storage Center an.
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Abbildung 6. Zusammenfassende Informationen zu Storage Center

Kennzeichnung

Beschreibung

Informationen)

Controller Information (Controller-

Center-Controllern an

Zeigt Netzwerk- und Statusinformationen zu den Storage

Storage Type Information
(Speichertypinformationen)

Zeigt die im Storage Center definierten Speichertypen an

Zusammenfassende Informationen zu FluidFS

Abbildung 7. Seite ,Zusammenfassenden Informationen fur FluidFS" Zeigt zusammenfassende

Informationen zu einem FluidFS-Cluster.
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Abbildung 7. Seite ,Zusammenfassenden Informationen fiir FluidFS”

Kennzeichnung

Beschreibung

Cluster-Informationen)

FluidFS Cluster Information (FluidFS- Zeigt Details zu FluidFS-Geraten und den zugehorigen

Controllern an

Kapazitatsstatistik)

NAS Pool Capacity Statistics (NAS-Pool- | Zeigt Informationen zur Poolkapazitat und zum Speicherplatz

fur einen NAS-Pool an

Anzeigen von Uberwachungsdaten zu Dell Speicher

Sie kénnen Leistungs- und Nutzungsinformationen fur Storage Center und FluidFS-Cluster auf der
Registerkarte Monitor (Uberwachung) anzeigen.

1. Melden Sie sich beim vSphere Web Client an.

2. Klicken Sie auf I+1 Go Home (Zur Startseite). Die Seite Home (Start) wird angezeigt.

3. Klicken Sie im Fenster Administration auf Dell Storage (Dell Speicher). Die Seite Dell Storage (Dell
Speicher) wird angezeigt.

4. Klicken Sie auf die Registerkarte Monitor (Uberwachen).

5. Wahlen Sie das anzuzeigende Storage Center bzw. den FluidFS-Cluster aus.

Diagramme

Auf der Registerkarte Charts (Diagramme) werden Leistungsdaten fur Storage Center und FluidFS-Cluster

angezeigt.

Erste Schritte
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Storage Center-Diagrammdaten

Abbildung 8. Storage Center-Diagrammdaten Zeigt ein Diagramm fur ein Storage Center an.

(= Dell Storage
| Gefling Starfed  Summary | Monitor | Manage

Storage Canter Name Homtname of IF Addies Vemien Status Taps

Storage Cenlar B5231 172:28.81.1% B:7.1.130 Up Storage Canter
Storage Center VM Apps 172294171 BES19 Up Storage Cender
FluidFS-ExXHBF22 172.20.8915 40002614 Up FluidFs
FluidFS-T3XEFOZ 17222815 50002235 Lp FluidFs

Charts | Usage

KBisec Chart o
500

W Resd kBizec [ Total WBises ] weite HBiec

I0/sec Chart e
123

Abbildung 8. Storage Center-Diagrammdaten

Bezeichn | Kennzeichnun | Beschreibung
ung g
1 KB/s- Read KB/sec (KB/s Lesen) — Ubertragungsrate der Lesevorgange in
Diagramm Kilobyte pro Sekunde
Total KB/sec (KB/s Gesamt) — Kombinierte Ubertragungsrate der Lese-
und Schreibvorgange in Kilobyte pro Sekunde
Write KB/sec (KB/s Schreiben) — Ubertragungsrate der Schreibvorginge in
Kilobyte pro Sekunde
2 10/s- Read 10/sec (IO/s Lesen) — Ubertragungsrate der Lesevorgange in 1/O-
Diagramm Vorgange pro Sekunde
Total 10/sec (I0/s Gesamt) — Kombinierte Ubertragungsrate der Lese- und
Schreibvorgange in I/O-Vorgange pro Sekunde
Write 10/sec (I0/s Schreiben) — Ubertragungsrate der Schreibvorgénge in
I/O-Vorgange pro Sekunde

FluidFS-Diagrammdaten

Abbildung 9. FluidFS-Cluster-Diagramminformationen zeigt ein Diagramm fur einen FluidFS-Cluster an.
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Abbildung 9. FluidFS-Cluster-Diagramminformationen

Kennzeichnung

Beschreibung

Total Capacity (Gesamtkapazitat)

Gesamtkapazitat des NAS-Pools

Unused (Reserved) Space (Nicht
verwendeter (reservierter)
Speicherplatz)

GroRe des Speichers, der dem NAS-Volume statisch zugewiesen
ist

Unused (Unreserved) Space (Nicht
verwendeter (nicht reservierter)
Speicherplatz)

Speicherplatz, der dem NAS-Pool zugeteilt, aber nicht verwendet

wurde

Total Used (Gesamt verwendet)

GroRe des gesamten Speicherplatzes, der verwendet wurde

Nutzung

Auf der Registerkarte Usage (Nutzung) werden Informationen zum Festplattenspeicherplatz fur Storage

Center und FluidFS-Cluster angezeigt.

Storage Center-Nutzungsinformationen

Abbildung 10. Storage Center-Nutzungsinformationen Zeigt die Informationen zur Speichernutzung fur

ein Storage Center an.
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Abbildung 10. Storage Center-Nutzungsinformationen

Kennzeichnung

Beschreibung

Total Disk Space (Gesamter
Festplattenspeicherplatz)

Gesamter verflgbarer Festplattenspeicherplatz auf allen
Festplatten des Storage Centers

Total space allocated for volume use
(Insgesamt zugewiesener Speicherplatz
fur die Verwendung durch Volumes)

Gesamter zugewiesener Festplattenspeicherplatz auf allen
Festplatten des Storage Centers

Allocated space used by volumes
(Zugewiesener Speicherplatz, der von
Volumes verwendet wird)

Festplattenspeicherplatz, der von den Volumes auf dem
Storage Center genutzt wird

Total free space (Freier Speicherplatz
insgesamt)

Verfugbarer Festplattenspeicherplatz, der vom Storage
Center genutzt werden kann

Space reserved by system (Vom System
vorbehaltener Speicherplatz)

Speicherplatz, der durch Replays und RAID-Restkapazitat
verbraucht wird

Savings vs. RAID 10 (Einsparung
gegenUber RAID 10)

Festplattenspeicherplatz, der durch Verwendung der
dynamischen Blockarchitektur von Dell anstelle von RAID 10-
Speicher eingespart wird

FluidFS-Nutzungsinformationen

Abbildung 11. FluidFS-Cluster, Nutzungsinformationen Zeigt Informationen zur Nutzung fur einen

FluidFS-Cluster an.
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Abbildung 11. FluidFS-Cluster, Nutzungsinformationen

Kennzeichnung

Beschreibung

Total Capacity
(Gesamtkapazitat)

Gesamtkapazitat des NAS-Pools

Free Space (Freier
Speicherplatz)

Menge des freien Speicherplatzes fir den NAS-Pool

Used Space (Belegte
Speicherkapazitat)

Speicherplatz, der durch Schreibvorgange auf dem NAS-Volume belegt wird
(Benutzerdaten und Snapshots)

Unused (Unreserved)
Space (Nicht
verwendeter (nicht
reservierter)
Speicherplatz)

Speicherplatz, der dem NAS-Pool zugeteilt, aber nicht verwendet wurde

Unused (Reserved)
Space (Nicht
verwendeter
(reservierter)
Speicherplatz)

Ein Teil eines schlank bereitgestellten NAS-Volumes, der speziell dem NAS-
Volume gewidmet ist (keine anderen Volumes kénnen darauf zugreifen). Die
GroRe des reservierten Speicherplatzes wird vom Speicheradministrator
festgelegt. Reservierter Speicherplatz wird vor nicht reserviertem Speicherplatz
verwendet.
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Deaktivieren und Aktivieren des vSphere Web Client
Plugin

Nach der Installation des vSphere Web Client-Plugin, aktivieren Sie ihn durch Registrierung des Plugin mit
dem VMware vCenter.

Alle Plugins k&nnen auch unter Verwendung von vSphere aktiviert oder deaktiviert werden. Die Verfahren
zum Aktivieren und Deaktivieren der Plugins sind von der Version des vSphere Web Clients abhangig.
Informationen zum Verwalten von Plugins finden Sie in der Dokumentation zu vSphere.
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Arbeiten mit Dell Speicher

Das Dell Storage vSphere Web Client Plugin kommuniziert mit Enterprise Manager und ermdéglicht die

Verwaltung von Dell Speicher.

Einfuhrung in Dell Speicher

Administratoren k&dnnen das Dell Storage vSphere Web Client Plugin zur Verwaltung von Dell Speicher
auf einem Storage Center oder FluidFS-Cluster verwenden.

Ein Storage Center konfiguriert und verwendet Speicher auf der Grundlage folgender Einstellungen.

Speicherbegriff

Beschreibung

Speicherschicht
Physische Medienklassen

Speicherschichten stellen die Klassifizierung aller physischen
Speichermedien im Storage Center dar. Storage Center fullt die
Speicherschichten automatisch mit den verfligbaren Medien im
zugewiesenen Festplattenordner:

* Schicht 1: Enthalt die schnellsten Medien und eignet sich fur

haufig verwendete, geschaftskritische Daten. Schicht-1-Medien
sind in der Regel die teuersten Medien.

» Schicht 2: Enthalt Medien mittlerer Qualitat und eignet sich fur
Daten mit mittlerer Prioritat.

* Schicht 3: Enthalt langsame, wenig kostenintensive Medien und
eignet sich fur Backup-Kopien, Replays und selten verwendete
Daten mit niedriger Prioritat.

Speichertyp
RAID-Klasse und SeitengrélRe

Innerhalb der einzelnen Schichten k&nnen die Daten wie folgt
gespeichert werden:
* Nicht redundant: RAID O mit einer SeitengroRe von 2 MB

» Redundant: RAID 10, RAID 5-5, RAID 5-9 mit einer SeitengréRe
von 512 KB, 2 MB oder 4 MB.

* Doppelt redundant: RAID 10 mit einer SeitengréRRe von 2 MB

» Die (empfohlene) Standardeinstellung fur den Speichertyp ist
.redundant” unter Verwendung von RAID 10 und RAID 5-9, mit
einer SeitengroRe von 2 MB.

Volume
Logische Speichereinheit

Auf einem Storage Center ist ein Volume eine logische
Speichereinheit. Wenn Sie einen Datenspeicher innerhalb des
vSphere Client hinzufligen, erstellen Sie ein neues Dell Volume
und weisen es als Datenspeicher hinzu, oder Sie weisen ein
vorhandenes Dell Volume als Datenspeicher zu. Beim Zuweisen
eines vorhandenen Dell Volumes als Datenspeicher muss das
Volume ein bereits formatiertes VMFS-Volume sein, das als
Datenspeicher verwendet wurde, und es darf nicht zugewiesen
sein.

Arbeiten mit Dell Speicher
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Speicherbegriff

Beschreibung

Live Volume

Sorgt dafur, dass wahrend
geplanter oder ungeplanter
Ausfallzeiten Anwendungen online
und Daten verftigbar bleiben

Ein Live Volume ist ein replizierendes Volume, das gleichzeitig
einem Quell- und einem-Ziel-Storage Center zugewiesen und
aktiv sein kann.

Datentyp
Beschreibbar oder Replay

Volume-Daten kénnen von folgendem Typ sein:

» Beschreibbar: Daten werden dynamisch in den Speicher
geschrieben.

» Replay: Zeitpunktbasierte Datenkopie

Speicherprofile

Werden auf ein Volume
angewendet, um festzulegen, wie
Daten auf dem Storage Center
migriert werden

Speicherprofile bestimmen, wie Volume-Daten auf dem Storage
Center gespeichert und migriert werden. Folgende
systemdefinierte Speicherprofile sind verfugbar:

o Recommended (Empfohlen): Nur verflgbar auf Storage
Centern mit Lizenz fur Data Progression. Verwenden Sie das
Profil ,Recommended” (Empfohlen) fir die Mehrheit der
Volumes, um Data Progression und Leistung auf dem Storage
Center zu optimieren. Dieses Profil ermdglicht dem System die
automatische Datenprogression zwischen den Speichertypen,
und Uber alle Speicherschichten hinweg, auf der Basis von
Datentyp und Nutzung.

» High Priority (Hohe Prioritat): Verwenden Sie das Profil ,High
Priority” (Hohe Prioritat) nur fur Volumes, die Daten enthalten,
die Sie in Schicht 1 beibehalten méchten. Die Anwendung
dieses Profils auf ein Volume verhindert, dass die Volume-
Daten in eine andere Schicht verschoben werden.

e ,Medium Priority” (Mittlere Prioritat): Verwenden Sie das Profil
.Medium Priority” (Mittlere Prioritat) nur fir Volumes, die Daten
enthalten, die Sie in Schicht 2 beibehalten m&chten. Die
Anwendung dieses Profils auf ein Volume verhindert, dass die
Volume-Daten in eine andere Schicht verschoben werden.

+ Low Priority (Niedrige Prioritat): Verwenden Sie das Profil ,Low
Priority” (Niedrige Prioritat) nur fir Volumes, die Daten
enthalten, die Sie in Schicht 3 beibehalten m&chten. Die
Anwendung dieses Profils auf ein Volume verhindert, dass die
Volume-Daten in eine andere Schicht verschoben werden.

Sie kénnen Speicherprofile innerhalb eines Storage Centers
erstellen und dndern, sofern Sie eine Lizenz fUr die Data
Progression-Software besitzen.

Replays und Replay-Profile

Werden auf ein Volume
angewendet und bestimmen, wie
héaufig Replays erstellt werden

Ein Storage Center-Replay ist eine zeitpunktbasierte Kopie von
Daten. Replay kénnen also zugewiesen werden, um die
Wiederherstellung eines Datenspeichers oder von virtuellen
Maschinen zu ermdglichen. Replay-Profile legen den Zeitplan fur
Volume-Replays fest. Systemdefinierte Replay-Profile enthalten
haufig verwendete Zeitplane fur tagliche und wochentliche
Replays. Mit benutzerdefinierten Replay-Profilen kbnnen Replays
so geplant werden, wie es fur die zu sichernden Daten erforderlich
ist.

Ansichts-Volume
Ein zugewiesenes Replay

Ein zugewiesenes Replay, das zur Wiederherstellung von Daten
anhand einer zeitpunktbasierten Datenkopie (Replay) verwendet
wird

22
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Speicherbegriff

Beschreibung

Data Progression

Automatische Migration von
Volume-Daten je nach
festgelegten
Speicherprofileinstellungen

Basierend auf dem auf das Volume angewendeten Speicherprofil

und der Data Progression-Lizenzierung werden die Volume-Daten

automatisch auf dem Storage Center migriert:

» Auf Storage Centern mit einer Lizenz fur Data Progression
werden Daten automatisch, sowohl innerhalb einer

Speicherschicht als auch speicherschichtubergreifend, zu
einem anderen Speichertyp migriert.

Die folgenden Konzepte gelten fur Fl

uidFS.

Speicherbegriff

Beschreibung

Fluid File System (FluidFS)

Software von Dell fur leistungsstarke, skalierbare Dateisysteme fur
die Installation auf NAS-Controllern

FluidFS-Cluster

Ein bis vier FS8600 Scale-out NAS-Gerate, die als FluidFS-Cluster
konfiguriert sind

NAS-Pool Summe aller Speicher, die von bis zu zwei Storage Centern
bereitgestellt werden, abzlglich des Speicherplatzes, der fur die
interne Verwendung reserviert ist

NAS-Volume Virtualisiertes Volume, das Speicherplatz im NAS-Speicherpool in

Anspruch nimmt. Administratoren kbnnen SMB-Freigaben und
NFS-Exporte auf einem NAS-Volume erstellen und diese fur
autorisierte Benutzer freigeben.

NAS- Volume-Snapshot

Eine Point-in-Time-Kopie eines NAS-Volumes, geladen als NFS-
Datenspeicher, ahnlich wie Replays.

Client VIP Virtuelle IP-Adressen, die von Clients verwendet werden, um auf
SMB-Freigaben und NFS-Exporte zuzugreifen, die vom FluidFS-
Cluster gehostet werden

NFS-Export Verzeichnis in einem NAS-Volume, das mithilfe des Network File

System (NFS)-Protokolls im Netzwerk freigegeben wird

Weitere FluidFS- und NAS-Konzepte
FluidFS-Administratorhandbuch).

finden Sie im zugehorigen Dell FluidFS Administrator’s Guide (Dell

Erstellen und Verwalten von VMFS-Datenspeichern und
Rohgeraten auf Storage Centern

Mit dem vSphere Web Client Plugin kénnen Sie Dell Volumes erstellen und verwalten, die als VMFS-
Datenspeicher ESX/ESXi-Hosts oder Clustern auf einem Storage Center zugewiesen sind, sowie Volumes,
die virtuellen Maschinen als Rohgerate (RDMs) zugewiesen sind.

ANMERKUNG: Welche Optione

n bei der Erstellung und Verwaltung von Datenspeichern und RDMs

angezeigt werden, ist von den Storage Center-Einstellungen des Enterprise Manager-Benutzers
abhangig, die im vSphere Web Client Plugin definiert sind.

In den folgenden Abschnitten wird die Erstellung und Verwaltung von Datenspeichern beschrieben:

e Hinzuflgen eines Datenspeichers

e« Hinzufugen mehrerer Datenspeic

her

Arbeiten mit Dell Speicher

23




¢ Hinzufugen eines RDM zu einer virtuellen Maschine

o Anpassen der GroRe eines Datenspeichers oder RDM
« Entfernen eines Datenspeichers oder RDM

Hinzuflugen eins VMFS-Datenspeichers

Verwenden Sie den Assistenten Add Datastore (Datenspeicher hinzufligen), um Dell Speicher als VMFS-
Datenspeicher hinzuzufugen.

Wenn Sie einen VMFS-Datenspeicher hinzufugen, erstellen Sie ein Dell Volume auf dem Storage Center
und/oder weisen es zu. Weitere Informationen zu Dell Volumes finden Sie unter EinfUhrung in Dell

Speicher.

Verwenden Sie folgende Optionen, um einen VMFS-Datenspeicher hinzuzuftigen:

* Create New Dell Volume (Neues Dell Volume erstellen) — Erstellen Sie ein neues Dell Volume als
VMFS-Datenspeicher, und weisen Sie es zu.

* Map Existing Dell Volume (Vorhandenes Dell Volume zuweisen) — Wahlen Sie ein vorhandenes Dell
Volume aus, um es als Datenspeicher zuzuweisen.

% ANMERKUNG: Das vorhandene Volume muss ein formatierter VMFS-Datenspeicher sein.

Hinzufligen eines Datenspeichers unter Verwendung eines neuen Dell Volumes

Ein Datenspeicher kann anhand eines neuen Dell Volumes unter Verwendung des vSphere Web Client
Plugin erstellt werden.

1. Wahlen Sie ein Objekt aus dem Bestand aus, das als ubergeordnetes Objekt eines Datenspeichers
fungieren kann:

e Datacenter
e Host
o Cluster

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fir Dell Speicher) — Add
Datastore (Datenspeicher hinzufiigen) aus.
Der Assistent Add Datastore (Datenspeicher hinzufligen) wird aufgerufen.

3. Wahlen Sie den Datenspeichertyp VMFS- aus und klicken Sie auf Next (Weiter).
Das vSphere Web Client-Plugin ladt die Informationen zum Storage Center. Falls erforderlich, wahlen
Sie einen oder mehrere Hosts fur die Zuweisung des neuen Volume aus und klicken Sie auf Next
(Weiter).

4. Wahlen Sie das Storage Center und/oder den aktiven Controller fur die Volume-Erstellung aus, und
klicken Sie auf Next (Weiter).

ANMERKUNG: Die Option zur Auswahl des aktiven Controllers ist nicht verfligbar, wenn der
Storage Center-Benutzer in Enterprise Manager nur Uber Volume Manager-Berechtigungen
verfugt.

5. Wahlen Sie Create New Dell Volume (Neues Dell Volume erstellen) aus, und klicken Sie auf Next
(Weiter).

ANMERKUNG: Die folgenden Schritte kénnen variieren, je nachdem, welche Einstellungen fur
den Storage Center-Benutzer in Enterprise Manager festgelegt sind.

a. Geben Sie den Namen und die GroRe fur das neue Volume ein, wahlen Sie den Volume-Ordner
aus, und klicken Sie auf Next (Weiter).

b. Wahlen Sie bei Bedarf den zu verwendenden Seitenpool fur die Erstellung des Volumes aus, und
klicken Sie auf Next (Weiter).
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c. Wahlen Sie bei Bedarf das Speicherprofil fur das Volume aus, und klicken Sie auf Next (Weiter).

ANMERKUNG: Dell empfiehlt, flr die Mehrheit der Volumes das Profil ,Recommended (All
Tiers)" (Empfohlen (Alle Schichten)) zu verwenden.
d. Wahlen Sie bei Bedarf ein Replay-Profil fir das Volume aus, und klicken Sie auf Next (Weiter).
e. Geben Sie die LUN fUr die Zuweisung des Volumes an, und klicken Sie auf Next (Weiter).
f. Wahlen Sie bei Bedarf die Dateisystemversion aus, und klicken Sie auf Next (Weiter).
Wahlen Sie bei Bedarf das Protokoll fir die Zuweisung aus, und klicken Sie auf Next (Weiter).
Geben Sie einen Namen fur den Datenspeicher ein, und wahlen Sie einen Bestandsspeicherort aus.
Falls die Dateisystemversion VMFS-3 lautet, wahlen Sie die maximale DateigroRe und BlockgroRe fur
den Datenspeicher aus.
(Optional) Wahlen Sie Create Replication/Live Volume (Replikationen/Live Volume erstellen), wenn
Sie die Volume-Daten auf ein zweites Storage Center replizieren méchten und ermdéglichen Sie, dass
beide Storage Center |/O-Anfragen fur das Volume verarbeiten konnen. Weitere Informationen
finden Sie unter Live Volume-Vorgange.
Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.

10. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Hinzufligen von Speicher
Datenspeichereigenschaften
Dateisystemversion

Hosts und Cluster
Zuweisungs-LUN
Seitenpoolauswahl
Protokollauswahl

Replay-Profil
Storage Center

Speicherprofil
Volume

Zuweisen eines vorhandenen Dell Volumes als Datenspeicher

Ein vorhandenes Dell Volume kann unter Verwendung des vSphere Web Client Plugin als Datenspeicher
zugewiesen werden.

1

Wahlen Sie ein Objekt aus dem Bestand aus, das als Ubergeordnetes Objekt eines Datenspeichers
fungieren kann:

+ Datacenter
¢ Host
e Cluster

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fir Dell Speicher) — Add
Datastore (Datenspeicher hinzufiigen) aus.

Der Assistent Add Datastore (Datenspeicher hinzufligen) wird aufgerufen.

Wahlen Sie bei Bedarf einen oder mehrere Hosts aus, dem/denen Sie das neue Volume zuweisen
mochten, und klicken Sie auf Next (Weiter).

Wahlen Sie das Storage Center und/oder den aktiven Controller aus, das/der das zuzuweisende
Volume enthalt, und klicken Sie auf Next (Weiter).
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10.

ANMERKUNG: Die Option zur Auswahl des aktiven Controllers ist nicht verflgbar, wenn der
Storage Center-Benutzer in Enterprise Manager nur Uber Volume Manager-Berechtigungen
verfugt.

Wahlen Sie Map Existing Dell Volume (Vorhandenes Dell Volume zuweisen) aus, und klicken Sie auf
Next (Weiter).

a.

Machen Sie ein vorhandenes Dell Volume ausfindig, das als Datenspeicher zugewiesen werden
soll, wahlen Sie es aus, und klicken Sie auf Next (Weiter).

% ANMERKUNG: Das Dell Volume muss ein VMFS-Volume sein.

b. Geben Sie die LUN fur die Zuweisung des Volumes an, und klicken Sie auf Next (Weiter).

Wahlen Sie bei Bedarf das Protokoll fir die Zuweisung aus, und klicken Sie auf Next (Weiter).

Geben Sie einen Namen fur den Datenspeicher an. StandardmaRig wird der Name des Dell Volumes
verwendet.

Um den Namen des Datenspeichers zu andern, deaktivieren Sie das Kontrollkastchen Keep
existing datastore name (Vorhandenen Datenspeichernamen beibehalten) und geben Sie einen

neuen Namen in das Feld Datastore name (Datenspeichername) ein.

¢ Um das Dell Volume umzubenennen, damit es mit dem neuen Datenspeichernamen
Ubereinstimmt, markieren Sie das Kontrollkastchen Rename volume to match datastore name
(Volume-Name auf Datenspeichername abandern).

(Optional) Wahlen Sie Create Replication/Live Volume (Replikationen/Live Volume erstellen), wenn

Sie die Volume-Daten auf ein zweites Storage Center replizieren méchten und erméglichen Sie, dass

beide Storage Center I/O-Anfragen fUr das Volume verarbeiten kébnnen. Weitere Informationen

finden Sie unter Live Volume-Vorgange.

Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.

Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Hinzufligen von Speicher
Datenspeichereigenschaften
Hosts und Cluster
Zuweisungs-LUN
Protokollauswahl
Auswahlen eines Volumes

Storage Center

Hinzufligen mehrerer Datenspeicher

Verwenden Sie den Assistenten Add Multiple Datastores (Mehrere Datenspeicher hinzufligen), um Dell
Speicher als Datenspeicher hinzuzuflgen.

Info liber diese Aufgabe
Wenn Sie mehrere Datenspeicher hinzufluigen, erstellen Sie mehrere Dell Volumes auf dem Storage
Center. Weitere Informationen zu Dell Volumes finden Sie unter Einfuhrung in Dell Speicher.

Schritte

1

26

Wahlen Sie ein Objekt aus dem Bestand aus, das als Ubergeordnetes Objekt von Datenspeichern
fungieren kann:

« Datacenter
e Host
e Cluster

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fur Dell Speicher) — Add
Multiple Datastores (Mehrere Datenspeicher hinzufligen) aus.
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8.

Der Assistent Add Datastores (Datenspeicher hinzuflgen) wird aufgerufen.

a. Wahlen Sie bei Bedarf einen oder mehrere Hosts aus, dem/denen Sie das neue Volume zuweisen
mochten, und klicken Sie auf Next (Weiter).

b. Wahlen Sie das Storage Center und/oder den aktiven Controller fir die Volume-Erstellung aus,
und klicken Sie auf Next (Weiter).

ANMERKUNG: Die Option zur Auswahl des aktiven Controllers ist nicht verflgbar, wenn der
Storage Center-Benutzer in Enterprise Manager nur Uber Volume Manager-Berechtigungen
verfugt.

c. Geben Sie den Namen und die GréRe fur das neue Volume ein, wahlen Sie den Volume-Ordner
aus, und klicken Sie auf Next (Weiter).

ANMERKUNG: Die folgenden Schritte kdnnen variieren, je nachdem, welche Einstellungen
fur den Storage Center-Benutzer in Enterprise Manager festgelegt sind.

d. Wahlen Sie bei Bedarf den zu verwendenden Seitenpool fur die Erstellung des Volumes aus, und
klicken Sie auf Next (Weiter).

e. Wahlen Sie bei Bedarf das Speicherprofil fur das Volume aus, und klicken Sie auf Next (Weiter).

ANMERKUNG: Dell empfiehlt, fUr die Mehrheit der Volumes das Profil ,Recommended (All
Tiers)" (Empfohlen (Alle Schichten)) zu verwenden.
f. Wahlen Sie bei Bedarf ein Replay-Profil fur das Volume aus, und klicken Sie auf Next (Weiter).
g. Geben Sie die LUN fUr die Zuweisung des Volumes an, und klicken Sie auf Next (Weiter).

ANMERKUNG: Die Zuweisung von LUNs fur mehrere Datenspeicher beginnt bei der
angegebenen LUN und wird dann schrittweise unter Verwendung der verfigbaren LUNs
fortgesetzt.

h. Wahlen Sie bei Bedarf die Dateisystemversion aus, und klicken Sie auf Next (Weiter).

i. Wahlen Sie bei Bedarf das Protokoll fUr die Zuweisung aus, und klicken Sie auf Next (Weiter).

Geben Sie einen Namen fur den Datenspeicher ein, und wahlen Sie einen Bestandsspeicherort aus.
Falls die Dateisystemversion VMFS-3 lautet, wahlen Sie die maximale DateigréfRe und BlockgroRe flr
den Datenspeicher aus.

Klicken Sie auf Next (Weiter).

Die Seite Create Multiple Datastores (Erstellen mehrerer Datenspeicher) wird gedffnet.

Geben Sie die Anzahl der zu erstellenden Datenspeicher sowie die Zahl ein, ab der die
Nummerierung von Volume-Namen und Datenspeichernamen beginnen soll.

(Optional) Wahlen Sie einen Datenspeicher aus, und klicken Sie auf Edit (Bearbeiten), um das
Dialogfeld Datastore Properties (Datenspeichereigenschaften) aufzurufen, in dem Sie Volume-
Name, Datenspeichername und DatenspeichergroRe andern kdnnen.

Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Datenspeichereigenschaften
Dateisystemversion

Hosts und Cluster
Zuweisungs-LUN

Erstellen mehrerer Datenspeicher
Seitenpoolauswahl
Protokollauswahl

Replay-Profil
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Storage Center

Speicherprofil
Volume

Hinzuflugen eines RDM zu einer virtuellen Maschine

Mithilfe des Assistenten Add Dell Storage (Dell Speicher hinzuftigen) kdnnen Sie einer virtuellen Maschine
ein Rohgerat (RDM) hinzuftigen.

Hinzufligen eines RDM unter Verwendung eines neuen Dell Volumes

Ein RDM kann unter Verwendung des vSphere Web Client Plugin erstellt und einer virtuellen Maschine
zugewiesen werden.

1. Wahlen Sie die virtuelle Maschine, der Sie ein RDM hinzufligen méchten, aus dem Bestand aus.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) — Add
Raw Device (Rohgerét hinzufligen) aus.

Der Assistent Add Storage (Speicher hinzuflgen) wird gestartet.

3. Wahlen Sie Add New Raw Device Mapping to Virtual Machine (Neues Rohgerat zu virtueller
Maschine hinzuflgen) aus und dann einen virtuellen Gerateknoten.

4. Klicken Sie auf Next (Weiter).
Die Seite Storage Center wird angezeigt.

5. Wahlen Sie das Storage Center und/oder den aktiven Controller fur die Volume-Erstellung aus, und
klicken Sie auf Next (Weiter).

ANMERKUNG: Die Option zur Auswahl des aktiven Controllers ist nicht verfligbar, wenn der
Storage Center-Benutzer in Enterprise Manager nur Uber Volume Manager-Berechtigungen
verfugt.
6. Wahlen Sie bei Bedarf einen oder mehrere Hosts aus, dem/denen Sie das neue Dell Volume zuweisen
mochten, und klicken Sie auf Next (Weiter).
7. Wabhlen Sie Create New Dell Volume (Neues Dell Volume erstellen) aus, und klicken Sie auf Next
(Weiter).
ANMERKUNG: Die folgenden Schritte kdnnen variieren, je nachdem, welche Einstellungen fur
den Storage Center-Benutzer in Enterprise Manager festgelegt sind.

a. Geben Sie den Namen und die GréRe fur das neue Volume ein, wahlen Sie den Volume-Ordner
aus, und klicken Sie auf Next (Weiter).

b. Wahlen Sie bei Bedarf den zu verwendenden Seitenpool fur die Erstellung des Volumes aus, und
klicken Sie auf Next (Weiter).
c. Wahlen Sie ein Speicherprofil fur das Volume aus, und klicken Sie auf Next (Weiter).

ANMERKUNG: Dell empfiehlt, fir die Mehrheit der Volumes das Profil ,Recommended (All
Tiers)" (Empfohlen (Alle Schichten)) zu verwenden.
d. Wahlen Sie bei Bedarf ein Replay-Profil fir das Volume aus, und klicken Sie auf Next (Weiter).
e. Wahlen Sie die LUN fur die Zuweisung des Volumes aus, und klicken Sie auf Next (Weiter).

8. Wahlen Sie bei Bedarf das Protokoll fir die Zuweisung aus, und klicken Sie auf Next (Weiter).

9. Wahlen Sie den Kompatibilitdtsmodus fur das Rohgerat aus, und klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.

10. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Hinzufugen von Speicher
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Kompatibilitatsmodus
Geratekonfiguration
Datenspeichereigenschaften
Hostauswahl
Zuweisungs-LUN
Seitenpoolauswahl
Protokollauswahl
Replay-Profil

Storage Center

Speicherprofil
Volume

Hinzufligen eines RDM unter Verwendung eines vorhandenen Dell Volumes

Ein RDM kann anhand eines vorhandenen Dell Volumes unter Verwendung des vSphere Web Client
Plugin einer virtuellen Maschine zugewiesen werden.

1. Wahlen Sie die virtuelle Maschine, der Sie ein RDM hinzufligen méchten, aus dem Bestand aus.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) — Add
Raw Device (Rohgerét hinzufligen) aus.

Der Assistent Add Storage (Speicher hinzufugen) wird gestartet.

3. Wahlen Sie Add New Raw Device Mapping to Virtual Machine (Neues Rohgerat zu virtueller
Maschine hinzuflgen) aus und dann einen virtuellen Gerateknoten.

4. Klicken Sie auf Next (Weiter).
Die Seite Storage Center wird angezeigt.

5. Wahlen Sie das Storage Center und/oder den aktiven Controller fur die Volume-Erstellung aus, und
klicken Sie auf Next (Weiter).

ANMERKUNG: Die Option zur Auswahl des aktiven Controllers ist nicht verfligbar, wenn der
Storage Center-Benutzer in Enterprise Manager nur Uber Volume Manager-Berechtigungen
verfugt.

6. Wahlen Sie bei Bedarf einen oder mehrere Hosts aus, dem/denen Sie das neue Dell Volume zuweisen
mochten, und klicken Sie auf Next (Weiter).

7. Wahlen Sie Map Existing Dell Volume (Vorhandenes Dell Volume zuweisen) aus, und klicken Sie auf
Next (Weiter).

8. Machen Sie ein vorhandenes Dell Volume ausfindig, das als Rohgerat hinzugeflgt werden soll,
wahlen Sie es aus, und klicken Sie auf Next (Weiter).

9. Wahlen Sie die LUN fur die Zuweisung des Volumes aus, und klicken Sie auf Next (Weiter).

10. Wahlen Sie bei Bedarf das Protokoll fur die Zuweisung aus, und klicken Sie auf Next (Weiter).

11. Wahlen Sie den Kompatibilitatsmodus flr das Rohgerat aus, und klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.

12. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Hinzufugen von Speicher
Kompatibilitatsmodus
Geratekonfiguration
Hostauswahl

Zuweisungs-LUN
Protokollauswahl

Storage Center
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Auswahlen eines Volumes
Volume

Zuweisen eines vorhandenen RDM zu zusatzlichen Hosts oder Clustern

Ein RDM kann unter Verwendung des vSphere Web Client Plugin zusatzlichen Hosts oder Clustern
zugewiesen werden.

1. Wahlen Sie die virtuelle Maschine aus dem Bestand aus, die das Rohgerat enthalt, das Sie
zusatzlichen Hosts und/oder Clustern zuweisen moéchten.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fir Dell Speicher) — Add
Raw Device (Rohgerét hinzufiigen) aus.

Der Assistent Add Dell Storage (Dell Speicher hinzufligen) wird gestartet.

3. Wahlen Sie Map Existing Raw Device Mapping to Hosts and Clusters (Vorhandenes Rohgerat Hosts
und Clustern zuweisen) aus, und klicken Sie auf Next (Weiter).

Die Seite RDM Selection (RDM-Auswahl) wird angezeigt.

4. Wahlen Sie das Rohgerat aus, das zusatzlichen Hosts und/oder Clustern zugewiesen werden soll,
und klicken Sie auf Next (Weiter).

Die Seite Host Selection (Host-Auswahl) wird angezeigt.

5. Wahlen Sie einen oder mehrere Hosts oder Cluster aus, denen Sie das vorhandene Dell Volume
zuweisen mochten, und klicken Sie auf Next (Weiter).

Die Seite Protocol Selection (Protokoll-Auswahl) wird angezeigt.

6. Wahlen Sie das Protokoll fur die Zuweisung aus, und klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.

7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Geratekonfiguration
Hostauswahl
Protokollauswahl
Auswahlen eines Rohgerats

Anpassen der GroR3e eines Datenspeichers oder RDM

Mithilfe der Assistenten Resize Datastore (DatenspeichergréRe anpassen) bzw. Extend Raw Device
Mapping (Rohgerat erweitern) kébnnen Sie die Kapazitat eines Datenspeichers bzw. eines RDM erhéhen.

Anpassen der GroRe eines Datenspeichers

Die GroRe eines Datenspeichers kann unter Verwendung des vSphere Web Client Plugin angepasst
werden.

1. Wahlen Sie einen Datenspeicher aus dem Bestand aus.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) — Resize
Datastore (DatenspeichergréBe anpassen)aus.

Der Assistent Resize Datastore Storage (DatenspeichergrofRe anpassen) wird gestartet.

3. Geben Sie die neue GroRe fur den Datenspeicher in das Feld Resize to (Anpassen auf) ein, und
wahlen Sie die MalReinheit aus dem Drop-down-MenU Storage Size Type (SpeichergréoRentyp) aus.

4. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
5. Klicken Sie auf Finish (Fertigstellen).
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Verwandte Links
Anpassen der GréRe eines Datenspeichers

Erweitern eines RDM

Ein RDM kann unter Verwendung des vSphere Web Client Plugin neu dimensioniert (erweitert) werden.

1. Wahlen Sie eine virtuelle Maschine aus dem Bestand aus, fur das ein RDM erweitert werden soll.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Extend Raw Device (Rohgerét erweitern) aus.

Der Assistent Extend Datastore RDM (Datenspeicher-RDM erweitern) wird gestartet.
3.  Wahlen Sie das zu erweiternde RDM aus.
4. Klicken Sie auf Next (Weiter).

Die Seite Expansion Size (Erweiterungsgrofie) wird angezeigt.

5. Geben Sie die neue GroRe fur das RDM in das Feld Extend to (Erweitern auf) ein, und wahlen Sie die
MaReinheit aus dem Drop-down-Menu Storage Size Type (SpeichergréfRentyp) aus.

6. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Auswahlen eines RDM
Erweitern der RDM-GréRe

Entfernen eines Datenspeichers oder RDM

Mit dem Assistenten Remove Storage (Speicher entfernen) kdnnen Sie einen Datenspeicher oder ein
RDM entfernen.

Entfernen eins VMFS-Datenspeichers

Ein VMFS-Datenspeicher kann unter Verwendung des vSphere Web Client Plugin entfernt werden.

1. Wahlen Sie ein Objekt aus dem Bestand aus, das als Ubergeordnetes Objekt eines Datenspeichers
fungieren kann:

+ Datacenter
¢ Host
e Cluster
2. Wahlen Sie einen Datenspeicher aus dem Bestand aus.

3. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Remove Datastore (Datenspeicher entfernen) aus.

Die Seite Remove Datastores (Datenspeicher entfernen) wird angezeigt. StandardmaRig ist die
Registerkarte ,VMFS" ausgewanhlt.

4. Klicken Sie, um die zu entfernenden Datenspeicher auszuwahlen. Um alle Datenspeicher
auszuwahlen, klicken Sie auf Choose All (Alle auswahlen).

5. Wahlen Sie eine Aufbewahrungsoption fur den Datenspeicher aus.
6. Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
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Volume-Aufbewahrung

Entfernen eines RDM

Ein RDM kann unter Verwendung des vSphere Web Client Plugin entfernt werden.

1. Wahlen Sie eine virtuelle Maschine aus dem Bestand aus, fur die ein RDM entfernt werden soll.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Remove Raw Device (Rohgerit entfernen) aus.

Der Assistent Remove Storage (Speicher entfernen) wird gestartet.
3. Wahlen Sie ein oder mehrere zu entfernende RDMs aus.
4. Klicken Sie auf Next (Weiter).

Die Seite Volume Retention (Volume-Aufbewahrung) wird angezeigt.
5. Wahlen Sie eine Aufbewahrungsoption flr die Rohgerate aus.
6. Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Auswahlen eines Rohgerats
Volume-Aufbewahrung

Erstellen und Verwalten von NFS-Datenspeichern

Mit dem vSphere Web Client Plugin kénnen Sie NFS-Exporte auf NAS-Volumes erstellen und verwalten,
die ESX/ESXi-Hosts oder Clustern als NFS-Datenspeicher zugewiesen sind.

Sie kdnnen NFS-Datenspeicher wie folgt erstellen:

* Verwenden eines neuen oder vorhandenen NAS-Volumes und Erstellen eines neuen NFS-Exports im
FluidFS-Cluster

* Verwenden eines vorhandenen NFS-Exports im FluidFS-Cluster
In den folgenden Abschnitten wird die Erstellung und Verwaltung von NFS-Datenspeichern beschrieben:

o Erstellen eines neuen NFS-Datenspeichers

e Hinzuflugen eines NFS-Datenspeichers unter Verwendung eines vorhandenen NFS-Exports

o Entfernen von NFS-Datenspeichern

Erstellen eines neuen NFS-Datenspeichers
Ein NFS-Datenspeicher kann unter Verwendung des vSphere Web Client Plugin erstellt werden.

1. Wahlen Sie ein Objekt aus dem Bestand aus, das als Ubergeordnetes Objekt eines Datenspeichers
fungieren kann:

« Datacenter
¢ Host
e Cluster

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fir Dell Speicher) — Add
Datastore (Datenspeicher hinzufiigen) aus.
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Der Assistent Add Datastore (Datenspeicher hinzufligen) wird gestartet und die Seite Select Type
(Typ auswahlen) wird angezeigt.
3.  Wahlen Sie NFS aus, und klicken Sie auf Next (Weiter).

4. Wabhlen Sie einen oder mehrere Hosts aus, dem/denen Sie den NFS-Export zuweisen mochten, und
klicken Sie auf Next (Weiter).

5. Wahlen Sie den FluidFS-Cluster fur die Volume-Erstellung aus, und klicken Sie auf Next (Weiter).

6. Wahlen Sie Create a New NFS Datastore (Neuen NFS-Datenspeicher erstellen) aus, und klicken Sie
auf Next (Weiter).

7. Geben Sie den Namen fur das neue Volume ein, wahlen Sie den Volume-Ordner unter ,Inventory
Location” (Bestandsspeicherort) aus, und klicken Sie auf Next (Weiter).

Daraufhin wird die Seite Datastore Properties (Datenspeichereigenschaften) angezeigt.
8. Geben Sie einen Wert fur die GroRe an. Wahlen Sie die Einheit aus dem Drop-down-MenU aus.
9. Wahlen Sie eine Ordneroption aus:

e Create a New NAS Volume Folder (Neuen NAS-Volume-Ordner erstellen) — StandardmaRig wird
der Ordnername aus dem von lhnen eingegebenen Datenspeichernamen abgeleitet.

e Use Existing NAS Volume Folder (Vorhandenen NAS-Volume-Ordner verwenden) — Navigieren
Sie zu dem gewdunschten Ordner.

10. Geben Sie die FluidFS-Cluster-VIP in das Feld FluidFS Cluster VIP or DNS Name (FluidFS-Cluster-VIP
oder DNS-Name) ein.

11. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
12. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Add Storage (Hinzuflgen von Speicher) — NFS
Hosts und Cluster
NFS Exports (NFS-Exporte)

Hinzufligen eines NFS-Datenspeichers unter Verwendung eines
vorhandenen NFS-Exports

Sie kdnnen einen neuen NFS-Datenspeicher unter Verwendung eines vorhandenen NFS-Exports im
FluidFS-Cluster erstellen.

1. Wahlen Sie ein Objekt aus dem Bestand aus, das als Ubergeordnetes Objekt eines Datenspeichers
fungieren kann:

« Datacenter
e Host
e Cluster

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) — Add
Datastore (Datenspeicher hinzufligen) aus.

Der Assistent Add Datastore (Datenspeicher hinzufligen) wird gestartet und die Seite Select Type
(Typ auswahlen) wird angezeigt.

3. Wahlen Sie NFS aus, und klicken Sie auf Next (Weiter).

4. Wahlen Sie einen oder mehrere Hosts aus, dem/denen Sie den NFS-Export zuweisen mochten, und
klicken Sie auf Next (Weiter).

5. Wahlen Sie den FluidFS-Cluster fur die Volume-Erstellung aus, und klicken Sie auf Next (Weiter).

6. Wahlen Sie Map an Existing NFS Export (Vorhandenen NFS-Export zuweisen) aus, und klicken Sie auf
Next (Weiter).
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7. Wahlen Sie einen NFS-Export aus der Liste der verfugbaren NFS-Exporte aus.

8. Geben Sie einen Wert in das Feld FluidFS Cluster VIP or DNS Name (FluidFS-Cluster-VIP oder DNS-

Name) ein.
9. Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
10. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Speicher hinzufugen — NFS
Hosts und Cluster
NFS Exports (NFS-Exporte)

Entfernen von NFS-Datenspeichern
Ein NFS-Datenspeicher kann unter Verwendung des vSphere Web Client Plugin entfernt werden.

1. Wahlen Sie ein Objekt aus dem Bestand aus, das als Ubergeordnetes Objekt eines Datenspeichers
fungieren kann:

« Datacenter
¢ Host
e Cluster

2. Wahlen Sie einen NFS-Datenspeicher aus dem Bestand aus, und klicken Sie mit der rechten
Maustaste auf dessen Namen.

3. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Remove Datastore (Datenspeicher entfernen) aus.

Die Seite Remove Datastores (Datenspeicher entfernen) wird angezeigt. StandardmaRig ist die
Registerkarte ,VMFS" ausgewahlt.

4. Wahlen Sie ggf. NFS aus, um die NFS-Datenspeicher anzuzeigen.

5. Klicken Sie, um die zu entfernenden Datenspeicher auszuwahlen. Um alle Datenspeicher
auszuwahlen, klicken Sie auf Choose All (Alle auswahlen).

6. (Optional) Wahlen Sie Delete NFS Exports for selected datastores (NFS-Exporte fUr ausgewahlte
Datenspeicher l&schen) aus.

7. (Optional) Wahlen Sie Delete volumes for selected datastores if possible (Volumes fur ausgewahlte

Datenspeicher nach Méglichkeit loschen) aus.
8. Klicken Sie auf OK.

Konfigurieren, Erstellen und Wiederherstellen von
Replays

Das Dell Storage vSphere Web Client Plugin ermoglicht Ihnen die Konfiguration von Data Instant Replay,

die Erstellung von Replays, die Ablaufinitiierung von Replays und die Wiederherstellung von Daten anhand

von Replays.

% ANMERKUNG: Welche Optionen bei der Konfiguration, Erstellung und Wiederherstellung von
Replays angezeigt werden, ist von den Volume-Einstellungen des Enterprise Manager-Benutzers
abhangig, die im vSphere Web Client Plugin definiert sind.

% ANMERKUNG: Replays gelten nur fir Volumes, die als VMFS-Datenspeicher bereitgestellt sind, und
nicht fur NFS-Datenspeicher.

In den folgenden Abschnitten wird die Konfiguration und Verwaltung von Replays beschrieben:
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« Konfigurieren von Data Instant Replay

* Erstellen eines Replay

e |nitiieren des Ablaufs von Replay

o Wiederherstellen von Daten anhand eines Replay

Konfigurieren von Data Instant Replay

Das Konfigurieren von Data Instant Replay entspricht der Zuweisung eines Replay-Profils zu einem
Datenspeicher (Dell Volume) oder zu allen einer virtuellen Maschine zugeordneten Volumes, um einen
Zeitplan fur die automatische Replays-Erstellung einzurichten.

Es stehen nur Replay-Profile zur Auswahl zur Verfligung, die bereits auf dem Storage Center definiert
sind. Anweisungen zum Erstellen oder Andern von Replay-Profilen finden Sie im Storage Center System
Manager Administrator's Guide (Administratorhandbuch fur Storage Center System Manager) bzw. im
Enterprise Manager Administrator's Guide (Administratorhandbuch fur Enterprise).

Konfigurieren von Data Instant Replay fir einen Datenspeicher

Data Instant Replay kann unter Verwendung des vSphere Web Client Plugin fur einen Datenspeicher
konfiguriert werden.

1. Wahlen Sie einen Datenspeicher aus dem Bestand aus.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Configure Data Instant Replay (Data Instant Replay konfigurieren) aus.

Der Assistent Configure Data Instant Replay (Data Instant Replay konfigurieren) wird gestartet.

3. Wahlen Sie ein oder mehrere Replay-Profile aus, die auf den Datenspeicher angewendet werden
sollen.

4. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.
5. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Replay-Profil

Konfigurieren von Data Instant Replay fiir RDMs auf einer virtuellen Maschine

Data Instant Replay kann unter Verwendung des vSphere Web Client Plugin fur ein RDM konfiguriert
werden.

1. Wahlen Sie eine virtuelle Maschine aus dem Bestand aus.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Configure Data Instant Replay (Data Instant Replay konfigurieren) aus.

Der Assistent fur Configure Data Instant Replay (Data Instant Replay konfigurieren) wird gestartet.
Wenn die VM Uber mehrere RDMs verfugt, zeigt der Assistent fur jeden RDM eine Seite an.

3. Wahlen Sie ein oder mehrere Replay-Profile aus, die auf das RDM angewendet werden sollen, und
klicken Sie auf Next (Weiter).

Falls die VM uber mehrere RDMs verfugt, wiederholen Sie Schritt 2 entsprechend. Wenn alle RDMs
konfiguriert sind, wird die Seite Ready to Complete (Bereit fUr Fertigstellung) angezeigt.

4. Klicken Sie auf Finish (Fertigstellen).

Verwandte Links
Replay-Profil
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Erstellen eines Replay

Zusatzlich zu den geplanten Replay, die automatisch auf der Grundlage eines Replay-Profils erstellt
werden, kénnen Sie spontane (ungeplante) Replay erstellen. Bei der Replay-Erstellung haben Sie die
Moglichkeit, einen Ablaufzeitpunkt anzugeben. Wenn Sie ein Replay erstellen und dabei die Option Never
Expire (Kein autom. Ablauf) aktivieren, verbleibt das Replay solange im Storage Center, bis es manuell fur
den Ablauf konfiguriert wird.

Erstellen eines Replay eines Datenspeichers

Ein Replay eines Datenspeichers kann unter Verwendung des vSphere Web Client Plugin erstellt werden.

1. Wahlen Sie den Datenspeicher aus, fUr den ein Replay erstellt werden soll.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Create Replay (Replay erstellen) aus.

Der Assistent Create Replay (Replay erstellen) wird gestartet.

3. Geben Sie einen Zeitpunkt fur den Ablauf des Replay an. Wenn das Replay nicht ablaufen soll,
markieren Sie das Kontrollkastchen Never Expire (Kein autom. Ablauf).

4. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.
5. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Replay-Profil

Erstellen von Replay von RDM-Volumes, die einer virtuellen Maschine zugeordnet sind

Ein Replay eines RDM, das einer virtuellen Maschine zugeordnet ist, kann unter Verwendung des vSphere
Web Client Plugin erstellt werden.

1. Wahlen Sie die virtuelle Maschine aus, fur die ein Replay erstellt werden soll.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Create Replay (Replay erstellen) aus.

Der Assistent Create Replay (Replay erstellen) wird gestartet.

3. Geben Sie einen Zeitpunkt fur den Ablauf des Replay an. Wenn das Replay nicht ablaufen soll,
markieren Sie das Kontrollkastchen Never Expire (Kein autom. Ablauf).

4. Klicken Sie auf Next (Weiter).
Die Seite Snapshot Options (Snapshot-Optionen) wird angezeigt.

5. Wenn Sie vor der Replay-Erstellung einen temporaren VMware-Snapshot erstellen médchten,
markieren Sie das Kontrollkastchen Create Temporary VMware Snapshot (Temporaren VMware-
Snapshot erstellen).

6. Wenn das Kontrollkastchen Create Temporary VMware Snapshot (Temporaren VMware-Snapshot
erstellen) markiert ist, geben Sie an, ob der Maschinenspeicher eingeschlossen werden soll, und/oder
ob die Dateisysteme stillgelegt werden sollen.

7. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
8. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Replay-Eigenschaften
Snapshot-Optionen
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Initiieren des Ablaufs von Replay

Bei der Erstellung eines Replay wird dem Replay ein Ablaufzeitpunkt zugewiesen. Sie kbnnen diesen
jedoch umgehen, indem Sie das Replay explizit ablaufen lassen. Durch das Initiieren des Ablaufs eines
Replay wird das Replay aus dem Storage Center entfernt.

Initileren des Ablaufs von Replays fiir einen Datenspeicher

Der Ablauf eines Replays eines Datenspeichers kann unter Verwendung des vSphere Web Client Plugin
initiiert werden.

1. Wahlen Sie den Datenspeicher aus, dessen Replays ablaufen sollen.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Expire Replay (Replay Ablauf initiieren) aus.

Der Assistent Expire Storage Center Replay (Storage Center-Replay-Ablauf initiieren) wird gestartet.
3. Wahlen Sie die Replays aus, deren Ablauf Sie initiieren mdchten.
4. Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
5. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Replay-Auswahl

Initiieren des Ablaufs von Replays von RDM-Volumes, die einer virtuellen Maschine
zugeordnet sind

Der Ablauf eines Replay eines RDM kann unter Verwendung des vSphere Web Client Plugin initiiert

werden.

1. Wahlen Sie die virtuelle Maschine aus, fur die der Ablauf von Datenspeicher-Replays initiiert werden
soll.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Expire Replay (Replay Ablauf initiieren) aus.

Der Assistent Expire Storage Center Replay (Storage Center-Replay-Ablauf initiieren) wird gestartet.
3. Wahlen Sie die Replays aus, deren Ablauf Sie initiieren mdchten.
4. Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.
5. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Replay-Auswahl
Wiederherstellen von Daten anhand eines Replay

Verwenden Sie den Assistenten ,Storage Center Replay Recovery” (Storage Center-Replay-
Wiederherstellung), um Daten anhand eines Storage Center-Replay wiederherzustellen. Im Assistenten
konnen Sie auswahlen, anhand von welchem Replay Sie Daten wiederherstellen méchten. AnschlieRend
wird das Replay zugewiesen, sodass Sie Daten fur die Wiederherstellung kopieren kénnen.
Wiederherstellen eines Datenspeichers anhand eines Storage Center-Replay

Ein Datenspeicher kann unter Verwendung des vSphere Web Client Plugin wiederhergestellt werden.
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Voraussetzungen
Es muss ein Replay des Datenspeichers vorhanden sein.

Schritte
1. Wahlen Sie den Datenspeicher aus, fur den Sie Daten wiederherstellen m&chten.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Recover VM Data from Replay (VM-Daten aus Replay wiederherstellen) aus.

Der Assistent Storage Center Replay Recovery (Storage Center-Replay-Wiederherstellung) wird
gestartet.

3. Wahlen Sie ein oder mehrere Replays aus, anhand derer Sie Daten wiederherstellen méchten.
% ANMERKUNG: Es kann nur ein Replay pro Volume ausgewahlt werden.

4. Klicken Sie auf Next (Weiter).
Die Seite Host Selection (Host-Auswahl) wird angezeigt.

5. Wahlen Sie den Host aus, der fUr den Zugang zum wiederhergestellten Datenspeicher verwendet
werden soll.

6. Klicken Sie auf Next (Weiter).
Daraufhin wird die Seite Datastore Name (Datenspeichername) angezeigt.
7. Geben Sie einen Namen und einen Speicherort fur den wiederhergestellten Datenspeicher an.
8. Klicken Sie auf Next (Weiter).
Daraufhin wird die Seite Mapping LUN (Zuweisungs-LUN) angezeigt.
9. Wahlen Sie die LUN fur die Zuweisung des wiederhergestellten Datenspeichers aus.
10. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
11. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Datenspeichername
Hostauswahl
Zuweisungs-LUN
Replay-Auswahl

Wiederherstellen eines RDM anhand eines Storage Center-Replay

Ein RDM kann unter Verwendung des vSphere Web Client Plugin wiederhergestellt werden.

Voraussetzungen
Es muss ein Replay des RDM vorhanden sein.

Schritte
1. Wahlen Sie die virtuelle Maschine aus, fur die das RDM wiederhergestellt werden soll.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replays — Recover VM Data from Replay (VM-Daten aus Replay wiederherstellen) aus.

Der Assistent Storage Center Replay Recovery (Storage Center-Replay-Wiederherstellung) wird
gestartet.

3. Wahlen Sie ein oder mehrere Replays aus, anhand derer Sie Daten wiederherstellen méchten.
4. Klicken Sie auf Next (Weiter).
Die Seite VM Selection (VM-Auswahl) wird angezeigt.

5. Wahlen Sie die virtuelle Maschine aus, die fUr den Zugang zu den wiederhergestellten Daten
verwendet werden soll.
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6. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Replay-Auswahl
VM-Auswahl

Erstellen und Verwalten von FluidFS NAS-Volume
Snapshots und Snapshot-Zeitplanen

Das Storage Center stellt eine bestimmte Kapazitat (NAS-Pool, bestehend aus den NAS-Volumes) fUr das
Dell Fluid File System (FluidFS) Cluster bereit. Beim Erstellen eines NFS-Datenspeichers (siehe Erstellen
und Verwalten von NFS-Datenspeichern), ein zugehdriges NAS-Volume wird im FluidFS-Cluster erstellt.
Der Pfad des NFS-Export-Ordners entspricht dem NAS-Volume und wird auf den ESXi-Host geladen.

Das vSphere Web Client-Plugin ermdéglicht die Erstellung und Verwaltung von Snapshots (dhnlich
Replays) der NAS-Volumes, die einem NFS-Datenspeicher zugeordnet sind und das Erstellen eines
Zeitplans fur das Erstellen, das Halten und Loschen der Snapshots.

Zu FluidFS NAS-Volume-Snapshots

NAS-Volume-Snapshots sind Momentaufnahmen von einem NAS-Volume und stehen fur die
Wiederherstellung von Daten bereit. NAS-Volume-Snapshots sind ahnlich der VMFS-Replays, mit der
Ausnahme, dass Replays als VMFS-Datenspeicher geladen werden und Snapshots als NFS-Datenspeicher
geladen werden Der erste Snapshot enthalt den gesamten Inhalt des NAS-Volume. Alle Snapshots, die
nach Abschluss dieser Baseline erstellt wurden, stellen nur die Anderungen seit dem vorherigen Snapshot
dar.

Mithilfe des Dell Storage vSphere Web Client Plugin kdnnen Sie:

» Erstellen Sie einen Snapshot fur ein zugewiesenes NAS-Volume fur den entsprechenden NFS-
Datenspeicher

* Zeigen Sie alle verfugbaren Snapshots des zugewiesenen NAS-Volume an

« Andern Sie den Namen und das Ablaufdatum des Snapshot

« Wahlen Sie einen oder mehrere Snapshots und léschen Sie sie

Uber FluidFS-NAS-Volume Snapshot-Zeitpline

Mit NAS-Volume Snapshot-Zeitplanen kdnnen Sie Snapshots in regelmaliigen Intervallen erstellen
(beispielsweise stundlich oder taglich), um eine umfassende Ansicht des Dateisystems in einem
bestimmten Zeitraum bereitzustellen.

Mithilfe des Dell Storage vSphere Web Client Plugin k&nnen Sie:

« Erstellen Sie einen Zeitplan, in dem der Name des Snapshot-Zeitplans, die Frequenz der erstellten
Snapshots und die Speicherdauer festgelegt werden. Die Haufigkeit und Speicherung kann in Minuten,
Stunden, Tagen oder Wochen angegeben werden.

« Wahlen und andern Sie den Namen des Snapshot-Zeitplans, die Haufigkeit und Aufbewahrungszeit
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¢ Wahlen Sie einen Snapshot-Zeitplan und l&schen Sie ihn

NAS-Volume Snapshots und Snapshot-Zeitpline

Dieser Abschnitt enthalt Anweisungen fur die Erstellung von on-demand NAS-Volume-Snapshots und fur
die Einrichtung von Zeitplanen, Snapshots in gleichmaRigen Zeitabstdanden aufzunehmen.

Erstellen von NAS-Volume-Snapshots

Sie kdnnen einen On-demand-Snapshot eines NAS-Volumes fUr einen zugeordneten Datenspeicher
erstellen und das Ablaufdatum fur den Snapshot einrichten.

Schritte
1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Snapshots — Create Snapshot (Snapshot erstellen) aus.

Der Assistent Create Snapshot (Snapshot erstellen) wird gestartet.

3. Geben Sie einen Namen fur den Snapshot ein. Namen kénnen maximal 230 Zeichen einschliellich
Sonderzeichen (Kleiner- oder GroRer-als-Zeichen, umgekehrter Schragstrich, Bindestrich,
Unterstrich, Ampersand-Zeichen, Tilde, Pluszeichen) enthalten. Als Best Practice geben Sie einen
Namen fur den Snapshot ein, der prazise und beschreibend ist.

ANMERKUNG: Wenn ein von Ihnen eingegebener Snapshot-Namen bereits vorhanden ist, wird
der Snapshot nicht erstellt, und die Meldung Snapshot name already exists (Snapshot-
Name bereits vorhanden) wird angezeigt.

4. (Optional) Wenn Sie ein Ablaufdatum flr den Snapshot einrichten médchten, wahlen Sie Enable

Expiration (Ablauf aktivieren) und ein Datum aus dem Kalender aus. Sie kénnen auch Stunden und
Minuten angeben.

Nachste Schritte

Auflerdem méchten Sie mdglicherweise auch einen Snapshot-Zeitplan einrichten, wenn Sie Snapshots
eines NAS-Volumes in gleichmaRigen Zeitabstanden erstellen méchten. Siehe Erstellen von NAS-Volume
Snapshot-Zeitplanen.

Erstellen von NAS-Volume Snapshot-Zeitpldnen

Richten Sie einen Snapshot-Zeitplan ein, um Snapshots eines NAS-Volumes in regelmaRligen Abstanden
wahrend eines festgelegten Zeitrahmens zu erstellen.

1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.
Wahlen Sie das NAS-Volume, fur das ein Snapshot erstellt werden soll.

3. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Snapshots — Create Snapshot Schedule (Snapshot-Zeitplan erstellen) aus.
Der Assistent Create Snapshot Schedule (Snapshot-Zeitplan erstellen) wird gestartet.

4. Geben Sie einen Namen fur den Snapshot-Zeitplan ein. Namen kdnnen maximal 230 Zeichen

einschliellich Sonderzeichen (Kleiner- oder GréRer-als-Zeichen, umgekehrter Schragstrich,
Bindestrich, Unterstrich, Ampersand-Zeichen, Tilde, Pluszeichen) enthalten.

5. Wahlen Sie Take Snapshot Every (Snapshot erstellen, alle), geben Sie einen numerischen Wert fur
Minuten, Stunden, Tagen oder Wochen ein und wahlen Sie die Snapshot-Haufigkeit Uber das
Dropdown-Menu.

6. Wahlen Sie alternativ Take Snapshot On (Snapshot erstellen am) zur Angabe eines Datums und zur
Erstellung eines Snapshot:

a. Wahlen Sie den oder die Wochentage aus.
b. Wahlen Sie die Uhrzeit.
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c. Geben Sie die Anzahl der Minuten ein, um jeden Snapshot eines NAS-Volumes zu versetzen.
Geben Sie optional einen Offset-Wert ein, um mit dem Erstellen eines Snapshots eine bestimmte
Anzahl von Minuten nach der vollen Stunde zu beginnen. Die Standardeinstellung ist null (0)
Minuten.

7. Wahlen Sie Retain Snapshot for (Snapshot aufbewahren fir), um anzugeben, wie lange Snapshots
gespeichert werden, bevor sie automatisch geldscht werden. Geben Sie einen numerischen Wert fur
Minuten, Stunden, Tagen oder Wochen ein und wéhlen Sie das Aufbewahrungsintervall aus dem
Dropdown-Menu aus.

8. Klicken Sie auf Next (Weiter).
Zusammenfassende Informationen zum Snapshot-Zeitplan werden angezeigt.

9. Klicken Sie auf Finish (Fertig stellen), um den Zeitplan einzurichten.

Snapshots fur das NAS-Volume werden erstellt und entsprechend der festgelegten Werte durch den
Zeitplan aufbewahrt. Sie kbnnen Zeitplanwerte nach Bedarf Uberarbeiten. Weitere Informationen finden
Sie unter Bearbeiten von NAS-Volume-Snapshot-Zeitplanen. Wenn Sie einen sofortigen (on-demand)
Snapshots erstellen mdéchten, siehe Erstellen von NAS-Volume-Snapshots.

Anzeigen von NAS- Volume-Snapshots und Zeitpldnen

Nach dem Erstellen von Snapshots oder Snapshot-Zeitplanen kdnnen Sie zusammenfassende
Informationen zu allen Snapshots oder Zeitplanen anzeigen, und zwar Uber die Registerkarte
.Uberwachen” unter Dell Storage.

Anzeigen von Snapshots auf der Registerkarte ,Uberwachen”

Fuhren Sie die folgenden Schritte aus, um zusammenfassende Informationen zu allen erstellten
Snapshots fur das ausgewahlte NAS-Volume anzuzeigen.
Schritte
1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.
Das vSphere Web Client-Plugin ladt Informationen fur den ausgewahlten Datenspeicher.

ANMERKUNG: Wenn zusammenfassende Informationen nicht flr den ausgewahlten NFS-
Datenspeicher angezeigt werden, stellen Sie sicher, dass Sie die korrekten
Anmeldeinformationen fur den vCenter Server und die Enterprise Manager-Konfiguration
bereitgestellt haben.

2. Klicken Sie auf die Registerkarte Monitor (Uberwachen).
3. Wahlen Sie Dell Storage (Dell Speicher) aus der Mendleiste aus.

Der NFS-Datenspeicher und das zugeordnete Volume werden in der Tabelle aufgefihrt, und die
Registerkarte General (Allgemein) ist standardmaRig ausgewahlt.

4. Klicken Sie auf die Registerkarte Snapshot.

Der vSphere Web Client-Plugin listet alle Snapshots fur das NAS-Volume auf und zeigt
Erstellungszeit, Ablaufdatum, Anzahl der Klone (falls vorhanden) und GrofR3e des Snapshots an.

Abbildung 12. Die Registerkarte ,Monitor” zeigt alle Snapshots fur das ausgewahlte NAS-Volume an Zeigt
ein Beispiel fur ein NAS-Volume mit drei erstellten Snapshots.
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Abbildung 12. Die Registerkarte ,Monitor” zeigt alle Snapshots fiir das ausgewahlte NAS-Volume an

Néachste Schritte
Sie k&nnen auch alle Snapshot-Zeitplane anhand der Registerkarte ,Monitor” (Uberwachen) anzeigen.
Siehe Anzeigen von Zeitplanen auf der Registerkarte ,Uberwachen”

Anzeigen von Zeitplanen auf der Registerkarte ,Uberwachen”
Fuhren Sie die folgenden Schritte aus, um zusammenfassende Informationen zu allen Snapshot-
Zeitplanen fur das ausgewahlte NAS-Volume anzuzeigen.
Schritte
1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.
Das vSphere Web Client-Plugin ladt Informationen flr den ausgewahlten Datenspeicher.

ANMERKUNG: Wenn zusammenfassende Informationen nicht fir den ausgewahlten NFS-
Datenspeicher angezeigt werden, stellen Sie sicher, dass Sie die korrekten
Anmeldeinformationen fur den vCenter Server und die Enterprise Manager-Konfiguration
bereitgestellt haben.
2. Klicken Sie auf die Registerkarte Monitor (Uberwachen).
3. Wahlen Sie Dell Storage (Dell Speicher) aus der Mendleiste aus.
Der NFS-Datenspeicher und das zugeordnete Volume werden in der Tabelle aufgeflhrt, und die
Registerkarte General (Allgemein) ist standardmaRig ausgewahlt.
4. Klicken Sie auf die Registerkarte Schedules (Zeitplane).
Das vSphere Web Client-Plugin listet alle Zeitplane fur das NAS-Volume auf und zeigt die Haufigkeit,
in der Snapshots erstellt werden und das Ablaufintervall.

Abbildung 13. Die Registerkarte ,Monitor” zeigt alle Zeitplane fir das ausgewdahlte NAS-Volume an Zeigt
ein Beispiel fur ein NAS-Volume mit drei Snapshot-Zeitplanen.
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Abbildung 13. Die Registerkarte ,Monitor” zeigt alle Zeitplane fur das ausgewahlte NAS-Volume an

Nachste Schritte
Sie k&nnen auch alle Snapshots anhand der Registerkarte ,Monitor” (Uberwachen) anzeigen. Siehe
Anzeigen von Snapshots auf der Registerkarte ,Uberwachen”.

Verwalten von NAS-Volume Snapshots und Snapshot-Zeitpldnen

In diesem Abschnitt wird beschrieben, wie Snapshots und Snapshot-Zeitplane geandert und geldscht
werden.

Bearbeiten von NAS-Volume-Snapshots

Sie k&nnen alle verflgbaren Snapshots eines NAS-Volumes anzeigen, und dann einen Snapshot fur die
Bearbeitung wahlen. Das Bearbeiten ermdglicht es Ihnen, den Snapshot-Namen und das Ablaufdatum zu
modifizieren.

Schritte

1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Snapshot — Edit Snapshot/Snapshot Schedule (Snapshot bearbeiten/Snapshot-Zeitplan) aus.
Der Assistent Edit Snapshot/Snapshot Schedule (Snapshot bearbeiten/Snapshot-Zeitplan) wird
gestartet.

3. Auf der Seite Edit Snapshot/Snapshot Schedule (Snapshot bearbeiten/Snapshot-Zeitplan), wahlen
Sie Snapshot und klicken auf Next (Weiter).

4. Wahlen Sie den Snapshot aus der Liste der Zeitplane in der Tabelle aus.

5. Bearbeiten Sie die aktuellen Informationen:

a. Wahlen Sie Im Feld Name, den entsprechenden zu bearbeitenden Namen und geben Sie einen
Uberarbeitet Namen ein.

b. Um automatisches Léschen des Snapshot zu verhindern, entfernen Sie die Markierung aus dem
Kontrollkastchen Enable Expiration (Ablauf aktivieren).

c. Zum Andern der Ablaufinformationen wahlen Sie ein neues Datum im Kalender und Uberarbeiten
den numerischen Wert fUr Stunden und Minuten. Der Standardwert ist 30 Minuten.

6. Klicken Sie auf Next (Weiter).
Ein Zusammenfassungsbildschirm zeigt die Details der vorgenommenen Anderungen.

7. Wenn Sie mit den Anderungen einverstanden sind, klicken Sie auf Finish (Fertig stellen). Andernfalls
klicken Sie auf Back (Zurtck) zur weiteren Bearbeitung.
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Nachste Schritte
Sie k&dnnen auch Anderungen an einem Snapshot vornehmen, den Sie erstellt haben. Siehe Bearbeiten
von NAS-Volume-Snapshot-Zeitplanen.

Bearbeiten von NAS-Volume-Snapshot-Zeitpldnen

Sie kdnnen alle verfugbaren Zeitplane flr NAS-Volume-Snapshots anzeigen und dann einen Snapshot-
Zeitplan far die Bearbeitung wahlen. ,Bearbeiten” ermdglicht das Andern des Snapshot-Zeitplannamens,
das Andern, wenn der Snapshot erstellt wird oder das Andern des Snapshot-Ablaufdatums.
Schritte
1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.
2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Snapshot — Edit Snapshot/Snapshot Schedule (Snapshot bearbeiten/Snapshot-Zeitplan) aus.
Der Assistent Edit Snapshot/Snapshot Schedule (Snapshot bearbeiten/Snapshot-Zeitplan) wird
gestartet.
3. Auf der Seite ,Edit Snapshot/Snapshot Schedule” (Snapshot bearbeiten/Snapshot-Zeitplan), wahlen
Sie Snapshot Schedule (Snapshot-Zeitplan) und klicken auf Next (Weiter).
4. Wahlen Sie den Snapshot-Zeitplan aus der Liste der Zeitplane in der Tabelle aus.
5. Bearbeiten Sie die aktuellen Informationen:
a. Wahlen Sie Take Snapshot Every (Snapshot erstellen, alle) und Uberarbeiten Sie den numerischen
Wert und das Intervall (Minuten, Stunden, Tage oder Wochen).
b. Wahlen Sie alternativ Take Snapshot On (Snapshot erstellen am) und andern Sie Wochentag,
Uhrzeit und Minuten, um einzelne Snapshots zu versetzen.

c. Um automatisches Léschen des Snapshot zu verhindern, entfernen Sie die Markierung aus dem
Kontrollkastchen Enable Expiration (Ablauf aktivieren).

d. Zum Andern von Ablaufinformationen Uberarbeiten Sie den numerischen Wert und das Intervall
(Minuten, Stunden, Tage oder Wochen).
6. Klicken Sie auf Next (Weiter).
Ein Zusammenfassungsbildschirm zeigt die Details der vorgenommenen Anderungen.

7. Wenn Sie mit den Anderungen einverstanden sind, klicken Sie auf Finish (Fertig stellen). Andernfalls
klicken Sie auf Back (Zurtick) zur weiteren Bearbeitung.

Néchste Schritte
Sie kédnnen auch Anderungen an einem Snapshot vornehmen, den Sie erstellt haben. Siehe Bearbeiten
von NAS-Volume-Snapshots.

Léschen von NAS- Volume-Snapshots

Sie kénnen alle verfligbaren Snapshots eines NAS-Volumes anzeigen, und dann einen oder mehrere
Snapshots wahlen und l&6schen.

Schritte

1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Snapshot — Delete Snapshot/Snapshot Schedule (Snapshot l6schen/Snapshot-Zeitplan) aus.
Der Assistent Delete Snapshot/Snapshot Schedule (Snapshot [6schen/Snapshot-Zeitplan) wird
gestartet.

3. Auf der Seite Delete Snapshot/Snapshot Schedule (Snapshot Léschen/Snapshot-Zeitplan), wahlen
Sie Snapshot und klicken auf Next (Weiter).

4. Wahlen Sie einen Snapshot oder mehrere Snapshots aus der Liste der Zeitplane in der Tabelle aus.
Zum Auswanhlen aller Snapshots in der Liste aktivieren Sie das Kontrollkastchen neben der
Spaltenuberschrift Snapshot Name.
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5. Klicken Sie auf Next (Weiter).

Ein Zusammenfassungsbildschirm gibt den Snapshot oder die Snapshots an, den/die Sie zum
Loschen ausgewahlt haben.

6. Klicken Sie auf Finish (Fertig stellen), um die Snapshots zu l&schen.

Nachste Schritte
Sie k&dnnen auch Snapshot-Zeitplane auswahlen und l6schen. Siehe Léschen von NAS-Volume-
Snapshot-Zeitplanen.

Léschen von NAS-Volume-Snapshot-Zeitpldnen

Sie kdnnen alle verfugbaren Snapshot-Zeitplane anzeigen und dann einen oder mehrere Zeitplane
wahlen und léschen.

Schritte

1. Wahlen Sie einen NFS-Datenspeicher in der Bestandsaufnahme.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Snapshot — Delete Snapshot/Snapshot Schedule (Snapshot l6schen/Snapshot-Zeitplan) aus.
Der Assistent Delete Snapshot/Snapshot Schedule (Snapshot l6schen/Snapshot-Zeitplan) wird
gestartet.

3. Auf der Seite Delete Snapshot/Snapshot Schedule (Snapshot L&schen/Snapshot-Zeitplan), wahlen
Sie Snapshot Schedule (Snapshot-Zeitplan) und klicken auf Next (Weiter).

4. Wahlen Sie einen Snapshot-Zeitplan oder mehrere Snapshot-Zeitplane aus der Liste der Zeitplane in
der Tabelle aus. Zum Auswahlen aller Snapshot-Zeitplane in der Liste aktivieren Sie das
Kontrollkastchen neben der Spaltentberschrift Snapshot Schedule Name (Name Snapshot-Zeitplan).

5. Klicken Sie auf Next (Weiter).

Ein Zusammenfassungsbildschirm gibt den Zeitplan oder die Zeitpldne an, den/die Sie zum Loschen
ausgewahlt haben.

6. Klicken Sie auf Finish (Fertig stellen), um die Zeitplane zu l&schen.

Nachste Schritte
Sie k&dnnen auch einen oder mehrere Snapshots auswahlen und l&schen. Siehe Loschen von NAS-
Volume-Snapshots.

Erstellen und Verwalten von Replikationen und Live
Volumes

Das Dell Storage vSphere Web Client Plugin unterstutzt zwei grundlegende Modelle fur die Migration von
Daten zwischen verschiedenen Storage Centern:

¢ Replikationen
¢ Live Volumes

Bei einer Replikation werden Volume-Daten von einem Storage Center auf ein anderes kopiert, um sie zu
schutzen. Ein Live Volume ist ein replizierendes Volume, das gleichzeitig einem Quell- und einem-Ziel-
Storage Center zugewiesen und aktiv sein kann.

Weitere Informationen zu diesen Konzepten finden Sie im Enterprise Manager Administrator’s Guide
(Enterprise Manager-Administratorhandbuch).
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Sie kénnen das Dell Storage vSphere Web Client Plugin fur das Hinzuflgen von Replikationen und Live
Volumes zu VMFS-Datenspeichern und RDMs auf Dell Speicher und fur deren Verwaltung verwenden. Sie
kénnen eine Replikation auch in ein Live Volume konvertieren und umgekehrt.

In den folgenden Abschnitten werden die Vorgange in Verbindung mit Replikationen und Live Volumes
beschrieben:

* Replikationsvorgange

e Live Volume-Vorgange

Replikationsvorgange

Mit dem vSphere Web Client Plugin kénnen Sie Replikationen fur Datenspeicher und RDMs hinzuftigen,
andern und entfernen.

In den folgenden Abschnitten wird die Erstellung und Verwaltung von Replikationen beschrieben:

+ Erstellen eines Datenspeichers oder einer RDM-Replikation

« Andern eines Datenspeichers oder einer RDM-Replikation

« Entfernen eines Datenspeichers oder einer RDM-Replikation

Erstellen eines Datenspeichers oder einer RDM-Replikation

Das Dell Storage vSphere Web Client Plugin bietet die Méglichkeit, Datenspeicher und RDM-
Replikationen zu erstellen.

Replizieren eines Datenspeichers
Eine Datenspeicherreplikation kann unter Verwendung des vSphere Web Client Plugin erstellt werden.
Voraussetzungen

Folgende Voraussetzungen mussen erfullt sein, wenn Sie iSCSI-Verbindungen fur Replikationen
verwenden:

» Das Ziel-Storage Center muss als iSCSI-Remote-System auf dem Quell-Storage Center definiert sein.

¢ Das Quell-Storage Center muss als iSCSI-Remote-Verbindung auf dem Ziel-Storage Center definiert
sein.

Informationen zum Konfigurieren von iSCSI-Verbindungen zwischen Storage Centern finden Sie im
Enterprise Manager Administrator's Guide (Enterprise Manager-Administratorhandbuch).

e Stellen Sie sicher, dass mindestens eine QoS-Definition (Quality of Service) fur die Replikation auf dem
Quell-Storage Center definiert ist. Informationen zum Erstellen von QoS-Definitionen finden Sie im
Enterprise Manager Administrator’s Guide (Enterprise Manager-Administratorhandbuch).

Schritte

1. Wahlen Sie den zu replizierenden Datenspeicher aus.

2. Wahlen Sie Actions (Aktionen) — Dell Storage Actions (Aktionen fur Dell Speicher) — Replications/
Live Volume (Replikationen/Live Volume) — Add (Hinzufligen) aus.

Der Assistent Add Replication/Live Volume (Replikation/Live Volume hinzufligen) wird gestartet.
3. Wahlen Sie das Ziel-Storage Center aus.
4. Klicken Sie auf Next (Weiter).

Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.
5. Geben Sie einen der folgenden Replikationstypen an:

e Replication, Asynchronous (Replikation, asynchron)
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8.

» Replication, Synchronous — High Availability (Replikation, synchron — Hohe Verflgbarkeit)
* Replication, Synchronous — High Consistency (Replikation, synchron — Hohe Konsistenz)
Legen Sie die weiteren Replikationseinstellungen sowie einen Zielspeicherort fest.

Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.

Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Replikationsoptionen
Storage Center fur Replikation

Replizieren eines RDM
Eine RDM-Replikation kann unter Verwendung des vSphere Web Client Plugin erstellt werden.

Voraussetzungen
Folgende Voraussetzungen mussen erfullt sein, wenn Sie iSCSI-Verbindungen fur Replikationen
verwenden:

Das Ziel-Storage Center muss als iSCSI-Remote-System auf dem Quell-Storage Center definiert sein.

Das Quell-Storage Center muss als iSCSI-Remote-Verbindung auf dem Ziel-Storage Center definiert
sein.

Informationen zum Konfigurieren von iSCSI-Verbindungen zwischen Storage Centern finden Sie im
Enterprise Manager Administrator’'s Guide (Enterprise Manager-Administratorhandbuch).

Stellen Sie sicher, dass mindestens eine QoS-Definition (Quality of Service) fur die Replikation auf dem

Quell-Storage Center definiert ist. Informationen zum Erstellen von QoS-Definitionen finden Sie im
Enterprise Manager Administrator’s Guide (Enterprise Manager-Administratorhandbuch).

Schritte
1. Wahlen Sie die virtuelle Maschine mit dem zu replizierenden RDM aus.
2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replication/Live Volume (Replikation/Live Volume) — Add (Hinzufligen) aus.
Der Assistent Add Replication/Live Volume (Replikation/Live Volume hinzufligen) wird gestartet.
3. Wahlen Sie das zu replizierende RDM aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Storage Center wird angezeigt.
5. Wahlen Sie das Ziel-Storage Center aus.
6. Klicken Sie auf Next (Weiter).
Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.
7. Geben Sie einen der folgenden Replikationstypen an:
» Replication, Asynchronous (Replikation, asynchron)
* Replication, Synchronous — High Availability (Replikation, synchron — Hohe Verflgbarkeit)
» Replication, Synchronous — High Consistency (Replikation, synchron — Hohe Konsistenz)
8. Legen Sie die weiteren Replikationseinstellungen sowie einen Zielspeicherort fest.
9. Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.

10. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Auswahlen eines Rohgerats
Replikationsoptionen

Arbeiten mit Dell Speicher 47



Storage Center fur Replikation

Andern eines Datenspeichers oder einer RDM-Replikation

Das Dell Storage vSphere Web Client Plugin bietet die Mdglichkeit, Datenspeicher und RDM-
Replikationen zu andern und den Replikationstyp zwischen Live Volume und Replikation zu konvertieren.

Andern einer Datenspeicherreplikation

Sie k&nnen die Einstellungen einer vorhandenen Datenspeicherreplikation andern.
Voraussetzungen

Es muss eine Datenspeicherreplikation vorhanden sein.

Schritte
1. Wahlen Sie den Datenspeicher aus, der repliziert wird.

2. Wahlen Sie Actions (Aktionen) — Dell Storage Actions (Aktionen fur Dell Speicher) — Replications/
Live Volume (Replikationen/Live Volume) — Edit Settings/Convert (Einstellungen bearbeiten/
Konvertieren) aus.

Der Assistent Modify Replications/Live Volume (Replikationen/Live Volume &ndern) wird gestartet.
3. Wahlen Sie aus der Liste der Replikationen die zu andernde Replikation aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.
5. Um den Replikationstyp zu andern, wahlen Sie einen neuen Typ aus dem Drop-down-Menu aus.
ANMERKUNG: Wenn Sie den Replikationstyp von einer Replikation in ein Live Volume andern

modchten, wird ein Warnungsdialogfeld angezeigt. Aktivieren Sie das Kontrollkastchen zum
Bestatigen des Konvertierungsvorgangs und klicken Sie anschlieBend auf OK.

6. Andern Sie die Uibrigen Replikationseinstellungen nach Bedarf.

7. Falls Sie die Konvertierung der Replikation in ein Live Volume bestatigt haben, wird die Seite Live
Volume Options (Live Volume-Optionen) angezeigt. Legen Sie die Werte fUr das Live Volume fest.

8. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
9. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Storage Center fur Replikation
Replikationsoptionen

Andern einer RDM-Replikation

Sie kénnen die Einstellungen einer vorhandenen Datenspeicherreplikation andern.
Voraussetzungen

Es muss eine RDM-Replikation vorhanden sein.

Schritte
1. Wahlen Sie die virtuelle Maschine mit dem RDM aus, das repliziert wird.

2. Wahlen Sie Actions (Aktionen) — Dell Storage Actions (Aktionen fiir Dell Speicher) — Replications/
Live Volume (Replikationen/Live Volume) — Edit Settings/Convert (Einstellungen bearbeiten/
Konvertieren) aus.

Der Assistent Modify Replication/Live Volume (Replikation/Live Volume andern) wird gestartet.
3. Wahlen Sie die zu andernde Replikation aus.
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4. Klicken Sie auf Next (Weiter).
Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.
5. Um den Replikationstyp zu andern, wahlen Sie einen neuen Typ aus dem Drop-down-MenuU aus.
ANMERKUNG: Wenn Sie den Replikationstyp von einer Replikation in ein Live Volume andern

moéchten, wird ein Warnungsdialogfeld angezeigt. Aktivieren Sie das Kontrollkédstchen zum
Bestatigen des Konvertierungsvorgangs und klicken Sie anschlieBend auf OK.

6. Andern Sie die Uibrigen Replikationseinstellungen nach Bedarf.

7. Falls Sie die Konvertierung der Replikation in ein Live Volume bestatigt haben, wird die Seite Live
Volume Options (Live Volume-Optionen) angezeigt. Legen Sie die Werte fur das Live Volume fest.

8. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
9. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Replikationsoptionen
Auswahlen von Replikationen

Entfernen eines Datenspeichers oder einer RDM-Replikation

Das Dell Storage vSphere Web Client Plugin bietet die Mdglichkeit, Datenspeicher und RDM-
Replikationen zu entfernen.

Entfernen einer Datenspeicherreplikation

Wenn Sie eine Datenspeicherreplikation nicht mehr bendtigen, kdnnen Sie sie entfernen.
Voraussetzungen

Es muss eine Datenspeicherreplikation vorhanden sein.

Schritte
1. Wahlen Sie den Datenspeicher aus, fUr den Sie eine Replikation entfernen mdchten.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replications/Live Volume (Replikationen/Live Volume) — Remove (Entfernen) aus.

Der Assistent Remove Replication/Live Volume (Replikation/Live Volume entfernen) wird gestartet.
3. Wahlen Sie die zu entfernenden Replikationen aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Remove Options (Entfernungsoptionen) wird angezeigt.
5. Geben Sie die Entfernungsoptionen fur die Replikationen an.
6. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Optionen zum L&schen von Replikationen

Entfernen einer RDM-Replikation

Wenn Sie eine RDM-Replikation nicht mehr bendtigen, kénnen Sie sie entfernen.
Voraussetzungen

Es muss eine RDM-Replikation vorhanden sein.
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Schritte

1. Wahlen Sie die virtuelle Maschine mit dem RDM aus, aus dem Sie eine Replikation entfernen
mochten.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replications/Live Volume (Replikationen/Live Volume) — Remove (Entfernen) aus.

Der Assistent Remove Replication/Live Volume (Replikation/Live Volume entfernen) wird gestartet.
3. Wahlen Sie die zu entfernenden Replikationen aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Remove Options (Entfernungsoptionen) wird angezeigt.
5. Geben Sie die Entfernungsoptionen fur die Replikationen an.
6. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Optionen zum Ldschen von Replikationen
Auswahlen von Replikationen

Live Volume-Vorgange

Mit dem Dell Storage vSphere Web Client Plugin kénnen Sie Live Volumes fur Datenspeicher und RDMs
hinzufugen, andern und entfernen. Sie kbnnen auch automatisches Failover konfigurieren und
Funktionen wiederherstellen.

In den folgenden Abschnitten wird die Erstellung und Verwaltung von Live Volumes beschrieben:

e Hinzuflugen eines Live Volume zu einem Datenspeicher oder RDM

« Andern eines Live Volume-Datenspeichers oder einer RDM-Replikation

* Entfernen eines Live Volume-Datenspeichers oder einer RDM-Replikation

* Konfigurieren von Live Volume fur automatisches Failover und Wiederherstellung

Hinzufligen eines Live Volume zu einem Datenspeicher oder RDM

Das Dell Storage vSphere Web Client Plugin bietet die Méglichkeit, Live Volumes zu Datenspeichern und
RDMs hinzuzuftgen.

Hinzufiigen eines Live Volumes zu einem Datenspeicher

1. Wahlen Sie den zu replizierenden Datenspeicher aus.

Wahlen Sie Actions (Aktionen) — Dell Storage Actions (Aktionen fiir Dell Speicher) — Replications/
Live Volume (Replikationen/Live Volume) — Add (Hinzufligen) aus.

Der Assistent Add Replication/Live Volume (Replikation/Live Volume hinzufligen) wird gestartet.
3. Wahlen Sie das Ziel-Storage Center aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.
5. Geben Sie einen der folgenden Replikationstypen an:
» Live Volume, Asynchronous (Live Volume, asynchron)
» Live Volume, Synchronous — High Availability (Live Volume, synchron — Hohe Verflgbarkeit)
e Live Volume, Synchronous — High Consistency (Live Volume, synchron — Hohe Konsistenz)
6. Legen Sie die Replikationseinstellungen sowie einen Zielspeicherort fest.
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10.

11.

12.
13,

14.

Klicken Sie auf Next (Weiter).
Die Seite Live Volume Settings (Live Volume-Einstellungen) wird angezeigt.
(Optional) Treffen Sie eine Auswahl aus der Drop-down-Liste der sekundaren QoS-Definitionen.

(Optional) Léschen Sie die Option Automatically Swap Primary Storage Center (Primares Storage
Center automatisch tauschen).

Falls Sie das Kontrollkastchen Automatically Swap Primary Storage Center (Primares Storage Center
automatisch tauschen) markiert lassen mochten, klicken Sie auf Advanced (Erweitert).

Die erweiterten Optionen werden angezeigt. Andern Sie die Werte der folgenden Optionen:

e Min. data written to secondary before swap (Mindestdatenmenge an sekundares Volume vor
Tausch)

e Min. % of I/O on secondary before swap (I0-Mindestanteil auf sekundarem Volume vor Tausch)
e Min. time as primary before swap (Mindestzeit als primares Volume vor Tausch)

(Optional) Wenn Sie Live Volume, Synchronous — High Availability (Live Volume, synchron — Hohe
Verflgbarkeit) in Schritt 5 ausgewahlt haben, wahlen Sie Failover Automatically (Failover
automatisch) zum Konfigurieren von Live Volumes auf automatisches Failover, wenn der Service
gestort ist. Standardmafig wird auch Restore Automatically (Automatisch wiederherstellen)
ausgewahlt. Weitere Informationen finden Sie unter Konfigurieren von Live Volume fur
automatisches Failover und Wiederherstellung.

Geben Sie einen sekundaren Zuweisungsort fur Live Volume an.
Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit zum AbschlielRen) wird mit einer Zusammenfassung der
getroffenen Auswahl angezeigt.

Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Replikationsoptionen
Live Volume-Optionen
Storage Center fur Replikation

Hinzuftiigen eines Live Volumes zu einem RDM

1

Wahlen Sie die virtuelle Maschine mit dem zu replizierenden RDM aus.

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replication/sLive Volume (Replikationen/Live Volume) — Add (Hinzufligen) aus.

Der Assistent Add Replications/Live Volume (Replikationen/Live Volume hinzuftigen) wird gestartet.
Wahlen Sie das zu replizierende RDM aus.

Klicken Sie auf Next (Weiter).

Die Seite Storage Center wird angezeigt.

Wahlen Sie das Ziel-Storage Center aus.

Klicken Sie auf Next (Weiter).

Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.

Geben Sie einen der folgenden Replikationstypen an:

» Live Volume, Asynchronous (Live Volume, asynchron)

» Live Volume, Synchronous — High Availability (Live Volume, synchron — Hohe Verflgbarkeit)
e Live Volume, Synchronous — High Consistency (Live Volume, synchron — Hohe Konsistenz)
Legen Sie die Replikationseinstellungen sowie einen Zielspeicherort fest.

Klicken Sie auf Next (Weiter).

Die Seite Live Volume Settings (Live Volume-Einstellungen) wird angezeigt.
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10. (Optional) Treffen Sie eine Auswahl aus der Drop-down-Liste der sekundaren QoS-Definitionen.

11. (Optional) Deaktivieren Sie die Option Automatically Swap Primary Storage Center (Primares
Storage Center automatisch tauschen).

12. Falls Sie das Kontrollkastchen Automatically Swap Primary Storage Center (Primares Storage Center
automatisch tauschen) markiert lassen mochten, klicken Sie auf Advanced (Erweitert).

Die erweiterten Optionen werden angezeigt. Andern Sie die Werte der folgenden Optionen:

e Min. data written to secondary before swap (Mindestdatenmenge an sekundares Volume vor
Tausch)

e Min. % of I/O on secondary before swap (I0-Mindestanteil auf sekundarem Volume vor Tausch)
e Min. time as primary before swap (Mindestzeit als primares Volume vor Tausch)

13. Geben Sie einen Zielspeicherort an.

14. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.

15. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Auswahlen eines Rohgerats
Replikationsoptionen
Live Volume-Optionen
Storage Center fur Replikation

Andern eines Live Volume-Datenspeichers oder einer RDM-Replikation

Das vSphere Web Client-Plugin bietet die Mdglichkeit, Live Volume-Datenspeicher und RDM-
Replikationen zu andern und den Replikationstyp zwischen einem Live Volume und einer Replikation zu
konvertieren.

Andern eines Live Volume-Datenspeichers
Sie k&nnen die Einstellungen eines vorhandenen Live Volume-Datenspeichers andern.
Voraussetzungen

Es muss ein Live Volume-Datenspeicher vorhanden sein.

Schritte
1. Wahlen Sie den Datenspeicher aus, der repliziert wird.

2. Wahlen Sie Actions (Aktionen) — Dell Storage Actions (Aktionen fur Dell Speicher) — Replications/
Live Volume (Replikationen/Live Volume) — Edit Settings/Convert (Einstellungen bearbeiten/
Konvertieren) aus.

Der Assistent Modify Replications/Live Volume (Replikationen/Live Volume &ndern) wird gestartet.
3. Wahlen Sie aus der Liste der Replikationen die zu andernde Replikation aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.
5. Um den Replikationstyp zu andern, wahlen Sie einen neuen Typ aus dem Drop-down-Menu aus.
ANMERKUNG: Wenn Sie den Replikationstyp von einem Live Volume in ein Replikat dndern

mochten, wird ein Warnungsdialogfeld angezeigt. Aktivieren Sie das Kontrollkastchen zum
Bestatigen des Konvertierungsvorgangs, und klicken Sie anschlielend auf OK.

6. Andern Sie die Uibrigen Replikationseinstellungen nach Bedarf.

7. Wenn Sie keine Konvertierung von einem Live Volume in ein Replikat vornehmen mochten, wird die
Seite Live Volumes Settings (Live Volume-Einstellungen) angezeigt.
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10.

11.

12.

13.

14.

Klicken Sie auf Next (Weiter).
Die Seite Live Volumes Options (Live Volume-Optionen) wird angezeigt.
(Optional) Treffen Sie eine Auswahl aus der Drop-down-Liste der sekundaren QoS-Definitionen.

(Optional) Deaktivieren Sie die Option Automatically Swap Primary Storage Center (Primares
Storage Center automatisch tauschen).

Falls Sie das Kontrollkastchen Automatically Swap Primary Storage Center (Primares Storage Center
automatisch tauschen) markiert lassen mochten, klicken Sie auf Advanced (Erweitert).

Die erweiterten Optionen werden angezeigt. Andern Sie die Werte der folgenden Optionen:

e Min. data written to secondary before swap (Mindestdatenmenge an sekundares Volume vor
Tausch)

e Min. % of I/O on secondary before swap (I0-Mindestanteil auf sekundarem Volume vor Tausch)
e Min. time as primary before swap (Mindestzeit als primares Volume vor Tausch)

(Optional) Wenn Sie ,Automatisches Failover” und ,Automatische Wiederherstellung” aktiviert haben,
kénnen Sie sowohl beide als auch ,Automatische Wiederherstellung” deaktivieren. Gehen Sie wie
folgt vor:

» Ld&schen Sie Failover Automatically (Failover automatisch), die auch l&scht Restore
Automatically (Automatisch wiederherstellen).

e Loschen Sie Restore Automatically (Automatisch wiederherstellen), das deaktiviert die
automatische Wiederherstellung aber behalt das automatische Failover bei.

Klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.

Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Storage Center fur Replikation
Live Volume-Optionen
Replikationsoptionen

Andern einer Live Volume-RDM-Replikation
Sie kénnen die Einstellungen einer vorhandenen Live Volume-RDM-Replikation andern.

Voraussetzungen

Es muss eine Live Volume-RDM-Replikation vorhanden sein.

Schritte

1. Wahlen Sie die virtuelle Maschine mit dem RDM aus, das repliziert wird.

2. Wahlen Sie Actions (Aktionen) — Dell Storage Actions (Aktionen fur Dell Speicher) — Replications/
Live Volume (Replikationen/Live Volume) — Edit Settings/Convert (Einstellungen bearbeiten/
Konvertieren) aus.

Der Assistent Modify Replication/Live Volume (Replikation/Live Volume andern) wird gestartet.

3. Wahlen Sie das zu andernde Live Volume aus.

4. Klicken Sie auf Next (Weiter).

Die Seite Replications Options (Replikationen-Optionen) wird angezeigt.

5. Um den Replikationstyp zu andern, wahlen Sie einen neuen Typ aus dem Drop-down-Menu aus.
ANMERKUNG: Wenn Sie den Replikationstyp von einer Replikation in ein Live Volume andern
mochten, wird ein Warnungsdialogfeld angezeigt. Aktivieren Sie das Kontrollkastchen zum
Bestatigen des Konvertierungsvorgangs und klicken Sie anschlieBend auf OK.

6. Andern Sie die Uibrigen Replikationseinstellungen nach Bedarf.
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7. Klicken Sie auf Next (Weiter). Wenn Sie die Konvertierung von einem Live Volume in eine Replikation
nicht ausgewahlt haben, wird die Seite Live Volumes Settings (Live Volume-Einstellungen) angezeigt.
Legen Sie die Werte fUr das Live Volume fest.

8. (Optional) Wenn Sie ,Automatisches Failover” und ,Automatische Wiederherstellung” aktiviert haben,
kénnen Sie sowohl beide als auch ,Automatische Wiederherstellung” deaktivieren. Gehen Sie wie
folgt vor:

e Ldschen Sie Failover Automatically (Failover automatisch), die auch l&scht Restore
Automatically (Automatisch wiederherstellen).
e Loschen Sie Restore Automatically (Automatisch wiederherstellen), das deaktiviert die
automatische Wiederherstellung aber behalt das automatische Failover bei.
9. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fur Fertigstellung) wird angezeigt.
10. Legen Sie die Werte fur das Live Volume fest.
11. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Auswahlen von Replikationen
Replikationsoptionen
Live Volume-Optionen

Entfernen eines Live Volume-Datenspeichers oder einer RDM-Replikation

Das vSphere Web Client-Plugin bietet die Mdglichkeit, Live Volume-Datenspeicher und RDM-
Replikationen zu entfernen.

Entfernen eines Live Volume-Datenspeichers

Wenn Sie einen Live Volume-Datenspeicher nicht mehr bendtigen, kdnnen Sie ihn entfernen.
Voraussetzungen

Es muss eine Datenspeicherreplikation vorhanden sein.

Schritte
1. Wahlen Sie den Datenspeicher aus, fur den Sie eine Replikation entfernen mochten.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replications/Live Volume (Replikationen/Live Volume) — Remove (Entfernen) aus.

Der Assistent Remove Replication/Live Volume (Replikation/Live Volume entfernen) wird gestartet.
3. Wahlen Sie die zu entfernenden Replikationen aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Remove Options (Entfernungsoptionen) wird angezeigt.
5. Geben Sie die Entfernungsoptionen fur die Replikationen an.
6. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Optionen zum L&schen von Replikationen

Entfernen einer Live Volume-RDM-Replikation
Wenn Sie eine Live Volume-RDM-Replikation nicht mehr bendtigen, kbnnen Sie sie entfernen.
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Voraussetzungen

Es muss eine RDM-Replikation vorhanden sein.

Schritte
1. Wahlen Sie die virtuelle Maschine mit dem RDM aus, aus dem Sie eine Replikation entfernen
mochten.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replications/Live Volume (Replikationen/Live Volume) — Remove (Entfernen) aus.

Der Assistent Remove Replication/Live Volume (Replikation/Live Volume entfernen) wird gestartet.
3. Wahlen Sie die zu entfernenden Replikationen aus.
4. Klicken Sie auf Next (Weiter).
Die Seite Remove Options (Entfernungsoptionen) wird angezeigt.
5. Geben Sie die Entfernungsoptionen fur die Replikationen an.
6. Klicken Sie auf Next (Weiter).
Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
7. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Optionen zum L&schen von Replikationen
Auswahlen von Replikationen

Konfigurieren von Live Volume fiir automatisches Failover und Wiederherstellung

Sie kénnen das Storage Center fur automatisches Failover und die automatische Wiederherstellung des
vSphere Web Client-Plugin auf Live Volumes aktivieren, die bestimmte Kriterien erfillen. Wenn die Option
fur den automatischen Failover aktiviert ist, wird das sekundare Live Volume automatisch im Falle eines
Ausfalls auf primar heraufgestuft. Nachdem der primare Live Volume wieder online ist, stellt die
standardmafiig konfigurierte automatische Wiederherstellung die Live Volume Beziehung wieder her.
Weitere Informationen Uber die automatische Reparatur und die automatische Wiederherstellung fur Live
Volume finden Sie im Enterprise Manager Administrator's Guide (Administratorhandbuch fur Enterprise
Manager).

Aktivieren von Live Volume fiir automatisches Failover und Wiederherstellung
Voraussetzungen

* Konfigurieren eines Datenspeichers oder RDM-Live Volume mit den folgenden Attributen:

— Synchron
— Hohe Verfugbarkeit
- Geschutzt

% ANMERKUNG: Falls Sie noch kein Live Volume zu einem Datenspeicher konfiguriert haben, siehe
Hinzuflugen eines Live Volume zu einem Datenspeicher oder RDM .

e Storage Center Version 6.7 oder héher
* VMware Server Betriebssystem

* Port 3033 aktiviert fur eingehenden Datenverkehr

Schritte

1. Wahlen Sie einen Datenspeicher oder RDM in der Bestandsliste, fur die Sie das Live Volume mit
synchroner Replikation mit Hochverfligbarkeit konfiguriert haben.
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10.

Der vSphere Web Client-Plugin Assistent ladt Informationen fur den ausgewahlten Datenspeicher.
Klicken Sie auf die Registerkarte Monitor (Uberwachen).

Wahlen Sie Dell Storage (Dell Speicher) aus der MenUleiste aus.

Der Datenspeicher und das zugeordnete Volume werden in der Tabelle aufgefuhrt. Die zuletzt
ausgewahlte Registerkarte fur diese Datenspeicher wird angezeigt, andernfalls wird die Registerkarte
General (Allgemein) standardmaRig ausgewahlt.

Klicken Sie auf die Registerkarte Replications/Live Volumes (Replikationen und Live Volume).

Das vSphere Web Client-Plugin zeigt die Details der konfigurierten Replikation. Unter Details zeigt
das Feld fUr Failover Automatically (Failover automatisch) No (Nein).

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replication/Live Volume (Replikation/Live Volume) — Edit Settings/Convert (Einstellungen
bearbeiten/Konvertieren) aus.

Der Assistent Modify Replication/Live Volume (Replikation/Live Volume andern) wird gestartet.
Klicken Sie auf Next (Weiter).

Die Replikationsoptionen werden geladen, und der Assistent zeigt einen Bildschirm an, Uber den die
Duplizierungsoptionen eingestellt werden kdnnen. Stellen Sie sicher, dass das Feld Replication Type
(Replikationstyp) Live Volume, Synchronous - High Availability (Live Volume, synchron — Hohe
Verflgbarkeit) anzeigt. Ist dies nicht der Fall, andern Sie den Replikationstyp, indem Sie ihn Uber das
Dropdown-Menu auswahlen oder durch die Auswahl von Cancel (Abbrechen) und die Auswahl eines
anderen Datenspeichers mit dem korrekten Replikationstyp.

Klicken Sie auf Next (Weiter).

Der Assistent zeigt einen Bildschirm an, Uber den Sie die Live Volume-Optionen festlegen kénnen.
Unter Live Volume Settings (Live Volume-Einstellungen) wahlen Sie Failover Automatically (Failover
automatisch). Standardmafig wird auch Restore Automatically (Automatisch wiederherstellen)
ausgewahlt. Sie konnen diese Option deaktivieren, wenn Sie einen Live Volume-Datenspeicher oder
eine RDM-Replikation andern. Weitere Informationen finden Sie unter Andern eines Live Volume-
Datenspeichers oder einer RDM-Replikation .

Klicken Sie auf Next (Weiter).

Failover Automatically (Failover automatisch) und optional Restore Automatically (Automatisch
wiederherstellen) sollten beide Yes (Ja) anzeigen.

Klicken Sie auf Finish (Fertig stellen), um die Konfiguration zu bestatigen und den Assistenten zu
beenden.

Die Seite ,Summary” (Zusammenfassung) wird wieder angezeigt, und die Tabelle Details auf der
Registerkarte Replications/Live Volumes (Replikationen/Live Volumes) zeigt nun Failover
Automatically (Failover automatisch) an und Repair Automatically (Reparatur automatisch) als Yes
(Ja).

Abbildung 14. Live Volume mit automatischem Failover aktiviert zeigt ein Live Volume mit automatischem

Failover an und die automatische Reparatur ist aktiviert.
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Abbildung 14. Live Volume mit automatischem Failover aktiviert
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Arbeiten mit virtuellen Maschinen

Mit dem Dell Storage vSphere Web Client Plugin kdnnen Sie virtuelle Maschinen bereitstellen und Daten
virtueller Maschinen anhand eines Replay wiederherstellen.

Die folgenden Optionen sind fur die Bereitstellung virtueller Maschinen verfugbar:

* Virtuelle Maschine erstellen
¢ Virtuelle Maschine durch Erstellen einer schlanken Kopie klonen

Erstellen von virtuellen Maschinen

Mit dem vSphere Web Client Plugin kénnen Sie virtuelle Maschinen unter Verwendung von Dell Speicher
bereitstellen (erstellen).

% ANMERKUNG: Wenn der Assistent ,Provision Virtual Machine” (Virtuelle Maschine bereitstellen) Gber
eine VM-Vorlage aufgerufen wird und die Vorlage auf einem VMFS-Datenspeicher basiert, ist die
Option Clone VM (VM klonen) deaktiviert und nur die Option Create VM (VM erstellen) ist aktiviert.
Die Klonfunktion wird nur fur VMs oder Vorlagen unterstutzt, die auf NFS-Datenspeichern basieren.

Bereitstellen virtueller Maschinen fiir einen vorhandenen VMFS- oder NFS-
Datenspeicher

Verwenden Sie den Assistenten ,Provision Virtual Machines” (Virtuelle Maschinen bereitstellen), um eine
oder mehrere virtuelle Maschinen fur einen vorhandenen VMFS- oder NFS-Datenspeicher zu erstellen.
Voraussetzungen

Diese Option setzt voraus, dass Sie bereits eine Vorlage fur virtuelle Maschinen erstellt haben, anhand
derer Sie die neuen virtuellen Maschinen erstellen. Informationen zum Erstellen oder Aktualisieren einer
Vorlage fUr virtuelle Maschinen finden Sie bei den vSphere-Hilfethemen zu den Vorlagen fur virtuelle
Maschinen.

Schritte

1. Wahlen Sie ein Objekt aus, das als Ubergeordnetes Objekt einer virtuellen Maschine fungieren kann:
+ Datacenter
e Host
o Cluster

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Provision Virtual Machines (Virtuelle Maschinen bereitstellen) aus.

Der Assistent Provision Virtual Machines (Virtuelle Maschinen bereitstellen) wird gestartet.
3. Wahlen Sie Create Virtual Machine (Virtuelle Maschine erstellen) aus.

Falls Sie in Schritt 1 ein Datacenter ausgewahlt haben, wird die Seite Host/Cluster angezeigt. Falls Sie
in Schritt 1 einen Host oder Cluster ausgewahlt haben, wird die Seite Template Selection
(Vorlagenauswahl) angezeigt.

58 Arbeiten mit virtuellen Maschinen



10.

11.

Wahlen Sie bei Bedarf den Host oder Cluster aus, auf dem die virtuellen Maschinen ausgefuhrt
werden sollen, und klicken Sie auf Next (Weiter).

Die Seite Template Selection (Vorlagenauswahl) wird angezeigt.
Wahlen Sie eine Vorlage fur virtuelle Maschinen aus, und klicken Sie auf Next (Weiter).
Die Seite Name and Location (Name und Speicherort) wird angezeigt.

Geben Sie einen Basisnamen fur die VMs an, die Anzahl der zu erstellenden VMs sowie einen
Bestandsspeicherort flr die neuen virtuellen Maschinen. Klicken Sie anschlieRend auf Next (Weiter).

Geben Sie bei Bedarf den Ressourcenpool an, in dem die virtuellen Maschinen ausgefthrt werden
sollen, und klicken Sie auf Next (Weiter).

Wahlen Sie Lookup for Existing Datastore (Nach vorhandenem Datenspeicher suchen) aus, und
klicken Sie auf Next (Weiter).

Daraufhin wird die Seite Datastore Lookup (Datenspeichersuche) angezeigt.

Wahlen Sie den Datenspeicher aus, in dem die Dateien der virtuellen Maschinen gespeichert werden
sollen, und klicken Sie auf Next (Weiter).

Passen Sie die Einstellungen fur jede virtuelle Maschine an, klicken Sie auf Update (Aktualisieren) und
anschlieend auf Next (Weiter).

Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.
Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Anpassung
Datenspeichersuche
Datenspeicheroptionen
Name und Speicherort

Vorlagenauswahl

Bereitstellen virtueller Maschinen fiir einen neuen VMFS-Datenspeicher

Verwenden Sie den Assistenten ,Create Virtual Machines” (Virtuelle Maschinen erstellen), um eine oder
mehrere virtuelle Maschinen fur einen neuen Datenspeicher zu erstellen.

Voraussetzungen

Diese Option setzt voraus, dass Sie bereits eine Vorlage fur virtuelle Maschinen erstellt haben, anhand
derer Sie die neuen virtuellen Maschinen erstellen. Informationen zum Erstellen oder Aktualisieren einer
Vorlage fuUr virtuelle Maschinen finden Sie bei den vSphere-Hilfethemen zu den Vorlagen fur virtuelle
Maschinen.

% ANMERKUNG: Welche Optionen bei der Bereitstellung einer virtuellen Maschine angezeigt werden,

ist von den Volume-Einstellungen des Enterprise Manager-Benutzers abhangig, die im vSphere Web
Client Plugin definiert sind.

Schritte

1

Wahlen Sie ein Objekt aus, das als Ubergeordnetes Objekt einer virtuellen Maschine fungieren kann:
+ Datacenter

¢ Host

e Cluster

Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Provision Virtual Machines (Virtuelle Maschinen bereitstellen) aus.

Der Assistent Provision Virtual Machines (Virtuelle Maschinen bereitstellen) wird gestartet und die
Seite Select Operation (Vorgang auswahlen) wird angezeigt.
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11.

Wahlen Sie Create Virtual Machine (Virtuelle Maschine erstellen) aus.

Falls Sie in Schritt 1 ein Datacenter ausgewahlt haben, wird die Seite Host/Cluster angezeigt. Falls Sie
in Schritt 1 einen Host oder Cluster ausgewahlt haben, wird die Seite Template Selection
(Vorlagenauswahl) angezeigt.

Falls die Seite Host/Cluster angezeigt wird, wahlen Sie den Host oder Cluster aus, auf dem die
virtuellen Maschinen ausgefuhrt werden sollen, und klicken Sie auf Next (Weiter).

Die Seite Template Selection (Vorlagenauswahl) wird angezeigt.

Wahlen Sie eine Vorlage fur virtuelle Maschinen aus der Liste aus, und klicken Sie auf Next (Weiter).
Die Seite Name and Location (Name und Speicherort) wird angezeigt.

Geben Sie einen Basisnamen fur die VMs an, die Anzahl der zu erstellenden VMs sowie einen
Bestandsspeicherort flr die neuen virtuellen Maschinen. Klicken Sie anschlieRend auf Next (Weiter).

Geben Sie bei Bedarf den Ressourcenpool an, in dem die virtuellen Maschinen ausgefthrt werden
sollen, und klicken Sie auf Next (Weiter).

Die Seite Select Datastore Options (Datenspeicheroptionen auswahlen) wird angezeigt.

Wahlen Sie Create VMFS Datastore (VMFS-Datenspeicher erstellen) aus und klicken Sie auf Next
(Weiter).

Die Seite Storage Center wird angezeigt.

a. Wahlen Sie das Storage Center fUr die Volume-Erstellung aus, und klicken Sie auf Next (Weiter).

Der Assistent Create Storage Volume (Speichervolumen erstellen) wird angezeigt.

b. Geben Sie den Namen und die GrofRe fur das neue Volume ein, wahlen Sie den Volume-Ordner
aus, und klicken Sie auf Next (Weiter).

ANMERKUNG: Die folgenden Schritte kbnnen variieren, je nachdem, welche Einstellungen
fur den Storage Center-Benutzer in Enterprise Manager festgelegt sind.
Wahlen Sie bei Bedarf den zu verwendenden Seitenpool fur die Erstellung des Volumes aus.
Wahlen Sie bei Bedarf das Speicherprofil fir das Volume aus, und klicken Sie auf Next (Weiter).
Wahlen Sie bei Bedarf ein Replay-Profil fur das Volume aus, und klicken Sie auf Next (Weiter).
Geben Sie die LUN fur die Zuweisung des Volumes an, und klicken Sie auf Next (Weiter).
Wahlen Sie bei Bedarf die Dateisystemversion aus, und klicken Sie auf Next (Weiter).

@ >0 Qa0

Falls die Dateisystemversion VMFS-3 lautet, wahlen Sie die maximale Dateigrofie und Blockgrofie
fur das Dateisystem aus.
h. Klicken Sie auf Next (Weiter).

Daraufhin wird die Seite Datastore Properties (Datenspeichereigenschaften) angezeigt.

i. Uberprifen Sie Name und Bestandsspeicherort des Datenspeichers, und klicken Sie auf Next
(Weiter).
Die Seite Customization (Anpassung) wird geoéffnet.

(Optional) Wahlen Sie Create Replication/Live Volume (Replikationen/Live Volume erstellen), wenn
Sie die Volume-Daten auf ein zweites Storage Center replizieren mdchten und ermdoglichen Sie, dass
beide Storage Center I/O-Anfragen fur das Volume verarbeiten kdnnen. Weitere Informationen
finden Sie unter Live Volume-Vorgange.

Passen Sie die Einstellungen fur jede virtuelle Maschine an, klicken Sie auf Update (Aktualisieren) und
anschliefend auf Next (Weiter).

Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.
Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
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Dateisystemversion
Zuweisungs-LUN
Name und Speicherort
Seitenpoolauswahl
Replay-Profil

Storage Center
Speicherprofil

Vorlagenauswahl
Volume

Erstellen virtueller Maschinen fir einen NFS-Datenspeicher unter
Verwendung eines vorhandenen NFS-Exports

Verwenden Sie den Assistenten ,Provision Virtual Machines” (Virtuelle Maschinen bereitstellen), um eine
oder mehrere virtuelle Maschinen fur einen NFS-Datenspeicher unter Verwendung eines vorhandenen
NFS-Exports zu erstellen (bereitzustellen).

Voraussetzungen

Diese Option setzt voraus, dass Sie bereits eine Vorlage fur virtuelle Maschinen erstellt haben, anhand
derer Sie die neuen virtuellen Maschinen erstellen. Informationen zum Erstellen oder Aktualisieren einer
Vorlage fuUr virtuelle Maschinen finden Sie bei den vSphere-Hilfethemen zu den Vorlagen fUr virtuelle
Maschinen.

% ANMERKUNG: Welche Optionen bei der Bereitstellung einer virtuellen Maschine angezeigt werden,
ist von den Volume-Einstellungen des Enterprise Manager-Benutzers abhangig, die im vSphere Web
Client Plugin definiert sind.

Schritte

1. Wahlen Sie ein Objekt aus, das als Ubergeordnetes Objekt einer virtuellen Maschine fungieren kann:

o Datacenter
e Host
e Cluster

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Provision Virtual Machines (Virtuelle Maschinen bereitstellen) aus.

Der Assistent Provision Virtual Machines (Virtuelle Maschinen bereitstellen) wird gestartet.
3.  Wahlen Sie Create Virtual Machine (Virtuelle Maschine erstellen) aus.

Falls Sie in Schritt 1 ein Datacenter ausgewahlt haben, wird die Seite Host/Cluster angezeigt. Falls Sie
in Schritt 1 einen Host oder Cluster ausgewahlt haben, wird die Seite Template Selection
(Vorlagenauswahl) angezeigt.

4. Falls die Seite Host/Cluster angezeigt wird, wahlen Sie den Host oder Cluster aus, auf dem die
virtuellen Maschinen ausgefluhrt werden sollen, und klicken Sie auf Next (Weiter).

Die Seite Template Selection (Vorlagenauswahl) wird angezeigt.
5. Wahlen Sie eine Vorlage fur virtuelle Maschinen aus der Liste aus, und klicken Sie auf Next (Weiter).
Die Seite Name and Location (Name und Speicherort) wird angezeigt.

6. Geben Sie einen Basisnamen fur die VMs an, die Anzahl der zu erstellenden VMs sowie einen
Bestandsspeicherort flr die neuen virtuellen Maschinen. Klicken Sie anschlieRend auf Next (Weiter).

7. Geben Sie bei Bedarf den Ressourcenpool an, in dem die virtuellen Maschinen ausgefuhrt werden
sollen, und klicken Sie auf Next (Weiter).

Die Seite Select Datastore Options (Datenspeicheroptionen auswahlen) wird angezeigt.

8. Wahlen Sie Create NFS Datastore (NFS-Datenspeicher erstellen) aus, und klicken Sie auf Next
(Weiter).
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Die Seite Select FluidFS Cluster (FluidFS-Cluster auswahlen) wird angezeigt.
9. Wahlen Sie einen FluidFS-Cluster aus der Liste aus, und klicken Sie auf Next (Weiter).
Die Seite Select Action Type (Aktionstyp auswahlen) wird angezeigt.
10. Wahlen Sie Map an Existing NFS Datastore (Vorhandenen NFS-Datenspeicher zuweisen) aus, und
klicken Sie auf Next (Weiter).
11. Wahlen Sie einen NFS-Export aus der Liste der verfugbaren NFS-Exporte aus.
12. Geben Sie einen Wert in das Feld FluidFS VIP or DNS Name (FluidFS-VIP oder DNS-Name) ein.
13. Klicken Sie auf Next (Weiter).
Die Seite Customization (Anpassung) wird gedffnet.
14. Passen Sie die Einstellungen fUr jede virtuelle Maschine an, klicken Sie auf Update (Aktualisieren) und
anschlielend auf Next (Weiter).
Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
15. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links
Hinzufugen eines NFS-Datenspeichers unter Verwendung eines vorhandenen NFS-Exports
Anpassung
Datenspeicheroptionen
Datenspeichereigenschaften
Name und Speicherort
NFS-Exporte

Vorlagenauswahl
Volume

Erstellen virtueller Maschinen durch Erstellen eines neuen NFS-Exports
Verwenden Sie den Assistenten ,Provision Virtual Machines” (Virtuelle Maschinen bereitstellen), um eine
oder mehrere virtuelle Maschinen fur einen NFS-Datenspeicher zu erstellen.

Voraussetzungen

Diese Option setzt voraus, dass Sie bereits eine Vorlage fur virtuelle Maschinen erstellt haben, anhand
derer Sie die neuen virtuellen Maschinen erstellen. Informationen zum Erstellen oder Aktualisieren einer
Vorlage fUr virtuelle Maschinen finden Sie bei den vSphere-Hilfethemen zu den Vorlagen fur virtuelle
Maschinen.

ﬁ ANMERKUNG: Welche Optionen bei der Bereitstellung einer virtuellen Maschine angezeigt werden,
ist von den Volume-Einstellungen des Enterprise Manager-Benutzers abhangig, die im vSphere Web
Client Plugin definiert sind.

Schritte

1. Wahlen Sie ein Objekt aus, das als ubergeordnetes Objekt einer virtuellen Maschine fungieren kann:

+ Datacenter
¢ Host
e Cluster

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Provision Virtual Machines (Virtuelle Maschinen bereitstellen) aus.

Der Assistent Provision Virtual Machines (Virtuelle Maschinen bereitstellen) wird gestartet.
3. Wahlen Sie Create Virtual Machine (Virtuelle Maschine erstellen) aus.
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11.

12.

13.

14.

Falls Sie in Schritt 1 ein Datacenter ausgewahlt haben, wird die Seite Host/Cluster angezeigt. Falls Sie
in Schritt 1 einen Host oder Cluster ausgewahlt haben, wird die Seite Template Selection
(Vorlagenauswahl) angezeigt.

Falls die Seite Host/Cluster angezeigt wird, wahlen Sie den Host oder Cluster aus, auf dem die
virtuellen Maschinen ausgeflihrt werden sollen, und klicken Sie auf Next (Weiter).

Die Seite Template Selection (Vorlagenauswahl) wird angezeigt.
Wahlen Sie eine Vorlage fUr virtuelle Maschinen aus der Liste aus, und klicken Sie auf Next (Weiter).
Die Seite Name and Location (Name und Speicherort) wird angezeigt.

Geben Sie einen Basisnamen fUr die VMs an, die Anzahl der zu erstellenden VMs sowie einen
Bestandsspeicherort flr die neuen virtuellen Maschinen. Klicken Sie anschlieend auf Next (Weiter).

Geben Sie bei Bedarf den Ressourcenpool an, in dem die virtuellen Maschinen ausgeflUhrt werden
sollen, und klicken Sie auf Next (Weiter).

Die Seite Select Datastore Options (Datenspeicheroptionen auswahlen) wird angezeigt.

Wahlen Sie Create NFS Datastore (NFS-Datenspeicher erstellen) aus, und klicken Sie auf Next
(Weiter).

Daraufhin wird die Seite Datastore Properties (Datenspeichereigenschaften) angezeigt.

Geben Sie den Namen fur den neuen Datenspeicher ein, wahlen Sie den Volume-Ordner unter
.Inventory Location” (Bestandsspeicherort) aus und klicken Sie auf Next (Weiter).

Die Seite NFS Export wird angezeigt.

Wahlen Sie Create a new volume (Einen neuen Datentrager erstellen) aus und klicken Sie auf Next
(Weiter).

Geben Sie einen Wert fUr die GréRe ein, und wahlen Sie die MaReinheit aus. Klicken Sie auf Create a
New NAS Volume Folder (Neuen NAS-Volume-Ordner erstellen), und geben Sie dann einen Namen
in das Feld ,Volume Folder” (Volume-Ordner) ein.

Geben Sie einen Wert in das Feld FluidFS Cluster VIP or DNS Name (FluidFS-Cluster-VIP oder DNS-
Name) ein und klicken Sie auf Next (Weiter).

Die Seite Customization (Anpassung) wird gedffnet.

Passen Sie die Einstellungen fUr jede virtuelle Maschine an, klicken Sie auf Update (Aktualisieren) und
anschliefend auf Next (Weiter).

Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.
Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Hinzufugen eines NFS-Datenspeichers unter Verwendung eines vorhandenen NFS-Exports
Anpassung

Datenspeicheroptionen

Datenspeichereigenschaften

Name und Speicherort

NFS-Exporte

Vorlagenauswahl
Volume

Klonen einer virtuellen Maschine

Mit dem Assistenten ,Provision Virtual Machine” (Virtuelle Maschine bereitstellen) kbnnen Sie eine virtuelle
Maschine klonen, um eine schlanke Kopie einer vorhandenen virtuellen Maschine zu erstellen.

Arbeiten mit virtuellen Maschinen
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Voraussetzungen

% ANMERKUNG: Diese Option gilt nur fur VMs oder VM-Vorlagen auf einem NFS-Datenspeicher.

Das Klonen einer virtuellen Maschine wird auf Basis einer Vorlage fur virtuelle Maschinen oder auf Basis
einer virtuellen Maschine im ausgeschalteten Zustand unterstutzt.

Schritte

1. Wahlen Sie ein Objekt aus, das als Ubergeordnetes Objekt einer virtuellen Maschine fungieren kann:
+ Datacenter
¢ Host
e Cluster

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Provision Virtual Machines (Virtuelle Maschinen bereitstellen) aus.

Der Assistent Provision Virtual Machines (Virtuelle Maschinen bereitstellen) wird gestartet.
3. Wahlen Sie Clone Virtual Machine (Virtuelle Maschine klonen) aus.

Falls Sie in Schritt 1 ein Datacenter ausgewahlt haben, wird die Seite Host/Cluster angezeigt. Falls Sie
in Schritt 1 einen Host oder Cluster ausgewahlt haben, wird die Seite Template Selection
(Vorlagenauswahl) angezeigt.

4. Falls die Seite Host/Cluster angezeigt wird, wahlen Sie den Host oder Cluster aus, auf dem die
virtuellen Maschinen ausgefliihrt werden sollen, und klicken Sie auf Next (Weiter).

Die Seite Template Selection (Vorlagenauswahl) wird angezeigt.
5. Wahlen Sie eine der folgenden Optionen:

» Select a Virtual Machine template (Vorlage fur virtuelle Maschine auswahlen) — Wahlen Sie eine
vordefinierte Vorlage fur die zu klonende virtuelle Maschine aus.

o Select Virtual Machine (Virtuelle Maschine auswahlen): Wahlen Sie die virtuelle Maschine aus, die
geklont werden soll.

ANMERKUNG: Es wird eine Fehlermeldung angezeigt, wenn Sie eine VM auswahlen, die sich im
eingeschalteten Zustand oder auf einem VMFS-Datenspeicher befindet.

Klicken Sie auf Next (Weiter). Die Seite Name and Location (Name und Speicherort) wird angezeigt.

6. Geben Sie einen Basisnamen fur die VMs an, die Anzahl der zu erstellenden VMs sowie einen
Bestandsspeicherort fur die neuen virtuellen Maschinen.

7. Wenn die virtuelle Maschine eingeschaltet werden soll, markieren Sie das Kontrollkastchen Power on
virtual machine after cloning (Virtuelle Maschine nach dem Klonen einschalten).

8. Geben Sie bei Bedarf den Ressourcenpool an, in dem die virtuellen Maschinen ausgefuhrt werden
sollen, und klicken Sie auf Next (Weiter).

Die Seite Customization (Anpassung) wird gedffnet.
9. (Optional) Wahlen Sie die Option Use Customization Spec (Anpassungsspez. verwenden) aus.

Daraufhin wird auf der Seite eine Liste von bereits definierten Anpassungsspezifikationen angezeigt.
Treffen Sie eine Auswahl aus der Liste, und klicken Sie auf Next (Weiter). Die Seite Host/Cluster
(Destination) (Host/Cluster (Ziel)) wird angezeigt.

ANMERKUNG: Verwenden Sie den Anpassungsspezifikationsmanager in vSphere, um
Anpassungsspezifikationen zu erstellen und zu verwalten.

10. Wahlen Sie den Zielhost oder Ziel-Cluster aus, auf dem der Klon der virtuellen Maschinen
bereitgestellt werden soll, und klicken Sie auf Next (Weiter).

Die Seite Datastore (Datenspeicher) wird gedffnet.

11. Wahlen Sie den Datenspeicher aus, in dem die Dateien der virtuellen Maschinen gespeichert werden
sollen und klicken Sie auf Next (Weiter).
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Die Seite Ready to Complete (Bereit flr Fertigstellung) wird angezeigt.

12. Klicken Sie auf Finish (Fertig stellen).

Verwandte Links

Host/Cluster

Name und Speicherort

Datenspeicherauswahl fur das Klonen einer virtuellen Maschine
Vorlagenauswahl — VM klonen

Anpassung fur das Klonen einer VM

Wiederherstellen einer virtuellen Maschine anhand eines
Replay

Mit dem vSphere Web Client Plugin konnen Sie Daten einer virtuellen Maschine anhand eines Replay
eines VMFS-Datenspeichers wiederherstellen.

Wiederherstellen von Daten einer virtuellen Maschine anhand eines Replay

Verwenden Sie den Assistenten ,Storage Center Replay Recovery” (Storage Center-Replay-
Wiederherstellung), um Daten einer virtuellen Maschine anhand eines Replay eines VMFS-Datenspeichers
wiederherzustellen.

Voraussetzungen

Diese Option setzt voraus, dass mindestens ein Replay der virtuellen Maschine vorhanden ist.

Schritte

1. Wahlen Sie eine virtuelle Maschine aus.

2. Wahlen Sie Actions (Aktionen) — All Dell Storage Actions (Alle Aktionen fiir Dell Speicher) —
Replay Actions (Replay-Aktionen) — Recover VM Data from Replay (VM-Daten aus Replay
wiederherstellen) aus.

Der Assistent Storage Center Replay Recovery (Storage Center-Replay-Wiederherstellung) wird
gestartet.

3. Wahlen Sie ein oder mehrere Replays aus, anhand derer Sie Daten wiederherstellen méchten, und
klicken Sie auf Next (Weiter).

Die Seite VM Selection (VM-Auswahl) wird angezeigt.

4. Wahlen Sie die virtuelle Maschine aus, die fur den Zugang zu den Replay-Daten verwendet werden
soll, und klicken Sie auf Next (Weiter).

Die Seite Ready to Complete (Bereit fUr Fertigstellung) wird angezeigt.

5. Klicken Sie auf Finish (Fertigstellen).

Verwandte Links

Optionen zum L&schen von Replikationen
VM-Auswahl

Arbeiten mit virtuellen Maschinen
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4

Anzeigen von Informationen zu Dell
Speicher

Mit dem Dell Storage vSphere Web Client Plugin kénnen Sie Informationen zu Dell Speicher anzeigen,
unter anderem zur Konnektivitat zwischen HBA und Storage Center, zum Datenspeicher und
Leistungsdiagramme.

Anzeigen der Dell Einstellungen fur einen Host

Auf der Registerkarte ,Dell Settings” (Dell Einstellungen) k&nnen Sie Informationen zu den Fibre Channel-
und iSCSI-Verbindungen zwischen dem ESXi-Host und dem Storage Center anzeigen. Die Seite Dell
Storage Settings (Dell Speicher — Einstellungen) konnen Sie Uber die Registerkarte Manage (Verwalten)
eines ESXi-Hosts aufrufen.

[ EsXhost1 Actions = ==
Getting Started  Summary  Monitor | Manage | Related Objects
Settings | Metworking | Storage | Alarm Definitions | Tags | Permissions | Dell Storage Settings
~ @vmhbaz (FC) Adapter Details
o st Center 476 (476) |
i Storage Center 476 (476) | o ey I5CS) Software Adapter
o Storage Cenfer 64216 (B4° | yamy: iqn, 1998-01 comyimware esk-m380-4e3dasbe
i Storage Center 69027 (691 | Device: vmhha3l4
i Storage Center 63103 (63 Type: iscsl
b Alias: Mo Alias
e 3(F
v Bvmhba3 FO) Status: onling
i Storage Center 476 (476)
) Storage Center 64216 (64
o Storage Center 63027 (691 L
i Storage Center 69103 (89 | Storage Details & Configure
~ B ymhba34 (5CS) Storage Center: Storage Center 476
Storage Center SN: 476
B storage Center 64216 (54; | Storage Server: Mo Server
£ Storage Center 63027 (891 | SU0US: Somigucstle
Connectivity: Up
R ctorage Center 53103 (59
| Connectivity Legend
¥ Connected FC ¥ Connected iSCSI £} Connected Storage Center _'f Storage Center Ready to Configure
|
| Cisconnected FC B Disconnected ISCSI £3 Partially Connected Storage Center
i Mot Connected Storage Center

Abbildung 15. Dell Storage-Einstellungen fiir einen Host

Im linken Fenster werden die Fibre Channel- und iSCSI-HBAs (Host Bus Adapter) auf den ESXi-Host- und
Storage Center-Verbindungen angezeigt. Die Storage Center-Symbole geben Aufschluss daruber, ob das
Storage Center verbunden, teilweise verbunden, nicht verbunden oder bereit fur die Konfiguration ist.
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Konnektivitat — Legende

Symbol Kennzeichnung Beschreibung

= FC verbunden Es ist eine Fibre Channel-Verbindung zwischen dem HBA
: und dem Storage Center vorhanden.

“ FC getrennt Es ist keine Fibre Channel-Verbindung zwischen dem HBA

und dem Storage Center vorhanden.

®

iSCSI verbunden

Es ist eine iSCSI-Verbindung zwischen dem HBA und dem
Storage Center vorhanden.

2

iSCSI getrennt

Es ist keine iSCSI-Verbindung zwischen dem HBA und
dem Storage Center vorhanden.

Storage Center verbunden

Das Storage Center ist mit dem ESXi-Host verbunden.

die Konfiguration

= Storage Center teilweise Das Storage Center ist teilweise mit dem ESXi-Host
b verbunden verbunden.
= Storage Center nicht Das Storage Center ist nicht mit dem ESXi-Host
- verbunden verbunden.
R Storage Center bereit fur Das Storage Center ist bereit fUr die Konfiguration einer

Verbindung mit dem ESXi-Host.

Wahlen Sie eine Storage Center-Verbindung aus, um Konfigurationsinformationen fur den HBA und das
Storage Center anzuzeigen.

Konfigurieren von Storage Center-Verbindungen

So konfigurieren Sie eine Verbindung zwischen einem HBA und einem Storage Center:

1. Wahlen Sie eine nicht konfigurierte Storage Center-Verbindung aus, fur die das Symbol Storage
Center Ready to Configure (Storage Center bereit fUr die Konfiguration) angezeigt wird.

2. Klicken Sie auf Configure (Konfigurieren).

Im Rahmen des Konfigurationsvorgangs werden folgende Aufgaben fur eine Fibre Channel-
Verbindung durchgefuhrt:

Es wird eine Serverdefinition auf dem Storage Center erstellt, falls noch keine vorhanden ist

Es werden die entsprechenden, dem Server zugeordneten HBA-Definitionen erstellt

ﬁ ANMERKUNG: Falls sich der Host in einem Cluster befindet, der nicht auf dem Storage
Center vorhanden ist, wird die Cluster-Definition auf dem Storage Center erstellt.

Im Rahmen des Konfigurationsvorgangs werden folgende Aufgaben fur eine iSCSI-Verbindung
durchgefuhrt:

Falls erforderlich, wird der iSCSI-Software-Initiator auf der ESXi-Host-Seite aktiviert
Die Regeln fur die ESXi-Host-Firewall werden fur die Aktivierung von iSCSI-Verbindungen

festgelegt

Die iSCSI-Software-Initiatoren werden mit Storage Center-IP (IQN)-Zielen konfiguriert (die Ziele
werden einer Liste mit statischen iSCSI-Zielen auf dem ESXi-Host hinzugeflgt)
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» Es wird eine Serverdefinition auf dem Storage Center erstellt, falls noch keine vorhanden ist, und
es wird eine entsprechende, dem Server zugeordnete HBA-Definition erstellt

% ANMERKUNG: Falls sich der Host in einem Cluster befindet, der nicht auf dem Storage
Center vorhanden ist, wird die Cluster-Definition auf dem Storage Center erstellt.

Adapterdetails

Kennzeichnung

Beschreibung

Model (Modell)

Modellname des Adapters

WWN

World Wide Name (WWN) fur Fibre Channel und iSCSI Qualified Name
(IQN) fur iSCSI

Device (Gerat)

Name des Adapters

Type (Typ)

Storage adapter type (Speicheradaptertyp, FC oder iSCSI)

Node Name (Knotenname)

Fibre Channel-Knotenname

Alias

iSCSI-Aliasname

Status

Status des Adapters

Speicherdetails

Kennzeichnung

Beschreibung

Storage Center

Name des Storage Center

Storage Center SN

Seriennummer des Storage Center

Storage Server
(Speicherserver)

Server, mit dem das Gerat verbunden ist

Status

Konfigurationsstatus des Storage Center (Configured/Konfiguriert,
Configurable/Konfigurierbar, Not Visible/Nicht sichtbar)

Connectivity (Konnektivitat)

Status der Storage Center-Verbindung (Up/Eingeschaltet, Down/
Ausgeschaltet, Not Connected/Nicht verbunden)

Verwenden von Dell Ansichten

Mithilfe der Dell Speicher-Ansichten kénnen Sie Informationen zu einem Dell Datenspeicher oder RDM
anzeigen. Auf die Seite Dell Views (Dell Ansichten) kénnen Sie Uber die Registerkarte Monitor

(Uberwachung) eines Hosts, Clusters, Datenspeichers, Datenspeicher-Clusters, einer virtuellen Maschine
oder eines Datacenters zugreifen.

Registerkarte ,Allgemein”

Auf der Registerkarte General (Allgemein) werden allgemeine Informationen zum ausgewahlten Dell

Volume angezeigt.
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Informationen der Storage Center-Registerkarte ,Allgemein”

Abbildung 16. Registerkarte ,General” (Allgemein) fur ein Storage Center Zeigt ein Beispiel fur

Informationen in der Registerkarte Allgemein fUr ein Storage Center an.

Issues | Performance

Datastore name
Testingl.1
ABCVMFS

Checkinglssuel

Name:

Serial Number

Storage Center
Dell SN.

Dell Index

Size

Disk Folder
Folder:

Storage Type:
Status

Replay Profiles
Storage Profiles

Write Cache Enabled.
Read Cache Enabled.
Date Created

Date Updated:

Notes

[ vsp-dev | Actions ~

Gefting Started  Summary | Monitor | Manage Related Objects

Tasks | Events | Storage Reports | Dell Storage

ABCVMFS
naa.6000d31000fd92000000000000000042

SN 64914 [Storage Center VM Apps (64914_64915)]
0000fd92-00000042

64

1GB

DataStore

Assigned

Assigned - Redundant - 2 MB

Up

Daily

Recommended

Yes Write Cache Status
Yes Read Cache Status

01/19/2015 01:52:58 PM Created By
0172812015 120107 AM Updated By

Created by vSphere plugin by user ID: root

o

Solume name Size Storage System(SANMNAS)
Testing! 1ol NFS 11 GB FluidF S-6XHBF 22 =
ABCVMFS VMFS-5 168 SN 64914 [Slorage Centar Vb
Checkinglssue! Changelvo NFS 1.2GB FluidFS-6XHBF 22
CKTestAddDatastoreNFS  CKTestaddDatastoreNFSVo NFS 168 FluidFS-BXHEF 22 =

General | Usage Statistics  ConnectivityInfo  Volume Replays  Replications f Live Volumes

Down
Up
Admin
Admin

Abbildung 16. Registerkarte ,General” (Allgemein) fir ein Storage Center

Tabelle 1. Informationen von der Registerkarte ,General” (Allgemein) Beschreibt die Informationen in der

Registerkarte General (Allgemein).

Tabelle 1. Informationen von der Registerkarte ,General” (Allgemein)

Kennzeichnung

Beschreibung

Name

Name des Volumes

Serial Number
(Seriennummer)

Seriennummer des Volumes

Storage Center

Storage Center, auf dem sich das Volume befindet

Dell SN

Dell Seriennummer des Volumes

Dell Index

Objektindex fur das Volume

Size (GroRe)

GroRe des Volumes

Disk Folder
(Festplattenordner)

Speicherort des Storage Center-Festplattenordners

Folder (Ordner)

Ordnerspeicherort des Volumes

Storage Type (Speichertyp)

Speichertyp des Volumes
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Kennzeichnung

Beschreibung

Status

Aktueller Status des Volumes und des Controllers, auf dem das Volume
aktiv ist

Replay Profiles (Replay-
Profile)

ReplayProfile, die auf das Volume angewendet wurden

Storage Profiles
(Speicherprofile)

Speicherprofile fur das Volume

Write Cache Enabled
(Schreib-Cache aktiviert)

Gibt an, ob der Schreib-Cache fur das Volume aktiviert ist

Read Cache Enabled (Lese-
Cache aktiviert)

Gibt an, ob der Lese-Cache fur das Volume aktiviert ist

Read Cache (Lese-Cache)

Gibt an, ob der Lese-Cache aktiviert ist oder nicht (Ja oder Nein)

Date Created
(Erstellungsdatum)

Datum und Uhrzeit der Volume-Erstellung

Created By (Erstellt von)

Benutzer, der das Volume erstellt hat

Date Updated
(Erstellungsdatum)

Datum, zu dem das Volume zuletzt aktualisiert wurde

Updated By (Aktualisiert von)

Benutzer, der das Volume zuletzt aktualisiert hat

Notes (Anmerkungen)

Beschreibende Anmerkungen zum Volume

Informationen der FluidFS-Registerkarte ,Allgemein”

Abbildung 17. Informationen auf der Registerkarte ,General” (Allgemein) fur einen FluidFS-Cluster Zeigt
ein Beispiel fur Informationen Uber die Registerkarte General (Allgemein) flr einen FluidFS-Cluster.
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Abbildung 17. Informationen auf der Registerkarte ,General” (Allgemein) fiir einen FluidFS-Cluster

Tabelle 2. Informationen auf der Registerkarte ,General” (Allgemein) fur einen FluidFS-

ClusterInformationen auf der Registerkarte General (Allgemein) fur einen FluidFS-Cluster

Tabelle 2. Informationen auf der Registerkarte ,General” (Allgemein) fir einen FluidFS-Cluster

Kennzeichnung

Beschreibung

FluidFS Cluster Name (FluidFS-Cluster-
Name)

Name des Clusters

FluidFS Cluster IP Address (FluidFS-
Cluster-IP-Adresse)

|P-Adresse des Clusters

Storage Center Servers (Storage Center-
Server)

Informationen zu etwaig verbundenen Storage Centern

Registerkarte ,Nutzungsstatistik”

Auf der Registerkarte Usage Statistics (Nutzungsstatistik) werden Informationen zum ausgewahlten Dell

Volume angezeigt.

Storage Center-Statistikdaten

Abbildung 18. Storage Center-Statistikdaten Zeigt ein Beispiel von Nutzungsstatistiken fur ein Storage

Center an.
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3 multivolD$S01 ~ Actions ~

Gefting Started Summary | Monitor | Manage

I
4

Related Objects

multiVolDS01 4GB
multivolDS02 5GB
General | Usage Statistics | Connectivity Info

Issues | Performance | Tasks | Events . Storage Reports | Dell Storage'

N Storage Center

SN 64293 [Rackd SC-3 64293]
SN 64293 [RackB SC-3 64293]

&~ S -

Volume Replays Replication / Live Volume

Total volume space consumed: 312 MB
Total disk space consumed; 392 MB

Savings vs. basic RAID 10 storage: 232 MB
Data Instant Replay overhead: 28 MB

[[Wolume Space - Active | [ Disk Space - Active

| I Volume Space - Replay ] | Disk Space - Replay |

Tier 1 Storage
RAID 10 - FastTrack
[J 400mB
[ sooms
RAID & - Standard
] 10.00 MB
] 1250 mB
Tier 3 Storage
RAID 5 - Standard

| 208.00 MB

| 37250 uB

Abbildung 18. Storage Center-Statistikdaten

Tabelle 3. Nutzungsstatistik fur

ein Storage Center Beschreibt die Nutzungsstatistik fur ein Storage Center.

Tabelle 3. Nutzungsstatistik fiir ein Storage Center

Kennzeichnung

Beschreibung

Total volume space
consumed (Insgesamt
verbrauchter Volume-
Speicherplatz)

Insgesamt auf dem Volume verwendeter Speicherplatz

Savings vs. basic RAID 10
storage (Einsparung
gegenuber Basis-RAID 10-
Speicher)

Geschatzte Speicherplatzeinsparung durch Verwendung der
dynamischen Blockarchitektur von Dell anstelle von grundlegendem
RAID-Speicher

Total disk space consumed
(Insgesamt verbrauchter
Festplatten-Speicherplatz)

Total disk space consumed by the volume (Festplattenspeicherplatz, der
insgesamt vom Volume verbraucht wurde)

Data Instant Replay Overhead

Speicherplatz, der insgesamt von Volume-Replays verbraucht wurde

Tier 1 Storage (Speicher in
Schicht 1)

Aktiver Volume-Speicherplatz, aktiver Festplattenspeicherplatz und
Replay-Speicherplatz fir das Volume in Schicht 1

Tier 2 Storage (Speicher in
Schicht 2)

Aktiver Volume-Speicherplatz, aktiver Festplattenspeicherplatz und
Replay-Speicherplatz flr das Volume in Schicht 2
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Kennzeichnung Beschreibung

Tier 3 Storage (Speicher in Aktiver Volume-Speicherplatz, aktiver Festplattenspeicherplatz und
Schicht 3) Replay-Speicherplatz fur das Volume in Schicht 3

FluidFS-Statistikdaten

Abbildung 19. Nutzungsstatistik fur einen FluidFS-Cluster Zeigt ein Beispiel von Nutzungsstatistiken fur

einen FluidFS-Cluster.

[ CreateNFSDS Actions

Gefting Started  Summary | Monitor | Manage Related Objects

Issues | Performance | Tasks | Events | Storage Reports | Dell'Storage

Datastors nama Voluma nama Typa

CrealeNFSDS SrealeNFSDEVol MFS

General | Usage Statistics | Connectivity Infa

NAS Volume Name: CreateNFSDSVol

Unused (Reserved) Space: 0 MB

Snapshot Space: 0MB

Volume Folder: TestNFSDatastored

il
>

Size Storage SystamiSANMNAS)

1GB FluldFS-EXHEF 22

Size: 1GB

Unused (Unreserved) Space: 1017.3 MB

Overcommitted Space: omMe

Used Vs Unused Space

Used Space: 67 MB

Unused Space: 1017.3 MB

B vsed space

Unuzed Space

Abbildung 19. Nutzungsstatistik fur einen FluidFS-Cluster

Tabelle 4. Fluid FS Nutzungsstatistik-Informationen Beschreibt die FluidFS-Nutzungsstatistik-

Informationen.

Tabelle 4. Fluid FS Nutzungsstatistik-Informationen

Kennzeichnung

Beschreibung

NAS Volume Name (Name des
NAS-Volumes)

Name des Volumes

Size (GroRe)

GroRe des Volumes

Unused (Reserved) Space (Nicht
verwendeter (reservierter)
Speicherplatz)

Ein Teil eines schlank bereitgestellten NAS-Volumes, der speziell
dem NAS-Volume gewidmet ist (keine anderen Volumes kénnen
darauf zugreifen). Die GroRe des reservierten Speicherplatzes wird
vom Speicheradministrator festgelegt. Reservierter Speicherplatz
wird vor nicht reserviertem Speicherplatz verwendet.

Unused (Unreserved) Space (Nicht
verwendeter (nicht reservierter)
Speicherplatz)

Speicherplatz, der dem NAS-Pool zugeteilt, aber nicht verwendet
wurde
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Kennzeichnung

Beschreibung

Snapshot Space (Snapshot-
Speicherplatz)

Speicherplatz, der durch die Snapshots eines NAS-Volumes belegt
wird

Overcommited Space
(Uberbelegter Speicherplatz)

Ein Teil eines schlank bereitgestellten NAS-Volumes, der nicht
verfugbar ist und nicht vom NAS-Volume verwendet wird. Die
GroRe des Uberbelegten Speicherplatzes fur ein NAS-Volume wird
wie folgt berechnet — (GréRe des NAS-Volumes) — (VerflUgbarer
Speicherplatz des NAS-Volumes) — (Verwendeter Speicherplatz
des NAS-Volumes)

Beim Thin Provisioning wird der Speicherplatz erst dann
verbraucht, wenn Daten physisch in das NAS-Volume geschrieben
werden, und nicht wenn das NAS-Volume erstmals zugewiesen
wird. Bei dieser Art der Bereitstellung kdnnen Sie den NAS-
Volumes mehr Speicherplatz zuweisen, als dem NAS-Pool selbst
zugewiesen wurde.

Volume Folder (Volume-Ordner)

Name des NAS-Volume-Ordners

Used Vs Unused Space
(Verwendeter/Nicht verwendeter
Speicherplatz)

Balkendiagramme mit einem Vergleich des verwendeten und des
nicht verwendeten Speicherplatzes

Registerkarte ,Konnektivitatsinformationen”

Auf der Registerkarte Connectivity Info (Konnektivitatsinformationen) werden
Konnektivitatsinformationen zum ausgewahlten Dell Volume angezeigt.

Abbildung 20. Informationen zur Konnektivitat fur ein Storage Center Zeigt die

Konnektivitatsinformationen fur ein Storage Center an.
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1 11vMFSDatastoreFromCreateV  Actions -

Gefting Started  Summary | Monitor | Manage Related Objects

Issues | Performance | Tasks | Events | Storage Reports | Dell Siorage

Datastors name Voluma name Typa Size

Storage System(SANINAS)

11VMFSD romCre 11VMFSD romCre VMFS-5 45 GB SN 64914 [Storage Center
General Usage Statistics | Connectivity Info | Volume Replays  Replications / Live Volumes

Server Port Storage Port LUN Type Status

Ajith_Server {ign.1998-01.c 5000D31000FD9228 17 iSCS1 Up

Abbildung 20. Informationen zur Konnektivitat fiir ein Storage Center

Tabelle 5. Informationen in der Registerkarte ,Connectivity Info” (Konnektivitatsinformationen) Beschreibt
die Informationen in der Registerkarte ,Connectivity” (Konnektivitat).

Tabelle 5. Informationen in der Registerkarte ,Connectivity Info” (Konnektivitatsinformationen)

Kennzeichnung Beschreibung

Server Port (Serverport) Servername und Port

Storage Port (Speicherport) Speicherport auf dem Storage Center

LUN Zuweisungs-LUN
Type (Typ) Protocol (Protokoll, Fibre Channel oder iSCSI)
Status Status des Pfads

Abbildung 21. Informationen zur Konnektivitat fur einen FluidFS-Cluster Zeigt ein Beispiel fur
Informationen zur Konnektivitat fir einen FluidFS-Cluster an.
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Abbildung 21. Informationen zur Konnektivitat fiir einen FluidFS-Cluster

Tabelle 6. Informationen zur Konnektivitat fur einen FluidFS-Cluster Beschreibt Informationen zur

Konnektivitat fur einen FluidFS-Cluster.

Tabelle 6. Informationen zur Konnektivitat fur einen FluidFS-Cluster

Kennzeichnung

Beschreibung

Host

|P-Adresse des Hosts

Folder (Ordner)

Speicherort des Ordners fur NFS-Datenspeicher

Status

Status des Hosts (Verbunden, Offline)

Virtual IP Address (Virtuelle IP-
Adresse)

|P-Adresse der virtuellen IP

Registerkarte ,Volume Replays”

Auf der Registerkarte Volume Replays werden Informationen zu den Replays fur das ausgewahlte Dell

Volume angezeigt.

Abbildung 22. Registerkarte ,Volume Replays” Zeigt ein Beispiel fur Informationen auf der Registerkarte

.Volume Replays”.
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3 multivolDS01 | Actions ~

i

Getting Started  Summary | Monitor | Manage Related Objects

Issues | Performance | Tasks | Events | Storage Reports | Dell Storage

Dell Volume Size LUN Storage Center

multivelDS01 SN 64293 [Racks SC-3 64293]
multivelDS02 SN 64293 [Racks SC-3 64293]

.
o
m
w

wm
@
m
r

General Usage Statistics Connectivity Info | Volume Replays | Replication /Live Volume

Fresrs Time Expire Time Replay Size Desaiptior

Active 4 MB

Wed Oct 15 20:01:08 GMT-04( Wed Oct 22 20:01:08 GMT-04( 4 MB Daily at 12:01 AM
Tue Oct 14 20:01:08 GMT-040 Tue Oct 21 20:01:08 GMT-040 4 MB Daily at 12:01 AM
Mon Oct 13 20:01:08 GMT-04C Mon Oct 20 20:01:08 GMT-04( 4 MB Daily at 12:01 AM
Sun Oct 12 20:01:08 GMT-040 Sun Oct 19 20:01:08 GMT-040 4 MB Daily at 12:01 AM
Sat Oct 11 20:01:08 GMT-040( Sat Oct 18 20:01:08 GMT-040( 4 MB Daily at 12:01 AM
Fri Oct 10 20:01:07 GMT-0400 Fri Oct 17 20:01:07 GMT-0400 4 MB Daily at 12:01 AM
Thu Oct 9 20:01:08 GMT-0400 Thu Oct 16 20:01:08 GMT-040 284 MB Daily at 12:01 AM

Abbildung 22. Registerkarte ,Volume Replays”

Tabelle 7. Informationen zu der Registerkarte ,Volume Replays” Beschreibt die Informationen in der

Registerkarte ,Volume Replays”.

Tabelle 7. Informationen zu der Registerkarte ,Volume Replays”

Kennzeichnung

Beschreibung

Freeze Time (Erstellungszeit)

Uhrzeit, zu der das Replay erstellt wurde

Expire Time (Ablaufzeit)

Uhrzeit, zu der das Replay automatisch ablauft

Replay Size (Replay-GroRe)

Speicherplatz, der insgesamt vom Replay verbraucht wird

Description (Beschreibung)

Name des Replay-Profils, auf dessen Basis das Replay automatisch
erstellt wurde, oder eine Beschreibung des Replay

Registerkarte ,Replikationen/Live Volumes”

Auf der Registerkarte Replications/Live Volume (Replikationen/Live Volume) werden Informationen zu
den Replikationen fur das ausgewahlte Dell Volume angezeigt.

Abbildung 23. Registerkarte ,Replikationen/Live Volumes” Zeigt ein Beispiel der Informationen in der

Registerkarte ,Replications/Live Volume” (Replikationen/Live Volume) an.
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Gelting Stated.  Summary | Monior | Manage Related Objects
! Issues I Pgn‘o!manci‘. ‘I'a'sl-s. En?ms. Storage Reporis ] Dall Slumgn-
Dell Volume Size LUN Storage Centar
multivolD801 4GB 3 SN 64203 [RackB BC-3 64203]
mullivolDE02 508 4 SN 64293 [RackB 5C-3 64293]
Genaral  Usage Statistics  Conneclivity Info  Volume Replays — Replications / Live Volumes
Replication Type State Destination Storage Canter Syneed Remaining
w2 Replication, Asynchronous Up RackB SC-2 64506 100% omMB
& Replication, Asynchronous Up Racks 8C-2 64506 100% ome
Details
Yo S Replicate Active Replay Yes
Deduplicate No
Storage Canter SN 64293 [RackB SC-3 64293] RackB 5C-2 64508 Replicate io Lawest Tier: Yes
lama mulivalDS01 Repl of mulivalDS01 QoS Definition SC3_Q0SNODE (1 Ghps)
Walume Size 4GB 4GB
Replays
Replays at Sowrce Velume Sixe Raplays at Destination Volume Slze
Active AMB Active 4HB
Wed Oct 29 00101.08 GMT-0400 2014 4 W8 Wed Oct 29 00:01:08 GMT-0400 2014 4B
Tue Oct 28 00:01:08 GMT-0400 2014 4 MB Tue Ocl 28 00:01:08 GMT-0400 2014 sMBE
Mon Oct 27 18:38:23 GMT-0400 2014 4 MB Mon Oct 37 18:38:23 GMT-0400 2014 4MB
Maon Oct 27 18:33:16 GMT-0400 2014 4MB Mon Oct 27 18:33:16 GMT-0400 2014 4 MB
Mon Qct 27 00:01:08 GMT-0400 2014 4 mB Mon Oct 27 00:01:08 GMT-0400 2014 4 WB
Sun Oct 26 00:01:08 GMT-D400 2014 4 MB Sun Oct 26 00:01,08 GMT-0400 2014 AMB
Sal Oct 25 00:01:08 GMT-0400 2014 4me Sat 0ct 25 0000108 GMT-0400 2014 4Me
Fri Oct 24 00:01:08 GMT-0400 2014 4mB Fri Cct 24 D0:01:08 GMT-0400 2014 4 MB
Thu Oct 23 00:01:08 GMT-0400 2014 84 ME Thu Oct 23 00:01°08 GMT-0400 2014 284 MB

Abbildung 23. Registerkarte ,Replikationen/Live Volumes”

Tabelle 8. Informationen zu der Registerkarte Reqisterkarte ,Replications/Live Volume” (Replikationen/

Live Volume) Beschreibt die Informationen in der Registerkarte ,Replications/Live Volume”
(Replikationen/Live Volume).

Tabelle 8. Informationen zu der Registerkarte Registerkarte ,Replications/Live Volume” (Replikationen/Live

Volume)

Kennzeichnung

Beschreibung

Replication type
(Replikationstyp)

Name der Replikation

State (Zustand)

Aktueller Zustand der Replikation

Destination Storage Center
(Ziel-Storage Center)

Ziel-Storage Center fur die Replikation

Synced (Synchronisiert)

Prozentsatz der derzeit synchronen Daten

Remaining (Verbleibend)

Menge der noch nicht synchronisierten Daten

Fur jede Replikation:
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Kennzeichnung

Beschreibung

Source Storage Center
(Quell-Storage Center)

Quell-Storage Center fur die Replikation

Destination Storage Center
(Ziel-Storage Center)

Ziel-Storage Center fur die Replikation

Source Volume
(Quellvolume)

Name des Volumes auf dem Quell-Storage Center

Destination Volume
(Zielvolume)

Kapazitat des Volumes auf dem Ziel-Storage Center

Source Volume Size (GréRe
Quellvolume)

Kapazitat des Volumes auf dem Quell-Storage Center

Destination Volume Size
(GroRe Zielvolume)

Kapazitat des Volumes auf dem Ziel-Storage Center

Replicate Active Replay
(Aktives Replay replizieren)

Gibt an, ob die Option Replicate Active Replay (Aktives Replay
replizieren) aktiviert ist

Deduplicate (Deduplizieren)

Gibt an, ob die Option Deduplication (Deduplizierung) aktiviert ist

Replicate to Lowest Tier (Auf
unterste Schicht replizieren)

Einstellung (Ja oder Nein) bezuglich der Replikation auf unterste Schicht

QoS Definition (QoS-
Definition)

Name der QoS-Definition fur die Replikation

Anzeigen von Dell Diagrammen

Verwenden Sie Dell Diagramme, um Storage Center-Leistungsdaten fur einen ESXi-Host anzuzeigen. Die
Ansicht ,Dell Charts” (Dell Diagramme) kann Uber die Seite Performance (Leistung) der Registerkarte
Monitor (Uberwachung) eines Hosts, Clusters, Datenspeichers, Datenspeicher-Clusters, einer virtuellen
Maschine oder eines Datacenters aufgerufen werden.

Abbildung 24. Beispiel fur das KB/Sek. und 10/Sek.-Diagramm flr ein Storage Center Zeigt KB/Sek. und
IO/Sek.-Diagramme fur ein Storage Center an.
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3 MumvoILsul ACTIONS ¥

Gefling Statted  Summary | Monitor | Manage Related Objects

Issues 'Feri'o'rr'nance_; Tasks | Events Storage Repons | Dell Storage

" Parent Name
Overview Racks 5C-3 64293 multiVolDS0
Racks 5C-3 64293 multivelDS02

Dell Storage Charts

KB/sec Chart
50

40

20

Tyoe
Datastore
Datastore

0

|0/sec Chart
1

0.8

0e

0.4

0z

o

10/1/2014 18:26 10472014 21:26  10/8/2014 2:26  10/11/2014 T:28 100142014 12:26

B Readkdisec | TotalkBisec ] virite KBiseo

10/1/2014 18:28  10/4/2014 21:28 10/8/2014 2:28 10/11/2014 7:28  10/14/2014 12228

B Readiosec [l Toallorsec [ write 10/sec

Abbildung 24. Beispiel fur das KB/Sek. und 10/Sek.-Diagramm flir ein Storage Center

Abbildung 25. Beispiel fur ein Latenz-Diagramm fur ein Storage Center Zeigt ein Beispiel eines Latenzzeit-

Diagramms fur ein Storage Center an.
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[vsp-dev  Actions ~ =
Gefting Stated  Summary | Monitor | Manage Related Objects
Issues [ Performance | Tasks | Events | Storage Reports | Dell Storage

a“ Parent Hame Type
Ovendew Storage Center VM Apps (64914_64! Alith_Server Server

Advanced Storage Center Vi Apps (64914_64! vmapps-asxid Servar

Latency (ms) Chart

142015 21:55  WI172015 525 V1020151255 VZVIOIS 2025 V242015 3:55 V22015 1125 1292015 18:55

B Read Latency wiite Latency ] Transter Latency

Abbildung 25. Beispiel fur ein Latenz-Diagramm fiir ein Storage Center

Fur jedes mit dem ESXi-Host verbundene Storage Center werden in Tabelle 9. Header-Informationen fur

ein Storage Center beschriebene Informationen in der Uberschrift angezeigt.

Tabelle 9. Header-Informationen fiir ein Storage Center

Kennzeichnung Beschreibung

Parent (Ubergeordnetes Name des Storage Center
Element)

Name Name des VMware-Objekts
Type (Typ) Objekttyp

Diagramme

Tabelle 10. Diagramme, die Storage Center-Leistungsinformationen anzeigen Beschreibt die Art der

angezeigten Leistungsdaten des Storage Centers in Diagrammen.

Tabelle 10. Diagramme, die Storage Center-Leistungsinformationen anzeigen

Kennzeichnung Beschreibung

KB/s-Diagramm

Read KB/sec (KB/s Lesen) — Ubertragungsrate der Lesevorgénge in
Kilobyte pro Sekunde

Total KB/sec (KB/s Gesamt) — Kombinierte Ubertragungsrate der Lese-
und Schreibvorgange in Kilobyte pro Sekunde
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Kennzeichnung

Beschreibung

Write KB/sec (KB/s Schreiben) — Ubertragungsrate der Schreibvorgénge
in Kilobyte pro Sekunde

I0/s-Diagramm

Read 10/sec (I0/s Lesen) — Ubertragungsrate der Lesevorgange in 1/O-
Vorgange pro Sekunde

Total 10/sec (I0/s Gesamt) — Kombinierte Ubertragungsrate der Lese-
und Schreibvorgange in I/O-Vorgange pro Sekunde

Read 10/sec (I0/s Lesen) — Ubertragungsrate der Lesevorgange in 1/O-
Vorgange pro Sekunde

|O-GroRe-Diagramm

Average 10 Size (Durchschnittliche |0-GréRe): Durchschnittliche GroRe
der I/O-Vorgange in Kilobyte.

Latenzzeit (ms)-Diagramm

Read Latency (Leselatenzzeit) — Latenzzeit der Lesevorgange in
Millisekunden

Write Latency (Schreiblatenzzeit) — Latenzzeit der Schreibvorgange in
Millisekunden

Transfer Latency (Ubertragungslatenzzeit) — Latenzzeit der
Datenubertragungsvorgange in Millisekunden
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Referenzmaterial zu den Seiten des
Assistenten

In den folgenden Abschnitten werden die Seiten des Assistenten fur das Dell Storage vSphere Web Client
Plugin beschrieben.

Hinzufligen von Speicher (Storage Center)

Auf der Seite Add Storage (Speicher hinzufliigen) kénnen Sie auswahlen, wie Speicher hinzugeflgt
werden soll.

Select Action Type
=) Create New Dell Volume
Create a new volume on the Dell Storage Center
Map Existing Dell Volume
Find a volume on the Dell Storage Center to be mapped to the host(s). This volume must be a VWFS formatted datastore volume

Back Hext Cancel

* Create New Dell Storage Volume (Neues Dell Speicher-Volume erstellen) — Wahlen Sie diese Option
aus, um ein neues Dell Volume fur die Zuweisung zu erstellen.

* Map Existing Dell Volume (Vorhandenes Dell Volume zuweisen) — Wahlen Sie diese Option aus, um
ein vorhandenes Dell Volume fur die Zuweisung auszuwahlen.

Hinzufligen von Speicher (NFS)

Auf der Seite Add Storage (Speicher hinzuflgen) kénnen Sie auswahlen, wie Speicher fur einen NFS-
Datenspeicher hinzugefuigt werden soll.
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Select Action Type
=) Create an New NFS Datastore
Create a New NFS Datastore on a NAS Volume
Map an Existing NFS Export
Map an existing NFS export on FluidFS cluster as a VWware NFS Datastore

Back Next Cancel

* Create New NFS Datastore (Neuen NFS-Datenspeicher erstellen) — Wahlen Sie diese Option aus, um
einen neuen NFS-Datenspeicher fur die Zuweisung zu erstellen.

* Map an Existing NFS Export (Vorhandenen NFS-Export zuweisen) — Wahlen Sie diese Option aus, um
einen vorhandenen NFS-Datenspeicher fur die Zuweisung auszuwahlen.

Kompatibilitatsmodus

Auf der Seite Compatibility Mode (Kompatibilitdatsmodus) k&nnen Sie den Zugangsmodus fur die virtuelle
Festplatte auswahlen.

The compatibility mode you choose will only apply to this virtual disk and will not affect any other disks using this LUN mapping.
Compatibility
«) Physical

Allow the guest operating system to access the hardware directly. Taking a snapshot of this virual machine
will not include this disk

Virtual

Allow the virtual machine to use Vidware snapshots and other advanced functionality.
Warning: This may cause incompatibility with some Dell Compellent applications.

LUNs with capacily greater than 2 TB support physical mode only.

Back Next Cancel

» Physical (Physisch) — Wahlen Sie diese Option aus, um dem Gast-Betriebssystem direkten Zugang zur

Hardware zu gewahren. In den VMware-Snapshots der virtuellen Maschine wird diese Festplatte nicht
enthalten sein.
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% ANMERKUNG: vSphere 5 unterstutzt 64-TB-pRDMs und EinzeldateigroRen von bis zu 64 TB.

e Virtual (Virtuell) — Wahlen Sie diese Option aus, um dem Gast-Betriebssystem virtuellen Zugang zur
Festplatte zu gewahren. Auf diese Weise kdnnen VMware-Snapshots und andere erweiterte VMware-
Funktionen verwendet werden. Beachten Sie, dass die alleinige Bereitstellung von virtuellem Zugang
dazu fuhren kann, dass einige andere Dell Anwendungen nicht kompatibel sind.

Erstellen mehrerer Datenspeicher

Auf der Seite Create Multiple Datastores (Mehrere Datenspeicher erstellen) kénnen Sie die Anzahl und
die Namen der zu erstellenden Datenspeicher angeben.

Create Multiple Datastores

Back

Mumber of Datastores: |9 Start numbering at: |2

Volume Datastore Size

Volume2 Datastore2 500 GB
Volume3 Datastore3 500 GB
Volume4 Datastore4 500 GB
Volume5 Datastores 500 GB
Volume6 Datastore6 500 GB
Volume7 Datastore7 500 GB
Volumeg Datastore8 500 GB
Volume9 Datastored 500 GB
Volume 10 Datastore 10 500GB

Edit

Next

Cancel

* Number of Datastores (Anzahl der Datenspeicher) — Geben Sie die Anzahl der zu erstellenden

Datenspeicher ein.

» Start numbering at (Nummerierung starten bei) — Geben Sie die Zahl ein, ab der die Nummerierung
von Volume-Namen und Datenspeichernamen beginnen soll.

o Edit (Bearbeiten) — Wahlen Sie einen Datenspeicher aus und klicken Sie auf Edit (Bearbeiten), um das
Dialogfeld Datastore Properties (Datenspeichereigenschaften) aufzurufen, in dem Sie Volume-Name,
Datenspeichername und DatenspeichergréRe andern kénnen.

Anpassung

Auf der Seite Customization (Anpassung) kénnen Sie Einstellungen fur virtuelle Maschinen anpassen.
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Customize virtual machine seftings:
Name

New Virtual Machine1
Mew Virtual Machine2
Mew Virtual Machine3
Mew Vifdual Machine4

MNew Virtual Machines

Virtual Machine Settings

Name: Mew Virtual Machine1

CPL: 1

Memory (MB): 4096

Network: T

VM Metwork 2

- Update

Back Next Cancel

e Customize virtual machine settings (Einstellungen fUr virtuelle Maschinen anpassen) — Wahlen Sie die
virtuelle Maschine aus, deren Einstellungen Sie anpassen méchten.

« Name - Geben Sie einen Namen fur die virtuelle Maschine ein.
« CPU - Wahlen Sie die Anzahl der Prozessoren flr die virtuelle Maschine aus.
* Memory (Speicher) — Wahlen Sie die Speicherkapazitat fur die virtuelle Maschine aus.

* Network (Netzwerk) — Wahlen Sie die virtuellen Netzwerke aus, mit denen diese virtuelle Maschine
verbunden werden soll.

Anpassung flur das Klonen einer virtuellen Maschine

Auf der Seite Customization (Anpassung) kdnnen Sie Einstellungen zum Klonen virtueller Maschinen
anpassen.

[V use Customization Spec

Selecta customization spec from the list to continue

Name | Type Last Updated Time
TesiCloneSpec Windows 27/09/14 6:27:10 AM
Linux-Spec Linux 54/15/15 4545 AM

e Use Customization Spec (Anpassungsspez. verwenden) — Markieren Sie dieses Kontrollkastchen, um
aus vordefinierten Anpassungsspezifikationen zu wahlen.
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Datenspeichersuche

Auf der Seite Datastore Lookup (Datenspeichersuche) kbnnen Sie den Datenspeicher auswahlen, auf
dem die virtuelle Maschine ausgeflhrt werden soll.

Select a datastore in which to store the virtual machine files
Name | Capacity | Provisioned | Free Type
Datastore 1 458.25 GB 4.71GB 453.54 GB VMFS
Datastore 2 458.25 GB 471GB 453.54 GB VIFS
Datastore 3 45825 GB a974.00 MB 457.30 GB VIFS
Datastore 4 499.75 GB 43.74 GB 456.01 GB VHMFS
Datastore & 499.75 GB 38168 49594 GB VWFS
Datastore & 499.75 GB 974.00 MB 498.80 GB VMFS

Back Next Cancel
Datenspeichername

Auf der Seite Datastore Name (Datenspeichername) kénnen Sie den Namen und den Speicherort flr den
wiederhergestellten Datenspeicher angeben.

Recovery Datastore
Datastore Mame: Datastore 1 (2013-06-19 19:05:02

[W] Use original datastore name: “Toriginal name] (Replay fime)"
Location;

< m Dalacenter

[ Storage Folder

Back Next Cancel

» Datastore Name (Datenspeichername) — Geben Sie einen Namen fUr den wiederhergestellten
Datenspeicher an.
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« Use original datastore name (Name des urspringlichen Datenspeichers verwenden) — Markieren Sie
dieses Kontrollkastchen, um den Namen des ursprunglichen Datenspeichers und die Replay-Uhrzeit
als Name fur den wiederhergestellten Datenspeicher zu verwenden.

e Location (Speicherort) — Geben Sie den Speicherort fur den wiederhergestellten Datenspeicher an.

Datenspeicheroptionen

Verwenden Sie zur Bereitstellung einer virtuellen Maschine die Seite Datastore Options
(Datenspeicheroptionen), und wahlen Sie dort den Datenspeicher aus, der die virtuelle Maschine
enthalten soll.

Select Datastore Option

=) Lookup for Exsting Datastore
Use an existing datastore for vifual machine storage
Create VWFS Datastore
Create a new VWFS datasftore for vifual machine storage
Create NFS Catastore

Create an new NFS datastore for vitual machine storage

Back Next Cancel

* Lookup for Existing Datastore (Nach vorhandenem Datenspeicher suchen) — Wahlen Sie diese
Option aus, um einen vorhandenen Datenspeicher fUr die virtuelle Maschine zu verwenden.

» Create VMFS Datastore (VMFS-Datenspeicher erstellen) — Wahlen Sie diese Option aus, um einen
neuen Datenspeicher fur die virtuelle Maschine zu erstellen. Die Erstellung eines neuen
Datenspeichers umfasst die Erstellung eines neuen Dell Volumes und die Konfiguration eines neuen
Datenspeichers.

« Create NFS Datastore (NFS-Datenspeicher erstellen) — Wahlen Sie diese Option aus, um einen neuen
NFS-Datenspeicher fUr eine virtuelle Maschine zu erstellen.

Datenspeichereigenschaften

Auf der Seite Datastore Properties (Datenspeichereigenschaften) kdnnen Sie Eigenschaften fur einen
Datenspeicher angeben.
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Datastore Properties

Datastore name: | New Volume

Large files require large block size. The mimum disk space used by any file is equal
to the file system block size

Maximum file size: | 256 GB, Block size: 1 MB >

Inventory Location

i Datacenter

Back Next Cancel

« Datastore name (Datenspeichername) — Geben Sie einen Namen fur den Datenspeicher ein.

« Maximum file size (Maximale DateigroRRe) — Falls die Dateisystemversion VMFS-3 lautet, wahlen Sie
die Option fur die Dateisystem-BlockgréR3e fUr den Datenspeicher aus. Die BlockgréRle bestimmt die
maximale DateigroRe, die der neue Datenspeicher unterstutzt.

g ANMERKUNG: VMFS-5 verwendet eine einheitliche DateiblockgréRe von 1 MB. Daher wird die
Option Maximum file size (Maximale DateigréRe) nicht angezeigt, wenn die Dateisystemversion
VMEFS-5 lautet.

* Inventory Location (Bestandsspeicherort) — Wahlen Sie den Speicherort fir den Datenspeicher aus.

Datenspeicherauswahl fur das Klonen einer virtuellen
Maschine

Verwenden Sie zum Klonen einer virtuellen Maschine die Seite Datastores (Datenspeicher), und wahlen
Sie dort einen Datenspeicher aus, in dem die Dateien der virtuellen Maschine gespeichert werden sollen.
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Select a datastore in which to store the virtual machine files

MName Capacity Provisioned Free Type
nasds-share 500.00 GB 74.14 GB 42586 GB NFS
Back Next

Cancel

Geratekonfiguration

Auf der Seite Device Configuration (Geratekonfiguration) kdnnen Sie die Option zum Hinzuflgen eines
Rohgerats auswahlen.

Virtual Machine Properties

VM Name win2k12a-m380

DNS Name win2k12a-m380

Guest 05 Name Wicrosoft Windows Server 2008 R2 (64-bit)
Host ESXHost1.domain

State running

Add Raw Device Mapping

+) Add New Raw Device Mapping to Virtual Machine
This option gives the Virtual Machine direct access to the Compellent SAN.
Virtual Device Node: | SCSI(0, 2) x

Map Existing Raw Device Mapping to Hosts and Clusters

This option allows you to map existing Raw Device Mappings on this Virtual Machine to other Hosts andfor
Clusters to enable vMotion of Viual Machine to target Hosts.

Next

Cancel

90

Add New Raw Device Mapping to Virtual Machine (Neues Rohgerat zu virtueller Maschine
hinzufligen) — Wahlen Sie diese Option aus, um ein neues Volume zu erstellen und es der virtuellen

Maschine als RDM zuzuweisen.

Virtual Device Node (Virtueller Gerateknoten) — Falls die Option Add New Raw Device Mapping to
Virtual Machine (Neues Rohgerat zu virtueller Maschine hinzufligen) ausgewahlt ist, wahlen Sie den

Knoten fUr das Rohgerat aus.
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» Map Existing Raw Device Mapping to Hosts and Clusters (Vorhandenes Rohgerat Hosts und Clustern
zuweisen) — Wahlen Sie diese Option aus, um ein vorhandenes Rohgerat auf dieser virtuellen
Maschine anderen Hosts und/oder Clustern zuzuweisen.

Erweitern der RDM-GroRe

Auf der Seite Expansion Size (ErweiterungsgrofRRe) konnen Sie eine neue, erweiterte GroRe fur ein RDM
eines vorhandenen Volumes angeben.

Select the new size for datastore "Volume'.

Original Size: 500.00 GB

Extend to:

Storage Size Type:  GB v

Next Cancel

« Original Size (Urspringliche GroRe) — Zeigt die derzeitige GroRe des Volumes an.
» Extend to (Erweitern auf) — Geben Sie die neue GroRe fur das Volume ein.
« Storage Size Type (SpeichergroRentyp) — Wahlen Sie eine MaReinheit aus (GB oder TB).

Dateisystemversion

Auf der Seite File System Version (Dateisystemversion) kdnnen Sie die Version des VMFS flr den
Datenspeicher angeben.
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File System Version
) VMFS-5

WMFS-3

Select this option to enable additional capabilities, such as 2 TB+ support.

Selectthis option ifthe datastore will be accessed by legacy (pre-5.0) hosts.

Back

Next Cancel

e VMFS-5 — Wahlen Sie diese Option aus, um zusatzliche Fahigkeiten zu aktivieren, z. B. Unterstltzung
fur Datenspeicher Uber 2 TB.

e VMFS-3 — Wahlen Sie diese Option aus, wenn altere Hosts (vor Version 5.0) auf den Datenspeicher

zugreifen.

Hostauswahl

Auf der Seite Host Selection (Hostauswahl) kdnnen Sie einen oder mehrere Hosts auswahlen, denen das
Rohgerat zugewiesen werden soll.

Host Nams
éﬁ.-l:;-m:'.-:l-:-ﬂmr
E2XHoa11 domain
ESXHozi2 domain

ESXHo$13. domain

Connection State
i Connecied

Connached

Connacted

Connected

HNOTE: Sslecing of deselecting Hosts for mapping will nol remove pré-edaling mappings babveen the
gelected Hosl and exisling Compellsnl wlume

Back

Varsien
| 4 'I:]-
550
550

410

Mext Cancal
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Host/Cluster

Auf der Seite Host/Cluster konnen Sie den Host oder Cluster auswahlen, auf dem die virtuelle Maschine

ausgefuhrt werden soll.

Select the host or cluster to run the Virtual Machine(s).

[ ESX4.1
[ EsX55

Next

fis Datacenter

Cancel

Hosts und Cluster

Auf der Seite Hosts and Clusters (Hosts und Cluster) konnen Sie einen oder mehrere Hosts oder Cluster

auswahlen, denen der Datenspeicher hinzugefugt werden soll.

Select Hosts and Clusters

Name | Type | version

172X ESX Server 5.1.0

Next

Cancel
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Hostauswahl far Replay-Wiederherstellung

Auf der Seite Host Selection (Hostauswahl) konnen Sie den Host oder Cluster auswéhlen, auf dem die
wiederhergestellten Daten verfugbar sein sollen.

Select the host or cluster on which to expose the recovered data.
w [ vCenter.domain
+ [ Datacenter
§) ESXH41
) ESKSS

Back Next Cancel

Live Volumes

Auf der Seite Live Volumes kdnnen Sie die Werte fur die Live Volume-Replikation angeben.

Live Volume Settings
Secondary QoS Definition: | QoS NodeK
[w] Automatically Swap Primary Storage Center

« Advanced

Min. Data Written to Secondary before Swap 1 MB -
Min. % of 'O on Secondary before Swap 60
Min. Time as Primary before Swap 30 minutes

Live Volume Secondary Mapping

» [JSemners

Back Next Cancel

Secondary QoS Definition (Sekundare QoS-Definition) — Wahlen Sie eine sekundare QoS-Definition
(Quality of Service) fur das Live Volume aus. Informationen zum Erstellen oder Andern von QoS-

Definitionen finden Sie im Enterprise Manager Administrator’s Guide (Enterprise Manager-
Administratorhandbuch).
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« Automatically Swap Primary Storage Center (Priméares Storage Center automatisch tauschen) -
Markieren Sie dieses Kontrollkastchen, um die Werte fUr den automatischen Tauschvorgang
anzugeben. Klicken Sie anschlieBend auf Advanced (Erweitert).

e Min. Data Written to Secondary before Swap (Mindestdatenmenge an sekundares Volume vor

Tausch) — Gibt die Mindestdatenmenge an, die auf das sekundare Volume geschrieben werden muss,

bevor die Rollen getauscht werden kénnen.

e Min. % of /0 on Secondary before Swap (I/O-Mindestanteil auf sekundarem Volume vor Tausch) —

Gibt den Mindestprozentsatz an 1/O an, der stattfinden muss, bevor die Rollen getauscht werden
kénnen.

* Min. Time as Primary before Swap (Mindestzeit als primares Volume vor Tausch) — Gibt die Anzahl

der Minuten an, die vergehen mussen, bevor die Rollen getauscht werden kénnen.

» Live Volume Secondary Mapping (Sekundare Zuweisung fur Live Volume) — Wahlen Sie den
Speicherort fur das Live Volume auf dem Ziel-Storage Center aus.

Zuweisungs-LUN

Auf der Seite Mapping LUN (Zuweisungs-LUN) kénnen Sie die LUN auswahlen, der das Dell Volume
zugewiesen werden soll. Die Zuweisung von LUNs fur mehrere Datenspeicher beginnt bei der
angegebenen LUN und wird dann schrittweise unter Verwendung der verfugbaren LUNs fortgesetzt.

Select LUN
Select LUN number. | 4 -
MOTE: Mext available LUN will be used if preferred LUM is unavailable

Back Next Cancel

Name und Speicherort

Auf der Seite Name and Location (Name und Speicherort) konnen Sie den Namen und den Speicherort

fur die virtuellen Maschinen angeben.
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Base Name:

Mew Virtual Machine

folder. The entered name will be used as a base for each VM and can be modified later.

Number of Vs to create: |1

Inventory Location:

Virtual machine names may contain up to 80 characters and they must be unique within each vCenter Server VM

fiy Datacenter

Back Next

Cancel

+ Base Name (Basisname) — Geben Sie einen Basisnamen fUr die zu erstellenden virtuellen Maschinen

ein.

* Number of VMs to Create (Anzahl der zu erstellenden VMs) — Geben Sie an, wie viele VMs erstellt

werden sollen.

* Inventory Location (Bestandsspeicherort) — Geben Sie den Bestandsspeicherort fir die virtuellen

Maschinen an.

NFS-Export

Auf der Seite NFS Export koénnen Sie Eigenschaften fir einen NAS-Datenspeicher angeben.

— NAS Volume

«) Create a new Volume Use Existing Volume
Hame (a0 =) Create New NAS Volume Folder
test

Ses 3 JiCHssl Use Existing NAS Volume Folder

— Create NFS Export

NFS Export Folder Path | fest FluidFS VIP or DNS Name

Batk Next

E.q: dell-nas, dell-nas.it.com, 192.168.1.2
of FEB1:0.0.028B:DD.GHIA4F Q2

Cancel

* Create a New Volume (Neues Volume erstellen) — Wahlen Sie diese Option aus, um ein neues NAS-

Volume zu erstellen.

» Use Existing Volume (Vorhandenes Volume verwenden) — Wenn Sie diese Option auswahlen, werden
die vorhandenen NAS-Volumes angezeigt. Wahlen Sie ein Volume aus der Liste aus.
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* Name - Name des NAS-Datenspeichers, der im vorherigen Schritt des Assistenten zum Bereitstellen
von Datenspeichern angegeben wurde.

» Size (GroRe) — Geben Sie eine Zahl ein und wahlen Sie eine Malieinheit aus dem Drop-down-MenU
aus.

* Create New NAS Volume Folder (Neuen NAS-Volume-Ordner erstellen) — Geben Sie einen Namen
fur den neuen Volume-Ordner ein. StandardmaRig wird in dieses Feld der Name des NAS-
Datenspeichers eingetragen, der im vorherigen Schritt angegeben wurde.

e Use Existing NAS Volume Folder (Vorhandenen NAS-Volume-Ordner verwenden) — Wenn Sie diese
Option auswahlen, werden die vorhandenen NAS-Volume-Ordner angezeigt. Wahlen Sie einen
Ordner aus der Liste aus.

e NFS Folder Path (NFS-Ordnerpfad) — Es wird vorab ein Standardordnerpfad ausgewahlt, der auf dem
Namen des NFS-Datenspeichers basiert. Sie kdnnen auch einen anderen Ordnerpfad eingeben.

¢ FluidFS VIP or DNS Name (FluidFS-VIP oder DNS-Name) — Geben Sie die IP-Adresse oder den DNS-
Namen des Hosts ein, der fur die FluidFS-VIP verwendet werden soll.

Seitenpoolauswahl

Auf der Seite Pagepool Selection (Seitenpoolauswahl) kénnen Sie den Seitenpool auswahlen, der beim
Erstellen eines Volumes verwendet werden soll.

ANMERKUNG: Die Seite Pagepool Selection (Seitenpoolauswahl) wird nur dann angezeigt, wenn die
Benutzereinstellung Allow Storage Type Selection (Speichertypauswahl zulassen) fur den Storage
Center-Benutzer in Enterprise Manager aktiviert ist.

Select Pagepool
Please selectihe pagepool to use for creating this volume

Pagepool. | Assigned - Redundant - 2 MB -

Back Next Cancel

Protokollauswahl

Auf der Seite Protocol Selection (Protokollauswahl) kénnen Sie das Verbindungsprotokoll fur das Dell
Volume auswahlen.
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Mapping Protocol:
=) Fibre Channel
Only use Fibre Channel paths for mapping.
15CSI
Only use iSCSI paths for mapping.
Any Available

Use any available paths between host and storage.

Back Next Cancel

« Fibre Channel — Wahlen Sie diese Option aus, um die Zuweisung ausschlieRlich auf Fibre Channel-
Pfade zu beschranken.

e iSCSI — Wahlen Sie diese Option aus, um die Zuweisung ausschlieBlich auf iSCSI-Pfade zu
beschranken.

» Any available (Nach Verfligbarkeit) — Wahlen Sie diese Option aus, um einen beliebigen verfigbaren
Pfad zwischen Host und Speicher zu verwenden.

Replay Profile (Replay-Profil)

Auf der Seite Replay Profile (Replay-Profil) kdbnnen Sie ein oder mehrere Replay-Profile fur die
Anwendung auf ein Dell Volume auswahlen. Weitere Informationen zu Replay-Profilen finden Sie
unter .Einfuhrung in Dell Speicher

Select Replay Profiles to be used for this volume
Selected Replay Profiles

[¥] Daily

[ sample

Back Next Cancel
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» Select Replay Profiles (Replay-Profile auswahlen) — Wahlen Sie ein oder mehrere Replay-Profile fur
die Zuweisung zum Volume aus.

% ANMERKUNG: Um die Auswahl eines Replay-Profils aufzuheben, drliicken Sie die Strg-Taste, und
klicken Sie auf das betreffende Replay-Profil.

» Schedule (Zeitplan) — Zeigt den Replay-Zeitplan flr das ausgewahlte Replay-Profil an.

Replay-Eigenschaften

Auf der Seite Replay Properties (Replay-Eigenschaften) kbnnen Sie Eigenschaften fur das Replay
angeben.

Replays expire after a set amount of time in order to limit the load on the Compellent
system. Please enter the time after which you would like the created Replay to expire.

Expiration: 1! | hrs -

[] Never Expire

You may also enter a brief description to help identify this Replay later.

Description vSphere Created

Next Cancel

» Expiration (Ablauf) — Geben Sie einen Zeitpunkt an, zu dem das Replay ablaufen soll.

* Never Expire (Kein autom. Ablauf) — Markieren Sie dieses Kontrollkastchen, um den automatischen
Ablauf des Replay zu verhindern. Das Replay muss dann manuell fur den Ablauf konfiguriert werden.

» Description (Beschreibung) — Geben Sie eine Beschreibung flur das Replay ein.

Replay-Auswahl

Auf der Seite Select Replays (Replays auswahlen) kdnnen Sie Replays auswahlen, anhand derer Sie Daten
wiederherstellen mdchten, oder die Sie l6schen mdchten.
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Select Replay(s)

Volume Froeze Time Expire Time Size Description

v i Volume
» 07/03/2013 12:01:02 AM 07M0/2013 12:01:02 AM 152 GB  Daily at 12:01 AM
» 07/02/2013 12:01:03 AM 07/09/2013 12:01:03 AM 1.62GB Daily at 12:01 AM

Next Cancel

* Wahlen Sie ein oder mehrere Replay aus, die fur die Wiederherstellung von Daten verwendet werden
sollen. Wahlen Sie zum Wiederherstellen von Daten ein Replay pro wiederherzustellendem Volume
aus. Falls der virtuellen Maschine mehrere RDMs zugewiesen sind, mussen Sie ein Replay pro
wiederherzustellendem Volume auswahlen.

e Wahlen Sie ein oder mehrere Replays aus, die Sie l6schen mdchten (deren Ablauf initiiert werden soll).

Optionen zum Léschen von Replikationen

Auf der Seite Delete Options (Loschoptionen) kdnnen Sie Optionen zum Entfernen von Replikations-
Zielvolumes und Wiederherstellungspunkten auswahlen.

Remove Options

Recpcie Destination Yodume

/| Dlete Restare Poant

Back M Canal

* Recycle Destination Volume (Zielvolume wiederverwenden) — Markieren Sie dieses Kontrollkastchen,
wenn Sie das Zielvolume in den Papierkorb auf dem Ziel-Storage Center verschieben mochten.
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* Delete Destination Volume (Zielvolume l&schen) — Markieren Sie dieses Kontrollkastchen, wenn Sie
das geldschte Zielvolume nicht im Papierkorb behalten méchten (nicht empfohlen).

A VORSICHT: Wenn Sie das Zielvolume l6schen, kénnen Sie das Volume auf dem Ziel-Storage
Center nicht mehr wiederherstellen. Das Volume wird dauerhaft geléscht.

» Delete Restore Point (Wiederherstellungspunkt) l6schen — Aktivieren Sie dieses Kontrollkastchen,
wenn Sie den Wiederherstellungspunkt fur die Replikation l&schen mochten.

Optionen zum Andern von Replikationen

Auf der Seite Modification Options (Anderungsoptionen) kénnen Sie Optionen fir die Replikation eines
Datenspeichers auswahlen.

Modification Options

:| Replicate Active Replay

::| Deduplication (oplimizes copy of replay history - resource intensie)
STAND_10GB_Q0% ¥

[V] Replicate Starage to Lowest Tier

Back Next Cancel

« Replicate Active Replay (Aktives Replay replizieren) — Markieren Sie dieses Kontrollkastchen, um alle
Schreibvorgange des aktiven Replay des Volumes zu kopieren. Das Replizieren von aktiven Replays
kann eine erhebliche Bandbreite in Anspruch nehmen.

» Deduplication (Deduplizierung) — Markieren Sie dieses Kontrollkastchen, um nur die geanderten Teile
des Replay-Verlaufs auf dem Quellvolume zu kopieren, und nicht alle Daten, die in den einzelnen
Replay enthalten sind.

* QoS Definition — Wahlen Sie eine QoS-Definition (Quality of Service) fur die Replikation aus.
Informationen zum Erstellen oder Andern von QoS-Definitionen finden Sie im Enterprise Manager
Administrator’s Guide (Enterprise Manager-Administratornandbuch).

« Replicate Storage to Lowest Tier (Speicher auf niedrigste Schicht replizieren) — Markieren Sie dieses
Kontrollkastchen, um zu erzwingen, dass alle Daten, die auf das Zielvolume geschrieben werden, in
die niedrigste Speicherschicht geschrieben werden, die fur das Volume konfiguriert ist.

Replikationsoptionen

Auf der Seite Replication Options (Replikationsoptionen) kdnnen Sie Optionen fir die Replikation eines
Datenspeichers auswahlen.
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Replication Type

Live Volume, Asynchronous s

Replication Settings

05 Definition: SC3_00SNODE e

[ Replicate Active Replay
E Deduplication (optimizes copy of Replay history - resource intensive)

[[] Replicate Starage to Lowest Tier

Replication Target Location

CHS_Folder
|MyFold
» Cnavin test folder

Back Next Cancel

* Replication Type (Replikationstyp) — Wahlen Sie einen der folgenden Typen aus:

— Replication, Asynchronous (Replikation, asynchron)

— Replication, Synchronous — High Availability (Replikation, synchron — Hohe Verfugbarkeit)

— Replication, Synchronous — High Consistency (Replikation, synchron — Hohe Konsistenz)

- Live Volume, Asynchronous (Live Volume, asynchron)

— Live Volume, Synchronous — High Availability (Live Volume, synchron — Hohe Verfuigbarkeit)

— Live Volume, Synchronous — High Consistency (Live Volume, synchron — Hohe Konsistenz)
Weitere Informationen zu diesen Replikationstypen finden Sie im Enterprise Manager Administrator’s
Guide (Enterprise Manager-Administratorhandbuch).

* QoS Definition — Wahlen Sie eine QoS-Definition (Quality of Service) fur die Replikation aus.
Informationen zum Erstellen oder Andern von QoS-Definitionen finden Sie im Enterprise Manager
Administrator’'s Guide (Enterprise Manager-Administratorhandbuch).

» Replicate Active Replay (Aktives Replay replizieren) — Markieren Sie dieses Kontrollkastchen, um alle
Schreibvorgange des aktiven Replay des Volumes zu kopieren. Das Replizieren von aktiven Replays
kann eine erhebliche Bandbreite in Anspruch nehmen.

e Deduplication (Deduplizierung) — Markieren Sie dieses Kontrollkdstchen, um nur die geanderten Teile
des Replay-Verlaufs auf dem Quellvolume zu kopieren, und nicht alle Daten, die in den einzelnen
Replay enthalten sind.

* Replicate Storage to Lowest Tier (Speicher auf niedrigste Schicht replizieren) — Markieren Sie dieses
Kontrollkastchen, um zu erzwingen, dass alle Daten, die auf das Zielvolume geschrieben werden, in
die niedrigste Speicherschicht geschrieben werden, die fur das Volume konfiguriert ist.

» Replication Target Location (Zielspeicherort flr Replikation) — Wahlen Sie den Speicherort fir das
replizierte Volume auf dem Ziel-Storage Center aus.

Anpassen der GroRe eines Datenspeichers

Auf der Seite Resize Datastore (DatenspeichergréfRe anpassen) konnen Sie eine neue, erweiterte GroRe
fur ein vorhandenes Volume angeben.
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Select the new size for datastore "Volume'.

Original Size: 50.00 GB
Resize to:
Storage Size Type: i' GB | v |

Next Cancel

» Original Size (Urspringliche GréRe) — Zeigt die derzeitige GroRe des Volumes an.
* Resize to (GroRRe andern auf) — Geben Sie die neue GréfRRe fur das Volume ein.

« Storage Size Type (SpeichergréRentyp) — Wahlen Sie eine Malieinheit aus (GB oder TB).

Resource Pool (Ressourcenpool)

Auf der Seite Resource Pool (Ressourcenpool) kdnnen Sie einen Ressourcenpool auswahlen, auf dem die

virtuelle Maschine ausgefuhrt werden soll.

Select the resource pool within which you wish to run this virtual machine.

Resource pools allow hierarchical management of computing resource within a host or cluster. Virtual machines and child
pools share the resources of their parent pool.

1§l ESX5.5

@ Development-Low
& Production-Low
& Production-Normal

Mote: When a vApp is selected as the resource pool, the target folder will be ignored.

Back Next Cancel
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Auswahlen eines Rohgerats

Auf der Seite Select Raw Device (Rohgerat auswahlen) kénnen Sie die zu replizierenden oder zu
entfernenden Rohgerate auswahlen.

Select Raw Device
Name Size Volume Name
Hard disk 2 500 GB Volume
Next Cancel

Auswahlen eines RDM

Auf der Seite Select RDM (RDM auswahlen), kdbnnen Sie das zu erweiternde RDM auswahlen

Select RDM
Name | storage Center volume | size Compatibility Mode
Hard disk 2 Volume_A 5GB Physical
Hard disk 3 Volume_B 10GB Virtual
Next Cancel
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Auswahlen von Replikationen

Auf der Seite Select Replications (Replikationen auswahlen) konnen Sie eine oder mehrere Replikationen
zum Andern oder Entfernen auswahlen.

Select Replication

Name Source Storage Center Destination Storage Ce... | Replication Type
svdc_5ds Racks SC-3 64293 Rack8 SC-1 64505 Replication, Asynchronous
svdc_5ds Racka SC-3 64293 RackB SC-2 64506 Replication, Synchronous - High A

HNext Cancel

Auswahlen eines Volumes

Auf der Seite Select Volume (Volume auswahlen) kdnnen Sie nach einem vorhandenen Dell Volume
suchen und es fur die Zuweisung als Speicher auswahlen. Das ausgewahlte Volume muss bereits als

VMFS-Datenspeicher formatiert sein.

Select Volume
Search:

=1 -
« = Volume Folder

i@ Datastore

i Volume 1

i Volume 2

i Volume 3

id Volume 4

Back Next Cancel
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Snapshot-Optionen

Auf der Seite Snapshot Options (Snapshot-Optionen) konnen Sie einen temporaren VMware-Snapshot
erstellen und Optionen fur den Snapshot festlegen.

AVWware snapshot can be taken prior to the Storage Center Replay creation. This
snapshot would then be deleted after Replay creation. Recovering from the Replay will
allow access to the temporary snapshot

|:| Create Temporary ViMware Snapshot

Back Next Cancel

» Create Temporary VMware Snapshot (Temporaren VMware-Snapshot erstellen) — Markieren Sie
dieses Kontrollkastchen, um vor der Replay-Erstellung einen temporaren VMware-Snapshot zu
erstellen.

« Include memory (Speicher einschlieRen) — Markieren Sie dieses Kontrollkastchen, um den Speicher
der virtuellen Maschine in den Snapshot einzuschlieRen.

« Quiesce file system (if available) (Dateisystem stilllegen (falls verfligbar)) — Markieren Sie dieses
Kontrollkastchen, um laufende Prozesse auf dem Gast-Betriebssystem vor der Erstellung des
Snapshots anzuhalten. Durch das Anhalten der Prozesse wird sichergestellt, dass sich das Dateisystem
bei der Snapshot-Erstellung in einem bekannten, konsistenten Zustand befindet (fur diese Option
mussen VMware Tools installiert sein). Informationen zu den VMWare-Snapshot-Optionen finden Sie
in der VMware-Hilfe.

Storage Center

Auf der Seite Storage Center kdnnen Sie das Storage Center auswahlen, auf dem Speicher hinzugeflgt
werden soll.
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Select Storage Center

Storage Center | Name | Controller 1 Controller 2
476 Storage Center 476 476 479

69102 Storage Center 69103 69103 69104
69113 Storage Center 68113 69113 69114

Select Active Controller
(w1 Auto-Select

A specific controller can be selected for volume creation, There are cases where storage controllers can be
geographically separate. In that event, a local controller can be preferred for volume creation. If both controllers
are local, select "Auto-Select’ to allow automated system resource load balancing.

Next

Cancel

» Select Storage Center (Storage Center auswahlen) — Wahlen Sie das Storage Center aus, auf dem

Speicher hinzugefugt werden soll.

¢ Select Active Controller (Aktiven Controller auswahlen) — Markieren Sie das Kontrollkdstchen Auto-

Select (Automatisch auswahlen), damit das Storage Center einen Lastausgleich fur das System
durchfuhrt, indem es automatisch den Controller auswahlt, dem Speicher hinzugeftgt wird.

Deaktivieren Sie das Kontrollkastchen Auto-Select (Automatisch auswahlen), um einen bestimmten

Controller fir den Zugang zum Speicher auszuwahlen.

g ANMERKUNG: Die Option zur Auswahl des aktiven Controllers ist nicht verfugbar, wenn der
Storage Center-Benutzer in Enterprise Manager nur Uber Volume Manager-Berechtigungen

verfugt.

Storage Center fur Replikation

Auf der Seite Storage Center kdnnen Sie das Ziel-Storage Center fur die Replikation auswahlen.
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Select Replication

Name Source Storage Center Destination Storage Ce... | Replication Type
svdc_5ds Racks SC-3 64293 Rack8 SC-1 64505 Replication, Asynchronous
svdc_5ds Racka SC-3 64293 RackB SC-2 64506 Replication, Synchronous - High A

HNext

Cancel

Speicherprofil

Auf der Seite Storage Profile (Speicherprofil) kdnnen Sie ein Speicherprofil fur das Dell Volume
auswahlen. Weitere Informationen zu Speicherprofilen finden Sie unter Einflhrung in Dell Speicher.

ANMERKUNG: Die Seite Storage Profile (Speicherprofil) wird nur dann angezeigt, wenn die
Benutzereinstellung Allow Storage Profile Selection (Speicherprofilauswahl zulassen) flr den
Storage Center-Benutzer in Enterprise Manager aktiviert ist.

Select the Storage Profile for this volume

»| Recommended (Al Tiers)
High Priority (Tier 1)
Medium Priority (Tier 2)
Low Priority(Tier 3)

Custom

Back Next

Cancel

 Recommended (All Tiers) (Empfohlen (Alle Schichten)) — Wahlen Sie diese Option fUr die Mehrheit der
Volumes aus. Dieses Profil ermoglicht dem System die automatische Datenprogression zwischen allen

Speicherschichten auf der Basis von Datentyp und Nutzung.

» High Priority (Tier 1) (Hohe Prioritat (Schicht 1)) — Wahlen Sie diese Option aus, um die Volume-Daten

im Speicher von Schicht 1 zu behalten.
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e Medium Priority (Tier 2) Mittlere Prioritat (Schicht 2)) — Wahlen Sie diese Option aus, um die Volume-
Daten im Speicher von Schicht 2 zu behalten.

» Low Priority (Tier 3) (Niedrige Prioritat (Schicht 3)) — Wahlen Sie diese Option aus, um die Volume-
Daten im Speicher von Schicht 3 zu behalten.

e Custom (Benutzerdefiniert) — Wahlen Sie, falls verflgbar, ein benutzerdefiniertes Speicherprofil aus,
das sich speziell fur Ihre Volume-Daten eignet.

Vorlagenauswahl

Auf der Seite Template Selection (Vorlagenauswahl) kénnen Sie eine Vorlage fUr eine virtuelle Maschine
auswahlen, auf deren Grundlage eine neue virtuelle Maschine erstellt werden soll.

Select Vinual Machine template
=) Select Virtual Machine template

Microsoft Windows 7 (64-bit) -

Details

Guest 0§  Microsoft Windows 7 (64-bit)
VM Version 10

CPU 1vCPU

Memory 4096 MB

Network VM Network

Annotations
Type VM Template
Status MNiA

Back Next Cancel

« Select Virtual Machine template (Vorlage fur virtuelle Maschine auswahlen) — Wahlen Sie eine VM-
Vorlage aus der Drop-down-Liste der verfligbaren Vorlagen aus.

¢ Details — Zeigt Details zu der derzeit ausgewahlten VM-Vorlage an.

Vorlagenauswabhl flr das Klonen einer virtuellen
Maschine

Auf der Seite Template Selection (Vorlagenauswahl) kénnen Sie eine Vorlage fUr eine virtuelle Maschine
auswahlen, auf deren Grundlage eine virtuelle Maschine geklont werden soll.
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Select the VIMS or ViMtemplate

Select Virtual Machine template =) Select Virtual Machine

| aj-nfs-vm | =

Details aj-em
o

Guest0S  Microsoft Windows Server 2008 R2 (64-bit) :
aj-multids

VM Version 10 Analytics VM

CPU 1vCPU V31

Memory 4096 MB

Metwork WM Network

Annotations
Type v
Status Powered Off

Back Next Cancel

» Select Virtual Machine template (Vorlage fur virtuelle Maschine auswahlen) — Wahlen Sie eine VM-
Vorlage aus der Drop-down-Liste der verfugbaren Vorlagen aus.

« Select Virtual Machine (Virtuelle Maschine auswahlen) — Wahlen Sie eine VM aus der Drop-down-
Liste der verfugbaren virtuellen Maschinen aus.

* Details — Zeigt Details zu der derzeit ausgewahlten VM-Vorlage an.

Volume

Auf der Seite Volume kdnnen Sie Attribute fur ein neues Dell Volume angeben.

Create Dell Storage Volume

Volume name:
Size: | 500 GB -

Volume Folder:

Select Volume Folder

£ Volumes

Back Next Cancel

* Volume Name — Geben Sie einen Namen flr das Volume ein.
o Size (GroRe) — Geben Sie die GréRe des Volumes an.
* Volume Folder (Volume-Ordner) — Wahlen Sie den Speicherort des Ordners flr das Volume aus.
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Volume-Aufbewahrung

Auf der Seite Volume Retention (Volume-Aufbewahrung) kénnen Sie die Aufbewahrungsoptionen fur das
Entfernen des Volumes oder Rohgerats angeben.

Storage Center volume options:
« Unmap volume
Unmap volume from selected hosts.
Place in Recycle Bin

Unmap volume from all hosts and place in the Recycle Bin,

Permanently delete

Unmap volume from all hosts and permanently delete.

Next Cancel

* Unmap volume (Volume-Zuweisung aufheben) — Wahlen Sie diese Option aus, um die Zuweisung des
Volumes zum Host aufzuheben. Das Volume verbleibt nach der Aufhebung auf dem Storage Center.

+ Place in Recycle Bin (In Papierkorb verschieben) — Wahlen Sie diese Option aus, um die Zuweisung
des Volumes zum Host aufzuheben und das Volume in den Papierkorb zu verschieben. Bei Bedarf
kann das Volume zu einem spateren Zeitpunkt aus dem Papierkorb wiederhergestellt werden (sofern
der Papierkorb nicht vorher geleert wird). Verwenden Sie zum Wiederherstellen eines Volumes, das
sich im Papierkorb befindet, Storage Center System Manager oder Enterprise Manager.

* Permanently delete (Dauerhaft [6schen) — Wahlen Sie diese Option aus, um die Zuweisung des
Volumes aufzuheben und es dauerhaft zu l6schen. Es kann dann nicht mehr wiederhergestellt
werden.

VM-Auswahl

Falls der virtuellen Maschine ein RDM-Volume zugeordnet ist, verwenden Sie die Wiederherstellungsseite
VM Selection (VM-Auswahl), um die virtuelle Maschine auszuwahlen, die Sie fur den Zugang zu den
wiederhergestellten Daten verwenden méchten.
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Customize virtual machine seftings:
Name

MNew Virtual Machine1
Mew Virtual Machine2
Mew Virtual Machine3
Mew Virdual Machine4

MNew Virtual Machined

Virtual Machine Settings
Name: Mew Virtual Machine1

CPU: 1 =
Memory (MB): 4096 =

Network: Network

WM Network

v [ upgate |

Back Next t Cancel
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