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PowerEdge Servers Error and Event
Messages (EEMs)

Updated on: July/19/2025.

This Reference Guide has information about Error and Event Messages (EEMs) pertaining to 12G, 13G, 14G, 15G, 16G, and

17G PowerEdge servers. These EEMs are displayed on User Interface (Ul), Command-Line Interface (CLI), Rest API, and
sometimes stored in the data log files. EEMs are displayed or stored as a result of user action, automatic event occurrence, or
for data logging purposes. This Reference Guide lists EEMs pertaining to PowerEdge Servers programs such as iDRAC, iSM,
OpenManage tools, and OMSA. EEMs are prefixed with an event type to help in identification. For example PSU, STOR, and VLT
representing Power Supply Unit, Storage, and Voltage categories respectively.

This guide serves as a vital tool for IT administrators and support personnel to diagnose, respond to, and resolve system alerts
efficiently, ensuring optimal server performance and reliability. An EEM has three elements:

Message—Indicates the message, and possible causes, where available.

Recommended Response Action—Indicates the remedial tasks to be performed by you to resolve an issue. Where
applicable, the iIDRAC Ul, RACADM, or Redfish methods of resolving an issue are described .

e Detailed Description—Provides more information about the error or event, where available.
NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Here is a list of message categories that are provided in this guide along with their acronyms:
Topics:

. Alert category definition

¢ ACC—Accelerator Event Messages

*  AMP—Amperage Event Messages

¢ ASR—Auto System Reset Event Messages

* BAR—Backup/Restore Event Messages

. BAT—Battery Event Event Messages

«  BEZL—Bezel Air filter sensor Event Messages
¢ BIOS—BIOS Management Event Messages

«  BOOT—BOOT Control Event Messages

e CAPP—Application Event Messages

¢ CBL—Cable Event Messages

e CDEV—Devices Event Messages

. CDIS—Discovery Event Messages

»  CERT—Certificate Event Messages

¢ CFWS—Setup Event Messages

* CGEN—Generic Event Messages

« CGRP—Groups Event Messages

¢ CJOB—Job Event Messages

¢ CLIC—License Management Event Messages
*  CMC—Management Module Event Messages
¢ CMET—Metrics Event Messages

¢ CMON-—Monitoring Event Messages

* CMSC—Miiscellaneous Event Messages

¢ CMSSC—OpenManage Enterprise Integration for Microsoft System Center Event Messages
e CPU—Processor Event Messages

¢ CPUA—Processor Absent Event Messages

« CPWR—Power Configuration Event Messages
* CREP—Reports Event Messages

PowerEdge Servers Error and Event Messages (EEMs) 7



CSAE—SupportAssist Enterprise Event Messages
CSEC—Security Event Messages

CSFM—Smart Fabric Manager Event Messages
CTEM—Templates Event Messages
CTL—Storage Controller Event Messages
CUMP—Update Manager Plugin Event Messages
CUPD—Firmware Event Messages

CUSR—Users Event Messages

CXL—CXL devices Event Messages

DCI—Dry Contact Input Event Messages
DDCC—cloud unit Event Messages
DDCLO—cloud Event Messages
DDENC—encryption Event Messages
DDHDR—HD_RDB Event Messages
DDSMS—System management service Event Messages
DH—Certificate Management Event Messages
DIAG—Diagnostics Event Messages
DIS—Auto-Discovery Event Messages

DKM —Dell Key Manager Event Messages
DPU—Data Processing Unit Event Messages
ENC—Storage Enclosure Event Messages
EPP—Extended Power Performance Event Messages
FAN—Fan Event Event Messages

FC—Fibre Channel Event Messages
FCD—Feature Card Event Messages
FLDC—FIuid Cache Event Messages
FSD—Debug Event Messages

GMGR—Group Manager Event Messages
GPU—Graphics Processing Unit Event Messages
HMC—Host processor module Management Controller Event Messages
HPM—Host Processor Module Event Messages
HTR—Heater Manager Event Messages
HWC—Hardware Config Event Messages
IOID—IO Identity Optimization Event Messages
IOV—IO Virtualization Event Messages

IPA—IP Address Event Messages

ISM—IiDRAC Service Module Event Messages
JCP—Job Control Event Messages
LC—Lifecycle Controller Event Messages
LCPF—Liquid Cooling System Default Action power off Event Messages
LCPO—Liquid Cooling System Default Action UnGraceful Power Off Event Messages
LCS—Liquid Cooling System Event Messages
LIC—Licensing Event Messages

LNK—Link Status Event Messages

LOG—Log Event Event Messages
MEM—Memory Event Messages

NFAB—Fabric Event Messages

NIC—NIC Configuration Event Messages
NINT—Interface Event Messages

NLIN—Link Event Messages

NNOD—Node Event Messages

NNPA—Network Partition Event Messages
NSER—Server Event Messages

NVCH—Chassis Event Messages
NVCO—Common Event Messages

NVFA—Fabric Event Messages

PowerEdge Servers Error and Event Messages (EEMs)



NVFH—Network Validation Fabric Health Event Messages
NVIF—Interface Event Messages

NVNE—Network Event Messages

NVNO—Node Event Messages

NVRE—REST Event Messages

NVSE—Server Interface Event Messages
NVSU—Subscription Event Messages

NVTG—Topology Graph Event Messages

NVTP—Topology Event Messages

NVUP—Uplink Event Messages

OSD—OS Deployment Event Messages

OSE—OS Event Event Messages

PCI—PCI Device Event Messages

PCON-—pcard connectivity Event Messages

PDR—Physical Disk Event Messages

PFM—System Performance Event Event Messages
POW—Power Usage Event Messages

PR—Part Replacement Event Messages

PST—BIOS POST Event Messages

PSU—Power Supply Event Messages

PSUA—PSU Absent Event Messages

PWR—Power Usage Event Messages

RAC—RAC Event Event Messages

RDU—Redundancy Event Messages

RED—Firmware Download Event Messages

RFL—IDSDM Media Event Messages

RFLA—IDSDM Absent Event Messages

RFM—FlexAddress SD Event Messages

RRDU—IDSDM Redundancy Event Messages

RSI—Remote Service Event Messages
SAEP—StorageFabric Alert End Point Event Messages
SAFM—StorageFabric Alert Fabric Manager Event Messages
SALM—StorageFabric Lifecycle Manager Event Messages
SAZN—StorageFabric Alert Zone Event Messages
SCV—=Secured Component Verification Event Messages
SDK—IDRAC Extensibility SDK Event Messages
SDPM—Software Defined Persistent Memory Event Messages
SDS—Software Defined Storage Event Messages
SEC—Security Event Event Messages

SEKM—Secure Enterprise Key Management Event Messages
SEL—System Event Log Event Messages

SIOM—SAS IOM Event Messages

SPDM—Security Protocol and Data Model Event Messages
SRV—Support Assist Event Messages

SSD—SSD Devices Event Messages

STOR—Storage Event Messages

STS—System Thermal Shutdown Event Messages
SUP—Firmware Update Job Event Messages
SVAL—StorageFabric Validation Alert Event Messages
SVEP—StorageFabric Validation End Point Event Messages
SVFM—StorageFabric Validation Fabric Manager Event Messages
SVLC—StorageFabric Validation License Event Messages
SVLM—StorageFabric Validation Lifecycle Manager Event Messages
SVRA—StorageFabric Validation Rest App Event Messages
SVRC—StorageFabric Validation Rest CDC Event Messages
SVZN—StoragefFabric Validation Zone Event Messages

PowerEdge Servers Error and Event Messages (EEMs)
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¢ SWC—Software Config Event Messages
¢ SWU—Software Change Event Messages
«  SYS—System Info Event Messages

¢ THRM—Thermal Event Messages

«  TMP—Temperature Event Messages

e TMPS—Temperature Statistics Event Messages
e TST—Test Alert Event Messages

»  UEFI—UEFI Event Event Messages

¢ USR—User Tracking Event Messages

*  VDR—Virtual Disk Event Messages

*  VF—vFlash Media Event Messages

*  VFL—vFlash Event Event Messages

¢ VFLA—vFlash Absent Event Messages

e VLT—Voltage Event Messages

*  VME—Virtual Media Event Messages

*  VRM—Virtual Console Event Messages

«  WNS—Witness Server Event Messages

Alert category definition

e System Health: Represents all the alerts that are related to hardware within the system chassis. For example, temperature
errors, voltage errors, and device errors.

e Storage Health: Represents alerts that are related to the storage subsystem. For example, controller errors, hard drive
errors, and virtual drive errors.

e Configuration: Represents alerts that are related to hardware, firmware, and software configuration changes. For example,
PCl-e card added or removed, RAID configuration changed, and iDRAC license changed.

e Audit: Category represents the audit log. Examples include, user login/logout information, Password authentication failures,
session info, power states.

e Update: Represents alerts that are generated because of firmware or driver upgrades and downgrades. This does not
represent firmware inventory.

ACC—Accelerator Event Messages

ACCO0001

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The Graphic Processing Unit (GPU) baseboard has saved log data related to critical events.

Detailed Description The Graphic Processing Unit (GPU) baseboard has saved log data related to critical events.

Recommended Collect the Technical Support Report (TSR) log data. To obtain more information about the GPU

Response Action baseboard critical events, select the GPU Debug option. All the critical events are bundled as a part of
the TSR log data.

Category System Health (ACC = Accelerator)

Severity Critical

Trap/EventID 3761

Redfish Event Type Alert

Applicable Event or iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Remote System Log, WS Eventing, Redfish
Alert Types Eventing*, LC Log*

Applicable Event or CMC—Not Applicable
Alert Types

10 PowerEdge Servers Error and Event Messages (EEMs)



ACC0002

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ACC00035

The Graphics Processing Unit (GPU) Baseboard has detected arg1 GPUs that are incorrectly located.
The GPUs located in slots arg2 must be relocated.

e argl = Number
e arg?2 = Slot_Indexes

The Graphics Processing Unit (GPU) Baseboard has detected GPUs that are incorrectly located as
identified in the message. The GPUs located in slots as identified in the message must be relocated.

To relocate the GPUs to the compatible slots, contact the Technical Support team.

System Health (ACC = Accelerator)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ACCO0004

iDRAC has successfully configured arg1 SerDes retimers that operate in arg2.

e argl = Number
e arg2 = Mode

iDRAC has successfully configured the SerDes retimers on the GPU baseboard that operate in the
mode identified in the message.

No response action is required.

System Health (ACC = Accelerator)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Unable to configure the SerDes retimer because iDRAC is unable to communicate with the device.

iDRAC is unable to communicate with the SerDes retimer on the GPU baseboard and unable to set the
configuration mode.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Perform a server Cold Reboot operation in the iDRAC Ul by clicking Configuration > Power
Management > Power Control > Power Cycle System (cold boot). Or, run the following RACADM
command at the CLI: racadm serveraction powercycle. If the issue persists, contact your Technical
Support team.

System Health (ACC = Accelerator)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

AMP—Amperage Event Messages

AMP0OS00

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0O301

The system board arg1 current is less than the lower warning threshold.
e argl = name
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Trap/EventID
LCD Message

12

The system board arg1 current is less than the lower critical threshold.
e argl=name
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Critical
2177

System board <name> current is outside of range. Contact Support

PowerEdge Servers Error and Event Messages (EEMs)



Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0OS02

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0303

The system board arg1 current is greater than the upper warning threshold.
e argl=name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Warning

2178

The system board <name> current is outside of range.
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The system board arg1 current is greater than the upper critical threshold.
e argl = name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

System board <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*
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AMP0504

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPOS05

The system board arg1 current is outside of range.
e argl=name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

System board <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO306

The system board arg1 current is within range.
e argl = name
No detailed description available.

No response action is required.

System Health (AMP = Amperage)
Informational

2179

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Disk drive bay arg1 current is less than the lower warning threshold.

e argl=name

Detailed Description No detailed description available.
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Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0OS0/

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0308

Disk drive bay arg1 current is less than the lower critical threshold.
e argl=name
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

Disk drive bay <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Disk drive bay arg1 current is greater than the upper warning threshold.
e argl = name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPOS09

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0310

Disk drive bay arg1 current is greater than the upper critical threshold.
e argl=name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

Disk drive bay <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Disk drive bay arg1 current is outside of range.
e argl = name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

Disk drive bay <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*
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AMPO31

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0312

Disk drive bay arg1 current is within range.
e argl=name
No detailed description available.

No response action is required.

System Health (AMP = Amperage)
Informational

2179

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO3S15

System level current is less than the lower warning threshold.
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity

System level current is less than the lower critical threshold.
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical
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Trap/EventID
LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0314

2177
System level current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPOS15

System level current is greater than the upper warning threshold.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

System level current is greater than the upper critical threshold.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

System level current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable
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AMPOS16

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO317

System level current is outside of range.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

System level current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO0O3S18

System level current is within range.
No detailed description available.

No response action is required.

System Health (AMP = Amperage)
Informational

2179

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Chassis power level current is less than the lower warning threshold.
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
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Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO3S19

Warning
2178
Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0520

Chassis power level current is less than the lower critical threshold.
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Critical

2177

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

20

Chassis power level current is greater than the upper warning threshold.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*
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AMP0321

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0322

Chassis power level current is greater than the upper critical threshold.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Critical

2177

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0OS235

Chassis power level current is outside of range.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Critical

2177

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Chassis power level current is within range.
No detailed description available.

No response action is required.

System Health (AMP = Amperage)
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Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP400

Informational
2179
Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

AMPA401

The arg1 sensor has failed, and the last recorded value by the sensor was arg2 A.

e argl = sensor name
e arg2 = current

The current sensor identified in the message has failed. This condition can cause system performance
issues and degradation in the monitoring capability of the system.

Check the Embedded System Management (ESM) Log for any sensor related faults. If there is a failed
sensor, replace the system board. For more information, contact your service provider.

System Health (AMP = Amperage)
Critical

5200

Not Applicable

No alerts are applicable for this message

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

22

Unable to read the arg1 sensor value.
e argl = sensor name

The current sensor identified in the message has failed. This condition can cause system performance
issues and degradation in the monitoring capability of the system.

Check the Embedded System Management (ESM) Log for any sensor related faults. If there is a failed
sensor, replace the system board. For more information, contact your service provider.

System Health (AMP = Amperage)
Warning

5201

Not Applicable

No alerts are applicable for this message
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AMP402

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

AMP403

The arg1 sensor returned to a normal state with a value of arg2 A.

e argl = sensor name
e arg?2 = current

The current sensor identified in the message has returned to a normal state.

No response action is required.

System Health (AMP = Amperage)
Informational

5202

5202

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

AMP404

The arg1 sensor state has changed to a warning state with a value of arg2 A.

e argl = sensor name
e arg2 = current

The current sensor identified in the message is faulty or the current drawn by the system exceeds
the warning threshold. This condition can cause system performance issues and degradation in the
monitoring capability of the system.

Verify the Embedded System Management (ESM) Log for any sensor related faults. If there is a failed
sensor, replace the system board. For more information, contact your service provider. Otherwise,
change the warning threshold for the current sensor such that it corresponds to the hardware
configuration.

System Health (AMP = Amperage)
Warning

5203

5203

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

The arg1 sensor detected an error with a value of arg2 A.
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Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

AMP405

e argl = sensor name
e arg?2 = current

The current sensor identified in the message is faulty or the current drawn by the system exceed
the critical threshold. This condition can cause system performance issues and degradation in the
monitoring capability of the system.

Review system power policy, check system logs for power related failures, and review system
configuration changes. For more information, contact your service provider.

System Health (AMP = Amperage)
Warning

5204

5204

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

The arg1 sensor state has changed to a failed state with a value of arg2 A.

e argl = sensor name
e arg2 = current

The current sensor identified in the message may be faulty. This condition can cause system
performance issues and degradation in the monitoring capability of the system.

Check the Embedded System Management (ESM) Log for any sensor related faults. If there is a faulty
sensor, replace the system board. For more information, contact your service provider.

System Health (AMP = Amperage)
Critical

5205

5205

Not Applicable

No alerts are applicable for this message

ASR—Auto System Reset Event Messages

ASR0O000

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

24

The watchdog timer expired.

The operating system or potentially an application failed to communicate to the baseboard
management controller (BMC) within the timeout period.

Check the operating system, application, hardware, and system event log for exception events.
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Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASRO001

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASR0002

The watchdog timer reset the system.

The operating system or an application failed to communicate to the baseboard management
controller (BMC) within the timeout period. The system was reset per the configured setting.

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

The watchdog timer reset the system.
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The watchdog timer powered off the system.

The operating system or an application failed to communicate to the baseboard management
controller (BMC). The system powered off per the configured setting.

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable
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ASR0O00S

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASR0O008

The watchdog timer power cycled the system.

The operating system or an application failed to communicate to the baseboard management
controller (BMC). The system powered cycled per the configured setting.

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASR0O009

The watchdog timer interrupt was initiated.

The operating system or an application failed to communicate to the baseboard management
controller (BMC) within the timeout period. The BMC invoked a system interrupt. (IPMI sensor type
code 23h - offset 00h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

26

The system returned from a watchdog timer event.
The system is communicating to the baseboard management controller (BMC).

No response action is required.

System Health (ASR = Auto System Reset)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASRO100

Informational
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASRO101

The BIOS watchdog timer reset the system.

The operating system or an application failed to communicate to the system board within the timeout
period. The system was reset per the configured setting. (IPMI sensor type code 23h offset 01h event
3:0 - 2h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The OS watchdog timer reset the system.

The operating system or an application failed to communicate within the timeout period. System was
reset. (IPMI sensor type code 23h offset 01 - event 3:0 - 3h if booting 4h if running).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable
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ASR0O102

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASR0105

The OS watchdog timer shutdown the system.

The operating system or an application failed to communicate within the timeout period. The system
was shutdown. (IPMI sensor type code 23h offset - 02h event 3:0 - 4h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASR0104

The OS watchdog timer powered down the system.

The operating system or an application failed to communicate within the timeout period. The system
was powered down. (IPMI sensor type code 23h offset - 02h event 3:0 - 4h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description
Recommended

Response Action

Category

28

The OS watchdog timer powered cycle the system.

The operating system or an application failed to communicate within the timeout period. The system
was powered cycled. (IPMI sensor 23h offset - 03h event 3:0 - 4h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
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Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASRO105

Critical
2233
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASRO106

The OS watchdog timer powered off the system.

The operating system or an application failed to communicate within the timeout period. The system
was powered off. (IPMI sensor type code 23h offset - 02h event 3:0 - 4h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The OS watchdog timer expired.

The operating system or an application failed to communicate within the timeout period. No action
was taken. (IPMI sensor type code 23h - offset 00h event 3:0 - 4h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable
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ASRO107/

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASR0108

The OS watchdog timer pre-timeout interrupt was initiated.

The operating system or an application failed to respond to a pre-notification with-in the timeout
period. (IPMI sensor type code 11h - offset O7h).

Check the operating system, application, hardware, and system event log for exception events.

System Health (ASR = Auto System Reset)
Critical

2233

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ASR200

The system returned from an OS watchdog timer event.
No detailed description available.

No response action is required.

System Health (ASR = Auto System Reset)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description
Recommended

Response Action

Category

30

The watchdog timer expired at arg1.
e argl = day month date hh:mm:ss yyyy

The watchdog timer has expired at the date and time identified in the message, because iDRAC did
not receive a response within the specified time.

To determine the correct cause of the exception, contact your service provider.

System Health (ASR = Auto System Reset)
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Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

ASR201

Critical

5006

5006

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

ASR202

The watchdog timer restarted the system at arg?.
e argl = day month date hh:mm:ss yyyy

The watchdog timer has restarted the system at the date and time identified in the message, because
the operating system has crashed or hung.

To determine the correct cause of the exception, contact your service provider.

System Health (ASR = Auto System Reset)
Critical

5006

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

ASR203

The watchdog timer turned off the system at arg1.
e argl = day month date hh:mm:ss yyyy

The watchdog timer has turned off the system after the specified time at the date and time identified
in the message, because the operating system has crashed or hung.

To determine the correct cause of the exception, contact your service provider.

System Health (ASR = Auto System Reset)
Critical

5006

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

ASR8500

The watchdog timer performed an AC power cycle on the system at arg1.
e argl = day month date hh:mm:ss yyyy

The watchdog timer has performed an AC power cycle on the system after the specified time at the
date and time identified in the message, because the operating system has crashed or hung.

To determine the correct cause of the exception, contact your service provider.

System Health (ASR = Auto System Reset)
Critical

5006

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Watchdog timer is disabled.

Watchdog timer is disabled. The watchdog timer is an internal mechanism used to monitor the
health of the Chassis Management Controller. The watchdog timer could be disabled as part of a
troubleshooting operation and can be enabled by restarting the Chassis Management Controller.

No response action required.

System Health (ASR = Auto System Reset)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

BAR—Backup/Restore Event Messages

BAROO1

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

32

Export System Profile requested.
A system profile export operation has been requested.

No response action is required.

Configuration (BAR = Backup/Restore)
Informational

Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROO2

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROOS

Validating vFlash Backup partition.
The system profile Backup partition detection operation is in progress.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROOA4

Preparing vFlash Backup partition.
The Backup partition is being created for storing the backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Collecting Hardware Inventory information.
Hardware Inventory data is being collected and copied into the backup file.

No response action is required.
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROOS

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROOG

Collecting Lifecycle Controller data.
The Lifecycle Controller data is being collected and copied into the backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROO/

Finalizing Backup file.
The system profile backup file is being finalized and closed.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

34

Export System Profile completed.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROO8

System profile export operation is successfully completed.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROO9

Invalid Backup file passphrase provided.
The passphrase provided is invalid.

Verify the request parameters and retry. Check passphrase for rule validity. NOTE: A valid passphrase
contains 8 to 32 characters. It must include a combination of uppercase and lowercase letters,
numbers, and symbols without spaces.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Valid vFlash media not present.
The vFlash media is not present on the system.

Insert the appropriate vFlash media in the designated vFlash portal, enable and initialize it, and retry.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BARO10

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO11

Unable to create Backup partition on vFlash media.
The Backup partition creation operation did no complete successfully.

Make sure that the vFlash media is not write-protected. Enable and initialize the vFlash media, retry
backup. If that fails Try new vFlash media or use the Network Share option(s).

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO12

Unable to collect Hardware Inventory information.
Hardware Inventory data collection and export did not complete successfully.

Enter Lifecycle Controller GUI by pressing F10 during boot, and select exit and reboot option in the
GUI to instantiate the database, if Collect System Inventory on Restart (CSIOR) is not enabled. If the
hardware inventory database is present, restart the Integrated Remote Access Controller (iDRAC)and
retry.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

36

Unable to collect Lifecycle Controller data.
Lifecycle Controller data collection and export has failed.

Do the following: 1) Download and apply the Dell Update Package (DUP) for Lifecycle Controller/
Unified Server Configurator (USC). 2) Run System Services to update the database if CSIOR is not
enabled. 3) Reboot the system and retry. If the issue persists after performing these operations,
download the Field Service Repair software and repair the Lifecycle Controller. Download and install
all the DUPs for Lifecycle Controller/USC, diagnostics, driver packs, and device firmware of all the
devices of the host system.

Configuration (BAR = Backup/Restore)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO13

Informational
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO14

Host System Shutdown unsuccessful.
The request to shut the Host system down did not complete successfully.

Restart the Integrated Remote Access Controller (iDRAC) and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO15

Backup file or partition access error.

Unable to access the server profile Backup file and the operation cannot continue. This can be due to
a media error or loss of connectivity.

If using vFlash media replace media and try again. If a network share, make sure there is connectivity
to and existence of the destination.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Backup file data processing error.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO16

The Backup file information was not properly processed and the operation cannot continue. This can
be due to resource constraints within the processing environment. If the network share is read only,
this error will be thrown also.

If this is backup to network share, check to make sure network share is read/write accessible. Restart
the Integrated Remote Access Controller (iDRAC) and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO1/

Import System Profile requested.
A system profile import operation has been requested.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

38

Backup file validation requested.
A system profile backup file validation has been requested.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BARO18

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO19

Backup file validation completed.
A system profile backup file validation request has completed.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO20

Validating Restore operation, allow several minutes for this to complete.
A system profile backup file validation is in progress.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Restoring Lifecycle Controller data.
The Lifecycle Controller data is being imported from the backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

BARO21

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO22

Insufficient space on network share.

The system profile export could not complete successfully as there is insufficient space on the
network share or connectivity was lost.

Delete files to free up 384 MB of space on the current network share, or specify another destination
that has enough space.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO23

System powering up to perform component updates.
The host system is powering up to perform component firmware and configuration restoration.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

40

Starting component updates.
The process is entering the component update phase of the restore operation.

No response action is required.

Configuration (BAR = Backup/Restore)

PowerEdge Servers Error and Event Messages (EEMs)



Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO24

Informational
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO25

Initializing Restore operation.
The restoration environment is being initialized.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO26

Restoring Component Firmware.
For each component with firmware, an update is in progress.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Restoring Component Configuration.

Detailed Description The configuration is being set for each component.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO27

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO28

Host System Component Restore complete, shutting down Host System.
The component restoration on the host system is complete. The Host System will shutdown.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

42

Host System Component Restore completed with errors, shutting down Host System.

The component restoration on the host system has completed, but there were errors. The Host
System will shutdown.

View configuration data and request attributes update for the components or retry system profile
import.

Configuration (BAR = Backup/Restore)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BARO29

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS0

Restoring Integrated Remote Access Controller firmware.
The Integrated Remote Access Controller firmware and configuration import is in progress.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS1

Import System Profile Complete, restarting Integrated Remote Access Controller.
The import system profile is complete. iIDRAC restarts to complete restore.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

RESERVED.
RESERVED.
RESERVED.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

BAROS2

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROSS

Invalid system profile Backup file.
The system profile backup file validation did not complete successfully.

Do one of the following: 1) An incorrect passphrase may have been entered, correct the input and
retry the operation. 2) Download a valid backup image of the host system and retry. 3) Reboot the
Integrated Remote Access Controller (iDRAC) and retry. 4) Download a new firmware image for the
iDRAC and retry.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO34

Unable to Restore Lifecycle Controller data.
A Lifecycle Controller internal data import operation did not complete successfully.

Do the following: 1) Download and apply the Dell Update Package for Lifecycle Controller/Unified
Server Configurator (USC). 2) Run System Services to update the database if CSIOR is not enabled.
3) Reboot the system and retry the operation. If these response actions do not resolve the issue,
download the Field Service Repair software and repair the Lifecycle Controller. Download and install
all the DUPs for Lifecycle Controller/USC, diagnostics, driver packs, and device firmware of all the
devices of the host system.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

44

Unable to Restore Integrated Remote Access Controller firmware.

The Integrated Remote Access Controller(iDRAC) firmware import did not complete successfully.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO35

Download the firmware for the Integrated Remote Access Controller(iDRAC) and apply it.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS6

Unable to Restore Integrated Remote Access Controller configuration.
The Integrated Remote Access Controller (iDRAC) Configuration import did not complete successfully.

Manually reset the Integrated Remote Access Controller (iDRAC) configuration.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

System Reset or Lifecycle Controller Actions Canceled, System Profile Failure Recovery initiated.

A system profile import did not complete successfully and has left the system in an unusable state.
Attempting to setup the environment for normal operation.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAROS7/

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS8

System Reset or Lifecycle Controller Actions Canceled, System Profile Failure Recovery completed.
Adjustments to Lifecycle and Integrated Remote Access Controller environments are complete.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS9

Cancel.
Cancel the operation in progress.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

46

License not present.
The license required for operation is not present.

Use supported vFlash media and licensing for this feature, and try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

BARO40

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROA41

Unable to access vFlash.
Access to the vFlash media is not possible, or has been denied.

Make sure the vFlash SD media is enabled, not write protected, and initialized. Retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO42

System Shutdown.
Shutting down host system.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Lifecycle Controller Disabled.

Lifecycle Controller/System services are not available. There is another operation using the resources
at this time.

Wait for the other operation to release the resources, as indicated by the System Services option
presence and retry the operation.

Configuration (BAR = Backup/Restore)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO43

Informational
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO44

Timeout waiting for Unified Server Configurator or Lifecycle Controller to exit.

A timeout occurred waiting for the Unified Server Configurator (USC) or Lifecycle Controller (LC) to
exit.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO45

Waiting for the host system to successfully get turned off.
Waiting for the host system to successfully get turned off.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

48

Powering down the Host System for Integrated Remote Access Controller Restore.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO46

The host system is powering down to facilitate the import of the Integrated Remote Access Controller
system profile.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO47

Host System will power up approximately 10 minutes after Integrated Remote Access Controller
Restore (iDRAC).

The Integrated Remote Access Controller (iDRAC) is preparing to switch over to the recently loaded
firmware. During this switch over, the connection to iDRAC is lost. The server will startup after iDRAC
restarts.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

System Profile operation canceled by user.

The System Profile operation was canceled as part of a clean up operation performed during a restart
of the Integrated Remote Access Controller.

Resubmit the System Profile operation.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

PowerEdge Servers Error and Event Messages (EEMs) 49



BARO48

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO49

System Service Tag not present.
The server motherboard does not have a Service Tag assigned, the operation cannot continue.

Perform a System Profile import from a previous backup file. If no backup file is available, contact your
service provider.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS0

Automatic Host System power up setup failed.

The automatic Host System power up request has erred and the system will not power up after the
Integrated Remote Access Controller has restarted.

As indicated by the job status, wait for restore to complete. After the status displays Complete or
Failed, wait for a few minutes for the Integrated Remote Access Controller (iDRAC) to restart. After
restart, power on the Host System using iDRAC.

Configuration (BAR = Backup/Restore)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity

50

Performing Firmware Restore for Device : arg1l
e argl = device name
The firmware update for the specified device in progress.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational
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Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS1

Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO52

Performing Component Configuration Restore for Device : arg
e argl = device name
The configuration import for the specified device is in progress.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Firmware update cannot be performed for Device: arg]l
e argl = device name

The required device firmware was not found, and the update cannot continue. The device firmware
is either not present on the firmware storage partition or does not match the version stored in the
configuration information database. No response action is required, however obtaining and installing
the update package for the device indicated will update the firmware storage partition. A backup of
the server profile is recommended after updating.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAROS%4

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROb54

Restoring Firmware on Device: arg1
e argl = device name
Restoring device firmware on the device identified in the message.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS55

System Reset or Lifecycle Controller Actions Canceled, System Profile Failure Recovery unsuccessful.

The attempt to clean up after an unsuccessful Backup/Restore of a system profile operation has
not been successful. The Lifecycle Controller/System Services related operations may not execute as
expected until the system is properly restored to a functional configuration.

Enter the iDRAC configuration utility. Select the System Services option in the main selection screen.
Choose the Cancel Lifecycle Controller Actions / Cancel System Services operation and follow the
directions to ensure this operation is performed. If Cancel Lifecycle Controller Actions / Cancel
System Services is not available, remove power from the system, wait 1 minute and reapply power. If
the issue persists, contact your technical service provider.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

52

Previously stored configuration values not applied to Device: argl.
e argl = device name

Attempted configuration import was not successful for the specified device.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS6

The system event log captures the values that were not set, and must be reset manually.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS/

Component Configuration Restored on Device : arg1.
e argl = device name
The configuration import was successful for the specified device.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Some of the configuration values not applied to Device: arg1
e argl = device name
The configuration import was completed, but some of the imported values were not set correctly.

The system event log captures the values that were not set, and they must be reset manually.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAROS8

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROS59

Validating NFS destination access.
The system profile import or export network destination is being tested for access.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROGO

Validating CIFS destination access.
The system profile import or export network destination is being tested for access.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

54

Collecting firmware inventory information.
Collecting firmware inventory and copying it into the system profile backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

BAROG1

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROG2

Collecting System Information.

Collecting system information and copying it into the backup file. The operation collects system
information that includes System Model and Service Tag.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROBS

Collecting Lifecycle Controller Configuration database.

Collecting the Lifecycle Controller configuration database and copying it into the server profile backup
file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Collecting Lifecycle Controller Firmware images.
Collecting the Lifecycle Controller firmware images and copying them in the server profile backup file.

No response action is required.

Configuration (BAR = Backup/Restore)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROG4

Informational
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROG5

Collecting Integrated Remote Access Controller firmware.

Collecting the Integrated Remote Access Controller firmware and copying it in the server profile
backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROG6

Collecting Integrated Remote Access Controller configuration.

Collecting the Integrated Remote Access Controller configuration and copying it into the server profile
backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

56

vFlash media not enabled.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROG/

The system profile export destination is not enabled.

Enable the vFlash media and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAROG8

vFlash media not initialized.
The system profile export destination is not initialized.

Initialize the vFlash media and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

vFlash media not supported.
The system profile export destination is not supported.

Insert, enable and initialize supported vFlash media and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAROG9

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO70

Insufficient space on vFlash media.

The system profile export did not complete successfully because there is insufficient space on the
vFlash media.

Delete partitions and free up 384 MB of space on the current vFlash media, or use new vFlash media.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO/1

NFS Destination access denied.
Access to the NFS export/import destination is not possible or has been denied.

Verify that the input parameters are correct, connectivity exists to the destination end point, and retry
the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

58

CIFS Destination access denied.
Access to the CIFS export/import destination is not possible or has been denied.

Verify that the input parameters are correct, connectivity exists to the destination end point, and retry
the operation.

Configuration (BAR = Backup/Restore)
Critical

Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARQO72

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARQO74

Format of vFlash Backup partition unsuccessful.
The vFlash backup partition format operation was not successful.

Enable and initialize the vFlash media and retry the export. If the issue persists, try a new vFlash
media or use the network share option(s).

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO74

Delete of vFlash Backup partition unsuccessful.
The operation to delete the vFlash backup partition did not complete successfully.

Enable and initialize the vFlash media and retry the export. If the error continues, try a new vFlash
media or use the network share option(s).

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Unable to collect Firmware Inventory information.
The collection and export of firmware inventory data did not complete successfully.

Apply the Dell Update Package for Unified Server Configurator (USC) or Lifecycle Controller (LC).
If collect system inventory on reboot (CSIOR) is not enabled, enter and exit LC/USC to update
the database, reboot the system and try the operation again. If the error continues, use the field
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO75

service repair software to repair the Lifecycle Controller. Download all Dell Update Packages for USC,
Diagnostics Driver Packs, and device firmware for all host system devices, install all packages and
retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO/6

Unable to collect System information.
The collection and export of system information failed.

Restart the remote access controller, and retry the operation. If the error continues, use the remote
access controller firmware to try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

60

Unable to collect the Configuration database.
The collection and export of Lifecycle Controller Configuration Database failed.

Enter Lifecycle Controller (LC) / Unified Server Configurator (USC), and select Exit and Reboot to
reset and update the database. If the error continues repair the Lifecycle Controller, apply the Dell
Update Packages for USC, diagnostics, device firmware and driver pack and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BARQ7/7/

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO7/8

Unable to collect the Firmware images.
The collection and export of host system firmware images was not successful.

Apply Dell Update Packages for all devices and software, and try the operation again. If the error
continues, repair the Lifecycle Controller and apply the packages again, and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO79

Unable to collect the Integrated Remote Access Controller firmware.

The collection and export of Integrated Remote Access Controller (iDRAC)firmware was not
successful.

Apply the integrated remote access controller firmware, manually set the configuration attributes, and
try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to collect the Integrated Remote Access Controller configuration.
The collection and export of Integrated Remote Access Controller configuration was not successful.

Apply the integrated remote access controller firmware, manually set the configuration attributes, and
try the operation again.

Configuration (BAR = Backup/Restore)
Critical

Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO80

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO81

Restoring Lifecycle Controller Configuration database.
Importing the Lifecycle Controller configuration database from the system profile backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO82

Restoring Lifecycle Controller Firmware images.
Importing the Lifecycle Controller firmware image data is from the system profile backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

62

Restoring Remote Access Controller configuration.
Remote access controller firmware and configuration import in progress.

No response action is required.
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO8S

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO84

Host System Model does not match the Backup file System Model information.

System profile backup file validation failed because the host system model information does not match
the value stored in the file.

Obtain a valid host system backup image and try the operation again. Reboot the remote access
controller and try the operation again. If the error continues, download a new remote access controller
firmware image and try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Host System Service Tag does not match the Backup file Service Tag.

System profile backup file validation failed because the host system service tag information does not
match the value stored in the file.

Obtain a valid host system backup image and try the operation again. Reboot the remote access
controller and try the operation again. If the error continues, download a new remote access controller
firmware image and try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BARO85

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO86

Unable to collect System Information for Import Backup file validation.

The validation of the system profile backup file has failed. The retrieval of system information to
validate the backup file has failed.

Restart the remote access controller, and retry the operation. If the error continues, use the remote
access controller firmware to try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO8/

Unable to Restore The Lifecycle Controller Configuration database.
The system profile import of Lifecycle Controller configuration data has failed.

If collect system inventory on reboot (CSIOR) is not enabled, enter and exit System Services in
Lifecycle Controller (LC)/ Unified Server Configurator (USC) to update the database, reboot the
system and try the operation again. If the error continues, use the field service repair software to
repair the Lifecycle Controller. Download all Dell Update Packages for USC, Diagnostics Driver Packs,
and device firmware for all host system devices, install all packages and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

64

Unable to Restore the Lifecycle Controller Firmware images.
The system profile import of Lifecycle Controller firmware images has failed.

Apply the Dell Update Package for this system. If the error continues, use the field service

repair software to repair the Lifecycle Controller. Download all Dell Update Packages for Lifecycle
Controller/USC, Diagnostics Driver Packs, and device firmware for all host system devices, install all
packages and retry the operation.

Configuration (BAR = Backup/Restore)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO88

Critical
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO89

No partitions available on vFlash media.
The maximum number of partitions are already in use.

Delete partitions and free up 384MB of space on the current vFlash media or obtain new vFlash
media.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO90

Lifecycle Controller needs to be updated.

A problem has been detected with the installation of the Unified Server Configurator (USC) or
Lifecycle Controller (LC). This needs to be corrected before a valid Backup file can be created.

Obtain the Dell update package for Lifecycle Controller/Unified Server Configurator and apply it. Then
perform a Backup operation to save this data, for later restore.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

System Profile Backup requested.
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Detailed Description A request to create a System Profile Backup file has been made by the user of the Unified Server

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO91

Configurator interface.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARQ092

System Profile Backup completed.

A System Profile Backup request made by the user of the Unified Server Configurator interface has
completed.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

66

Disconnect from NFS unsuccessful.
The attempt to disconnect from the specified NFS location was not successful.

If this happens on a backup request, restart the Integrated Remote Access Controller and try the
operation again. If this is a restore request the Integrated Remote Access will be restarted during the
execution of the request. Only restart the Integrated Remote Access Controller if it does not restart
on its own.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BARO94

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO94

Disconnect from CIFS unsuccessful.
The attempt to disconnect from the specified CIFS location was not successful.

If this happens on a backup request, restart the Integrated Remote Access Controller and try the
operation again. If this is a restore request the Integrated Remote Access will be restarted during the
execution of the request. Only restart the Integrated Remote Access Controller if it does not restart
on its own.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO95

Another Backup operation already in progress.

The request to create a System Profile Backup file did not complete successfully because there is
already a request in progress.

If possible monitor the in progress job for completion and then retry the request. If that is not possible
try clearing all jobs and try the request again. If the issue persists, restart the Integrated Remote
Access Controller (iDRAC) and try the request again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Another Restore operation already in progress.

The request to restore a System Profile from a Backup file did not complete successfully because
there is already a request in progress.

If possible monitor the in progress job for completion and then retry the request. If that is not possible
try clearing all jobs and try the request again. If the issue persists, restart the Integrated Remote
Access controller and try the request again.

Configuration (BAR = Backup/Restore)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO96

Critical
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARQ9/

BIOS incompatibility detected.

The current BIOS firmware installed on the system does not have Backup and Restore feature
support.

Obtain the System BIOS firmware with Backup and Restore support, update the system and try the
operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO98

Lifecycle Controller Unified Server Configurator incompatibility detected.

The current Lifecycle Controller Unified Server Configurator software installed on the system does not
have Backup and Restore feature support.

Obtain the Lifecycle Controller Unified Server Configurator update package with Backup and Restore
support, update the software and try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
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Invalid System Service Tag.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BARO99

The Service Tag installed on the system is invalid. The Backup and Restore feature will not operate
without a valid Service Tag.

Contact your service provider.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR100

Collecting License data.
License data is being collected and copied into the backup Server Profile.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Unable to collect License data.

An error occurred accessing license data. Cannot collect license data to copy to Server Profile backup
file.

Refer to License Management documentation for re-installation of license(s) instructions and retry the
operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAR101

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR102

Restoring License data.
Importing license data from the backup Server Profile.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR103

Unable to restore license data.
Unable to import license data from the backup Server Profile.

Refer to iIDRAC User Guide documentation license installation instructions and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types
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Collecting system branding data.
System branding data is being collected and copied to the backup Server Profile.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

BAR104

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR105

Unable to collect system branding data.
Unable to collect system branding data to copy to backup Server Profile.

Retry the operation. If the issue persists, contact your service provider.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR106

Restoring system branding data.
Importing system branding data from the Server Profile backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity

Unable to restore system branding data.
Unable to import system branding data from the backup Server Profile.

Retry the operation. If the issue persists, contact your service provider.

Configuration (BAR = Backup/Restore)

Critical
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Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR107

Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR108

vFlash media reader license not present.
The vFlash media reader requires a license to function.

Obtain the license for vFlash media from your service provider. Install the license and retry the
operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR109

License to Export and Import Server Profile not present.
The license required for Server Profile Import and Export operations to function is not present.

Obtain the license for Server Profile Export and Import, install the license and retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

OEMDRYV partition is in use.

Detailed Description The OEMDRYV partition is mounted for performing operating system deployment use. This situation
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prevents the Export and Import Server Profile operation from continuing.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR110

Dismount the OEMDRYV partition by selecting F10 during boot and retry the operation.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR111

All existing jobs cancelled because of Import Server Profile request processing.

All the existing jobs are canceled during the Import Server Profile operation or if the Import operation
fails.

Resubmit any jobs that were cancelled by the Import operation after the Import Server Profile
operation completes.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Server Profile operation timed out.

The Import or Export job did not complete successfully. The Import or Export operation timed-out
while validating or transferring Server Profile data. Possible causes are loss of network connectivity,
vFlash SD card access issues, or problems encountered with system power off and on.

If the managed system does not turn off during Import, turn off the system and retry the operation.
If the managed system turned off, restart the Remote Access Controller and retry the operation. If
the export was to a network share verify the connection and try the operation again. If the export
destination was the vFlash media, insert a new SD card and try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAR112

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR113

The system identifier in the Server Profile file does not match the target system.

Server Profile backup file validation failed because the target system identifier information does not
match the value stored in the file. The Server Profile file may be from another system or the iDRAC
may need to be restarted to acquire the system identifier information accurately.

Obtain a valid Server Profile file for the target system and try the operation again. If the problem
reoccurs, restart the iDRAC and try the operation again.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR114

Unable to create an Automatic Backup job.

The Automatic Backup job that was scheduled earlier was not successfully created. This could be
because an invalid parameter was entered to create the job.

To restart the Automatic Backup job, do the following and retry the operation:1a) On the Redfish

or RACADM interface: Clear the existing scheduled backup settings.1b) Or, on the iDRAC User
Interface: Click Server Profile > Automatic Backup tab.2) Clear the existing settings and re-enter
the appropriate configuration data.3) Select Schedule Backup to initiate the Automatic Backup jobs.

Configuration (BAR = Backup/Restore)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action
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An Automatic Backup job arglis created.
e argl=joblID

The Automatic Backup job identified in the message is created per the Server Profile automatic export
schedule previously configured.

No response action is required.
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BART15

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR116

The number of Automatic Server Profile backup files has reached the specified limit. Restarting the
numbering from 1.

The number of Automatic Server Profile backup files has reached the specified limit. Restarting the
numbering from 1 which will overwrite the oldest backup file.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Unable to create a recurring export Server Profile job because an existing scheduled Backup Image job
is scheduled within the next 24 hours.

Unable to create a recurring export Server Profile job because an existing scheduled Backup Image job
is scheduled within the next 24 hours.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAR11/

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR118

The iDRAC firmware cannot be restored due to hardware compatibility restraints.

The firmware version for the iDRAC contained in the hardware Server Profile image is not compatible
with this system hardware. Continue to use the installed firmware version or update to later versions if
necessary.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR1M19

Unable to continue with Restore operation because the backup image file name is invalid.
The Restore operation cannot be completed because the backup image file name is invalid.

Make sure the backup image file name has valid characters and is not too long, and then retry the
operation. For information about valid image file names, see the iDRACs Users Guide available on the
support site.

Configuration (BAR = Backup/Restore)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type
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The Backup operation is currently validating the ability to access the HTTP destination.
The Backup operation is currently validating the ability to access the HTTP destination.

No response action is required.

Configuration (BAR = Backup/Restore)
Informational

Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR120

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR121

The Backup operation is currently validating the ability to access the HTTPs destination.
The Backup operation is currently validating the ability to access the HTTPs destination.

No response action is required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR122

Unable to continue with Backup operation because access to the HTTP destination is denied.
The Backup operation cannot be completed because access to the HTTP destination is denied.

Make sure that the input parameters are correct, network connection exists to the destination, and
then retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Unable to continue with Backup operation because access to the HTTPs destination is denied.
The Backup operation cannot be completed because access to the HTTPs destination is denied.

Make sure that the input parameters are correct, network connection exists to the destination, and
then retry the operation.
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR1235

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR124

Unable to copy the Server Profile file to the HTTP/HTTPs share either because of incorrect filepath,
or network connection issues.

The Server Profile file cannot be copied to the HTTP/HTTPs share either because of incorrect
filepath, or network connection issues.

Make sure that the input parameters are correct, network connection exists to the destination, and
then retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR125

Unable to continue with Restore operation because access to the HTTP destination is denied.
The Restore operation cannot be completed because access to the HTTP destination is denied.

Make sure that the input parameters are correct, network connection to the destination is started,
and then retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR126

Unable to continue with Restore operation because access to the HTTPs destination is denied.
The Restore operation cannot be completed because access to the HTTPs destination is denied.

Make sure that the input parameters are correct, network connection to the destination is started,
and then retry the operation.

Configuration (BAR = Backup/Restore)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR127/

Unable to perform any vFlash operations on this PowerEdge server model because it is not supported.

The vFlash operations cannot be performed on this PowerEdge server model because it is not

supported. For a list of supported server versions, see the Installation and Service Manual available on

the support site.

Please retry your Server Profile Backup or Restore operation using one of the available network share

options.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The Import/Export Server Profile features have been retired and no are longer available in iDRAC9
4.40.00.00 and later versions.

Export and Import System Profile are not available in this iDRAC release. Please refer to the iDRAC
Users Guide for more information.

Please refer to the iDRAC Users Guide for more information.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAR128

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR129

Successfully restored the arg1 system contents.
e argl = components

Motherboard replacement was performed on the system. The previous system configuration contents
were successfully restored.

No response action required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAR150

Successfully initiated the system configuration restore. Kindly wait for the server configuration profile
import job to complete & check for the results.

Motherboard replacement was performed on the system. Review the server configuration profile
import job details for attributes related information.

No response action required.

Configuration (BAR = Backup/Restore)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
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Failed to restore the arg1 on the system during motherboard replacement.
e argl = components
Motherboard replacement was performed on the system. Some of the components failed to restore.

Contact the field service personnel for further support.

Configuration (BAR = Backup/Restore)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Warning
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

BAT—Battery Event Event Messages

BATOO00O

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO0O1

The system board battery is low.
System settings may be preserved if input power is not removed from the power supplies.

Check the system board battery at the next service window.

System Health (BAT = Battery Event)
Warning

2226

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The system board battery is operating normally.
No detailed description available.

No response action is required.

System Health (BAT = Battery Event)
Informational

2227

5702

5702

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*
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BATO002

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO003

The system board battery has failed.
System settings may be preserved if input power is not removed from the power supplies.

Check the system board battery.

System Health (BAT = Battery Event)

Critical

2225

System board battery has failed. Check battery
5704;5705

5704

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO004

The system board battery is present.
No detailed description available.

No response action is required.

System Health (BAT = Battery Event)
Informational

2227

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

82

The system board battery is absent.
System settings may be preserved if input power is not removed from the power supplies.

Check the system board battery to confirm presence.
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Category

Severity
Trap/EventlID

LCD Message
OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO005

System Health (BAT = Battery Event)

Critical

2225

System board battery is absent. Check battery
5700

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO006

The storage battery is low.
To charge the battery, the system has to remain powered on.

Allow the PERC RAID controller battery to charge. If the issue persists, contact technical support.
Refer to the product documentation to choose a convenient contact method.

System Health (BAT = Battery Event)
Warning

2226

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The storage battery is operating normally.
No detailed description available.

No response action is required.

System Health (BAT = Battery Event)
Informational

2227

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable
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BATOO0O/

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO008

The storage battery has failed.
The PERC RAID controller battery may have failed because of thermal exceptions.

1) Verify the PERC RAID controller battery installation. 2) Check the system logs for thermal related
issues.

System Health (BAT = Battery Event)
Critical

2225

Storage battery has failed. Check battery.
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO009

The storage battery is present.
No detailed description available.

No response action is required.

System Health (BAT = Battery Event)
Informational

2227

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity

84

The storage battery is absent.
The PERC RAID controller battery may report absent due to disconnect or thermal exceptions.

1) Verify the PERC RAID controller battery installation.2) If installed, reseat or reconnect the battery
and cables. 3) Check the system logs for thermal related issues.

System Health (BAT = Battery Event)

Critical
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Trap/EventID
LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO010

2225
Storage battery is absent. Check battery.
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO1

The storage battery for disk drive bay arg1is low.
e argl = bay
To charge the battery, the system has to remain powered on.

Allow the PERC RAID controller battery for the associated bay to charge. If the issue persists, contact
technical support. Refer to the product documentation to choose a convenient contact method.

System Health (BAT = Battery Event)
Warning

2226

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The storage battery for disk drive bay arg1is operating normally.
e argl = bay
No detailed description available.

Verify the battery installation, check the system logs for thermal related issues.

System Health (BAT = Battery Event)
Informational

2227

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable
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BATOO12

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO013

The storage battery for disk drive bay arg1 has failed.
e argl = bay
The PERC RAID controller battery may have failed because of thermal exceptions.

1) Verify the PERC RAID controller battery installation for the associated bay.2) Check the system
logs for thermal related issues.

System Health (BAT = Battery Event)

Critical

2225

Battery for disk drive bay <bay> has failed. Check battery.
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO14

The storage battery for disk drive bay arglis present.
e argl = bay
No detailed description available.

No response action is required.

System Health (BAT = Battery Event)
Informational

2227

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

86

The storage battery for disk drive bay arg1is absent.
e argl = bay

The PERC RAID controller battery may report absent due to disconnect or thermal exceptions.
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Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO015

1) Verify the PERC RAID controller battery installation for the associated bay. 2) If installed, reseat or
reconnect the battery and cables. 3) Check the system logs for thermal related issues.

System Health (BAT = Battery Event)

Critical

2225

Battery for disk drive bay <bay> is absent. Check battery.
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO16

The arg1 battery is low.
e argl=name
System settings may be preserved if input power is not removed from the power supplies.

Check the battery at the next service window.

System Health (BAT = Battery Event)
Warning

2226

The <name> battery is low.

5703

5703

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity

The arg1 battery is operating normally.
e argl = name
No detailed description available.

No response action is required.

System Health (BAT = Battery Event)

Informational
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Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO1/

2227
5702
5702
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO18

The arg1 battery has failed.
e argl=name
System settings may be preserved if input power is not removed from the power supplies.

Check the battery.

System Health (BAT = Battery Event)

Critical

2225

The <name> battery has failed. Check battery.
5704

5704

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID

The arg1 battery is present.
e argl = name
No detailed description available.

No response action is required.

System Health (BAT = Battery Event)
Informational

2227

5702

5702
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Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATOO19

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT0020

The arg1 battery is absent.
e argl=name
System settings may be preserved if input power is not removed from the power supplies.

Check the battery to confirm presence.

System Health (BAT = Battery Event)

Critical

2225

The <name> battery is absent. Check battery.
5706

5706

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
OMSA Event ID
OMSA Trap ID
Redfish Event Type

The arg1 battery is not ready either because the battery is not fully charged or a transient battery
event is observed.

e argl=name

The battery identified in the message is not ready either because the battery is not fully charged or a
transient battery event is observed.

Wait for 120 minutes for the issue to get cleared. If the issue persists, contact your service provider.

System Health (BAT = Battery Event)

Warning

2226

The <name> battery is not ready. Check battery.
5703

5703

Alert
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO021

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BATO0022

The arg1 battery has reached the end of its usable life or has failed.
e argl=name
The battery identified in the message has reached the end of its usable life or has failed.

Manually remove and reinstall the battery. For more information, see the Installation and Service
Manual of the server available on the support site.If the issue persists, contact your service provider.

System Health (BAT = Battery Event)

Critical

2225

The <name> battery has reached the end of its life. Consider replacing battery.
5704

5704

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

90

Unable to detect the chassis intrusion because the input power is disconnected, and the system board
battery (CMOS) is not replaced.

The chassis intrusion cannot be detected because the input power is disconnected. Voltage in the
system board battery (CMOS) is less than the minimum threshold value.

Ensure that the CMOS battery is replaced. For information about replacing the battery, see the server
model specific Installation and Service Manual available on the support site.

System Health (BAT = Battery Event)
Informational

2227

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—Not Applicable
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BAT0O030

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

BATOOS1

The system board battery is reading low.

The system battery level is low, and if the input power is disconnected, the system settings will not be
preserved.

Replace the battery.

System Health (BAT = Battery Event)
Warning

5703

5703

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

BAT0033

The system board battery status is unknown.

The system battery level is unknown, and if the input power is disconnected, the system settings will
not be preserved.

Replace the battery.

System Health (BAT = Battery Event)
Warning

5701

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

The NVRAM battery is in an invalid state due to one or more errors.
The battery of an NVRAM controller is detected to be in an invalid state due to one or more errors.

Contact your service provider / tech support to resolve the issue.

Storage (BAT = Battery Event)
Critical

4273

Not Applicable
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Applicable Event or
Alert Types

BAT1000

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1001

Battery on arg1 is missing.
e argl = controller name

The controller cannot communicate with the battery. The battery is absent or improperly connected. A
battery with a weak or depleted charge may also cause this message.

Verify that the device is present and then check the cables. See the storage hardware documentation
to verify cabling. In addition check the connection to the controller battery and the battery health. A
battery with a weak or depleted charge may cause this message.

Storage (BAT = Battery Event)

Warning

4274

2264
75300;80300;85300;90300;95300;100300;105300;110300;115300;120300
Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

92

Battery on arg1 was replaced.
e argl = controller name
A controllers battery was replaced.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2175

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*
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BAT1002

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1003

The Transparent Learn Cycle (TLC) operation of the energy pack on arg1 has started.
e argl = controller Name

The Transparent Learn Cycle (TLC) operation of the energy pack on the controller identified in the
message has started.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2177

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The Transparent Learn Cycle (TLC) operation of the energy pack on arg1is completed.
e argl = controller Name

The Transparent Learn Cycle (TLC) operation of the energy pack on the controller identified in the
message is completed.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2176

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*
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BAT1004

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1005

The Transparent Learn Cycle (TLC) operation of the energy pack on arg1 has timed out.
e argl = controller Name

The Transparent Learn Cycle (TLC) operation of the energy pack on has timed out because of one of
the following reasons.1. The controller energy pack must be fully charged before the learn cycle can
begin. The energy pack may be unable to maintain a full charge causing the learn cycle to timeout.2.
The energy pack must be able to maintain cached data for a specified period of time in the event of a
power loss. For example, some energy packs maintain cached data for 24 hours. If the energy pack is
unable to maintain cached data for the required period of time, then the Learn cycle will timeout.

Do one or more of the following:1. Perform a Power Cycle operation on the server and check the
status of energy pack by using iDRAC User Interface or running the following RACADM command:
racadm serveraction powercycle.2. If energy pack status is not ready replace the energy pack.3. If still
the energy pack is unable to maintain a full charge.Review the Energy Pack Transparent Learn Cycle
(TLC) within the Dell PowerEdge Raid Controller User Guide for additional information. Contact the
service provider if the issue persists.

Storage (BAT = Battery Event)
Warning

4274

2178

115300

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

94

The Transparent Learn Cycle (TLC) operation of the energy pack on arg1 is postponed.
e argl = controller Name

The Transparent Learn Cycle (TLC) operation of the energy pack on the controller identified in the
message is postponed.

No response action is required.

Storage (BAT = Battery Event)

Informational

4275

2179

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

BAT1006

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1007/

The Transparent Learn Cycle (TLC) operation of the energy pack on arg1 will start after arg2 days.

e argl = controller Name
e arg2 = number

The learn cycle will start after specified number of days for the energy pack on controller.

The Transparent Learn Cycle (TLC) operation of the energy pack on the controller will start after the
number of days identified in the message.

Storage (BAT = Battery Event)

Informational

4275

2180

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The Transparent Learn Cycle (TLC) operation of the energy pack on arg1 will start in arg2 hours.

e argl = controller Name
e arg2 =arg

The Transparent Learn Cycle (TLC) operation of the energy pack on controller will start in specified
hours.

No response action is required.

Storage (BAT = Battery Event)

Informational

4275

2181

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*
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BAT1008

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1009

Write policy on arg1 was changed to Write Through.
e argl = controller name

The controller battery cannot maintain cached data for the required period of time. For example, if the
required period of time is 24 hours, then the battery cannot maintain cached data for 24 hours.

Verify the battery health is good. See the storage hardware documentation to verify battery health.
Contact technical support.

Storage (BAT = Battery Event)
Warning

4274

2188

115300

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1010

Write policy on arg1 was changed to Write Back.
e argl = controller name
The controller battery health has returned to normal.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2189

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.
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Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT10M

Battery on arg1 requires reconditioning. Initiate a learn cycle.
e argl = Controller name
Battery is in warn only mode and requires reconditioning.

Start a learn cycle on the battery.

Storage (BAT = Battery Event)

Warning

4274

2210

115300

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1012

Battery on arg1is in warn only mode and requires reconditioning.
e argl = Controller name
This alert is provided for informational purposes.

No response action is required.

Storage (BAT = Battery Event)

Informational

4275

2104

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

The temperature of the energy pack on arglis more than the normal range.
e argl = controller Name

The temperature of the energy pack on the controller identified in the message is more than the
normal range.
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Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1015

Ensure that the cooling fans are properly functioning. This is not an issue related to the battery pack
or RAID controller. If the issue persists, contact your service provider.

Storage (BAT = Battery Event)

Warning

4274

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1014

Recharge count has exceeded the maximum limit for battery on arg1.
e argl = Controller name
The battery cannot be recharged further.

Replace the battery pack.

Storage (BAT = Battery Event)

Warning

4274

2213

115300

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Trap/EventID
OMSA Event ID

98

The energy pack on arglis charging.
e argl = controller
The energy pack is charging.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2214
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OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1015

115100
Not Applicable
iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1016

Unable to charge the energy pack on the arg?.
e argl = controllerName
The charging process of the energy pack on the controller identified in the message interrupted.

1) Ensure that the energy pack is installed and properly connected to the controller. For information
about cabling, see the respective PERC Users Guide or the Installation and Service Manual (ISM) of
the respective server platform on the support site. 2) If the issue persists, perform a Power Cycle
operation. 3) If the issue still persists, contact your Technical Support team.

Storage (BAT = Battery Event)

Warning

4274

2215

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

The arg1 battery learn mode has changed to Auto.
e argl = Controller name
This alert is provided for informational purposes.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2216

115100

Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT101/

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1018

The arg1 battery learn mode has changed to Warn.
e argl = Controller name
This alert is provided for informational purposes.

No response action is required.

Storage (BAT = Battery Event)

Informational

4275

2217

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

100

Battery on arg1 is degraded.
e argl = Controller name
The temperature of the battery is high. This may be due to the battery being charged.

If the battery is being charged, then charging the battery should be stopped until the battery cools
down and charging should be resumed. If this is not case, then some other condition exists and should
be investigated.

Storage (BAT = Battery Event)

Warning

4274

2246

115300

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*
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BAT1019

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1020

The energy pack on the arg1is getting charged after the server is restarted.
e argl = controllerName

The energy pack on the controller identified in the message is getting charged after the server is
restarted.

No response action is required.

Storage (BAT = Battery Event)

Informational

4275

2247

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1021

The arg1 battery is executing a learn cycle.
e argl = Controller name
This alert is provided for informational purposes.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2248

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Remote System Log, WS Eventing, Redfish Eventing*, LC Log*,
OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1022

The charge level of the energy pack on arg1 is less than the normal threshold.
e argl = controllerName

The charge level of the energy pack on the controller identified in the message is less than the normal
threshold.

Check for any events that are directly related to the charging of the energy pack. If the issue persists,
contact your Technical Support team.

Storage (BAT = Battery Event)
Warning

4274

2278

115300

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1025

arg1 battery recondition is completed.
e argl = Controller name
This alert is provided for informational purposes.

No response action is required.

Storage (BAT = Battery Event)

Informational

4275

2105

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

The charge level of the energy pack on arg1 is within the normal threshold.

e argl = controller Name

Detailed Description The charge level of the energy pack on the controller identified in the message is within the normal
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threshold.
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Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1024

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2279

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1025

One or more issues are detected in the energy pack on the arg?.
e argl = controllerName
One of more issues are detected in the energy pack on the controller identified in the message.

Do the following:1. Verify that the energy pack is present and then check the cabling between
controller and battery.2. Do a power cycle and check the energy pack status.3. If still errors are
occurring on energy pack contact your Technical Support Team and get the energy pack replaced.

Storage (BAT = Battery Event)
Warning

4274

2318

115300

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity

arglis unable to recover cached data from the Battery Backup Unit (BBU).
e argl = controller name
The controller was unable to recover data from the cache. This may indicate data loss has occurred.

Do one or all of the following: 1) Ensure that the PERC firmware version is updated. 2) Check the
battery health. If there are battery issues, replace the battery. Else, replace the PERC card.

Storage (BAT = Battery Event)

Critical
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Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1026

4273
2337
115400
Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1027

The arg1 has recovered cached data from the Battery Backup Unit (BBU).
e argl = controller name
The controller has retrieved cached data.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2338

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

104

The energy pack on the arg1 successfully completed a charge cycle.
e argl = controllerName
The energy pack on the controller identified in the message successfully completed a charge cycle.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2358

115100

Alert
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1028

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1029

The voltage of the energy pack on the arglis less than the normal operating range.
e argl = controllerName

The voltage of the energy pack on the controller identified in the message is less than the normal
operating range. This may indicate that the energy pack is no longer protecting the controller cache.

1) Ensure that the energy pack is properly charged. 2) Power on the server and enable the energy
pack to get charged for 24 hours. If the issue persists, contact your Technical Support team.

Storage (BAT = Battery Event)
Warning

4274

2145

115300

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

The battery on arg1 can no longer recharge.
e argl = controller name

The controller battery cannot recharge. The battery may have already recharged the maximum
number of times or the battery charger may not be working.

Do the following and retry the operation: 1) Replace the RAID controller battery. For information about
replacing the battery, see the hardware documentation of the respective RAID card. 2) If the issue
persists, contact the Technical Support team.

Storage (BAT = Battery Event)
Critical

4273

2169

115400

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log
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Applicable Event or
Alert Types

BAT1050

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT1031

The arg1 battery charge level is normal.
e argl = Controller name
This alert is provided for informational purposes.

No response action is required.

Storage (BAT = Battery Event)

Informational

4275

2170

115100

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

106

The battery temperature on arg1 is above normal.
e argl = controller name
The room temperature may be too hot. In addition, the system fan may be degraded or failed.

Verify that the room temperature is normal and that fans are functioning properly. See the storage
hardware documentation for acceptable operating temperatures.

Storage (BAT = Battery Event)
Warning

4274

2171

115300

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*
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BAT1032

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT10383

The temperature of the energy pack on the arg1is within the normal operating range.
e argl = controllerName

The temperature of the energy pack on the controller identified in the message is within the normal
operating range.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

2172

115100

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The battery on arg1 was removed.
e argl = controller name

The controller cannot communicate with the battery. Either the battery was removed, or the contact
point between the controller and the battery is degraded.

Make sure that the battery is present and properly connected. If the battery is present, wait for a
few minutes and re-check if the battery is detected. If the contact point between the battery and
the controller is degraded, you must replace the battery, the controller, or both. Refer to the storage
hardware documentation for information on how to safely access, or remove. Contact technical
support if the issue persists.

Storage (BAT = Battery Event)
Warning

4274

2174

115300

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*
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BAT1034

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT10385

The battery properties for arg1 have changed.
e argl = controller name
One or more battery properties were modified.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LCD, Chassis Event Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

BAT1036

The battery temperature on arg1 is above the normal operating temperature.
e argl = controller name
The battery temperature is above normal operating temperature.

No response action is required.

Storage (BAT = Battery Event)
Informational

2212

115100

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

108

The battery on arg1 is discharging.
e argl = controller name
The battery on the controller identified in the message is being discharged.

No response action is required.
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Category

Severity

OMSA Event ID
OMSA Trap ID
Redfish Event Type

Applicable Event or
Alert Types

BAT1037

Storage (BAT = Battery Event)
Informational

2415

115100

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT2001

A battery is detected on the Controller arg?.
e argl = controller name
A battery is detected on the Controller identified in the message.

No response action is required.

Storage (BAT = Battery Event)
Informational

4275

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, OS Log

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The arg1 battery arg2, with firmware version arg3, is being updated to the firmware version arg4.

argl = type

arg?2 =id

arg3 = curVersion
arg4 = newVersion

The firmware version of the battery identified in the message is being updated.

No response action is required.

System Health (BAT = Battery Event)

Informational

Alert

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BAT2002

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT2003

The firmware version of arg1 battery arg2 is successfully updated.

e argl=type
e arg2=id

The firmware version of the battery identified in the message is successfully updated.

No response action is required.

System Health (BAT = Battery Event)

Informational

Alert

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT2004

Unable to update the firmware version of arg1 battery arg2.

e argl=type
e arg2=id

The firmware version of the battery identified in the message could not be updated.

Perform an AC-cycle operation on the server by disconnecting input power, waiting for 10 seconds,
and then reconnecting input power. Retry the firmware update operation. If the issue persists, contact
your service provider.

System Health (BAT = Battery Event)

Critical

Alert

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

110

Unable to update the firmware version of arg1 battery arg2.

e argl=type
e arg2=id

The firmware version of the battery identified in the message could not be updated.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT2005

Check the uploaded firmware image file. Ensure that the image file is compatible with the device
manufacturer and the hardware version. Retry the firmware update operation. If the issue persists,
contact your service provider.

System Health (BAT = Battery Event)

Warning

Alert

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BAT2006

Unable to start the firmware update operation on arg1 battery arg2.

e argl = type
e arg2 =id

The firmware update operation of the battery identified in the message could not be started.

Ensure the following conditions are met for the update operation: 1) System is powered off. 2)
Batteries are installed. 3) There is no active firmware update operation in progress. Retry the firmware
update operation. If the issue persists, contact your service provider.

System Health (BAT = Battery Event)

Warning

Alert

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

The arg1 battery is arg?2.

e argl=Name
e arg?2 = State

The battery state of the device identified in the message is reported from the battery register status.

No response action is required.

System Health (BAT = Battery Event)

Informational

Alert

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

CMC—Not Applicable

BEZL—Bezel Air filter sensor Event Messages

BEZLOOO1

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BEZLOOO2

The filtered bezel is removed from the server.
The filtered bezel is removed from the server.

No response action is required.

System Health (BEZL = Bezel Air filter sensor)
Informational

3251

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BEZLOO03

The air Filter in the bezel has a connectivity issue.
The air Filter in the bezel has a connectivity issue.

Make sure that the air filter is properly installed and has no connection issues. If necessary, reinstall
the air filter to get a cleaner air inlet.

System Health (BEZL = Bezel Air filter sensor)
Critical

3249

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

112

Air filter functionality in bezel is degraded.
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Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BEZLOOO4

Air filter in bezel is not functioning as expected and needs replacement.

Replace the Air filter with a cleaner air inlet.

System Health (BEZL = Bezel Air filter sensor)
Warning

3250

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BEZLOOOS

The air filter in the bezel is operating normally.
The air filter in the bezel is operating normally.

No response action is required.

System Health (BEZL = Bezel Air filter sensor)
Informational

3251

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The filtered bezel is installed in the chassis.
The filtered bezel is installed in the chassis.

No response action is required.

System Health (BEZL = Bezel Air filter sensor)
Informational

3251

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*

CMC—Not Applicable
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BEZLOOOG

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BEZLOOO7/

The air filter health cannot be determined due to all the sleds not being populated or powered on in
the chassis.

The air filter health can be determined once all nodes are installed and powered on.

No response action is required.

Updates (BEZL = Bezel Air filter sensor)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The Chassis configuration is changed. To continue to monitor the air filter health, perform the Reset
Air Filter operation.

The Chassis configuration is updated that has resulted in a change in the threshold airflow pressure
value.

To continue to monitor the air filter health, perform the Reset Air Filter operation. On the iDRAC User
Interface (Ul), click Environment. To reset by using the RACADM command, run: "racadm bezelfilter
resetfilterlife" at the RACADM CLI. To reset by using the REST APl command, run: /redfish/v1/
Chassis/{Chassisld}/Actions/Oem/DellOemChassis.ResetFilterLife.

Updates (BEZL = Bezel Air filter sensor)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

BIOS—BIOS Management Event Messages

BIOS0001

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

14

Trusted Compute Module (TPM) Physical Presence Operation arg1 logged.
e argl = PPI Operation
BIOS logged a Trusted Compute Module (TPM) Physical Presence Operation.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS001

No response action is required.

Work Notes (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS002

The command was successful
The command was successful.

No response action is required.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS003

Resource allocation failure.
Unable to allocate required memory to perform the requested operation; see the inserted comment.

Power cycle system and reapply firmware packages for Lifecycle Controller and iDRAC.

Configuration (BIOS = BIOS Management)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS004

Missing required parameter. Refer to the inserted comment.
An invalid number of arguments was passed to the method.

Enter all the required command parameters. Check documentation and try again.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS0045

Invalid parameter value for arg1
e argl = attribute name
The value for the specified parameter is invalid.

Verify that parameter values passed to the method are entered as they appear in the enumeration and
parameter data type matches the documentation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

116

Unable to authenticate the digital signature of the CPLD firmware because the current CPLD firmware
version does not support the authentication process.

The digital signature of the CPLD firmware cannot be authenticated because the current CPLD is not
running Dell authentic firmware.

Download the latest CPLD version from the support site, update the CPLD version, and then retry the
operation. For information about updating a CPLD firmware, see the CPLD Release Notes available on
the Drivers and Downloads page of the support site.

Audit (BIOS = BIOS Management)

Critical

Failed CPLD authentication. Update CPLD firmware.

Alert

iDRAC—Filter Visibility, Remote System Log, WS Eventing, Redfish Eventing*, LC Log*, LCD

PowerEdge Servers Error and Event Messages (EEMs)



Applicable Event or
Alert Types

BIOS0046

CMC—Filter Visibility, LC Log*, LCD

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS005

PCle Segment arg1.
e argl = segment
This event indicates PCle segment of the system.

No response action is required.

System Health (BIOS = BIOS Management)

Informational

PCle Segment <segment>.

Alert

iDRAC—Filter Visibility, Remote System Log, WS Eventing, Redfish Eventing*, LC Log*, LCD

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOSO06

Mismatch in AttributeName and AttributeValue count
The number of AttributeName and AttributeValue parameters do not match.

Enter the same number of parameters for AttributeName and AttributeValue. Refer to documentation
for method input parameter details.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Configuration job already created, cannot set attribute on specified target until existing job is
completed or is cancelled.

A configuration job is already created on the specified target. No further command is allowed until the
existing job succeeds or the job is cancelled.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS00/

Wait for the job to complete. To continue with more set operations on the specified target, cancel the
job and proceed.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS008

Configuration job already created, cannot create another configuration job on specified target until
existing job is completed or is cancelled.

A configuration job is already created on the specified target. No further command is allowed until the
existing job succeeds or the job is cancelled.

Wait for the job to complete. To continue with more set operations on the specified target, cancel the
job and proceed.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

118

No pending data present to create a Configuration job.

No changes are available between the previous configuration and the current configuration. To create
a configuration job, at least one attribute should be changed.

Change the configuration of one or more attributes and then create a configuration job.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BIOS009

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS010

Lifecycle Controller is currently in use.

Lifecycle Controller cannot gain access to internal storage because of use by another application or
operation.

Wait for the current Lifecycle Controller operation to complete. Verify that the system is 1) Not
currently in Lifecycle Controller Unified Server Configurator utility 2) Waiting for user intervention at
F1/F2 POST error 3) Not in any of the device or controller Option ROMs and retry the operation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOSO11

Lifecycle Controller is not enabled, cannot create Configuration job.

For 11G systems: System Services must be enabled to perform the requested operation. System
Services has been disabled through the iDRAC configuration utility accessed by pressing CTRL+E on
boot up or through a remote operation. For 12G and above generations: Lifecycle Controller must

be enabled to perform the requested operation. Lifecycle Controller has been disabled by pressing
F2 Setup, selecting iDRAC Configuration, and selecting Lifecycle Controller Settings on boot up or
through a remote operation.

For 11G systems: Use the iDRAC configuration utility to enable the System Services by pressing on
the CTRL+E option on boot up at the targeted system. For 12G and above generations: Use F2 Setup,
select iDRAC Configuration, and select Lifecycle Controller Settings, to enable the Lifecycle Controller
on boot up of the targeted system.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Configuration job already created, pending data cannot be deleted.

Detailed Description Configuration job already created on the specified target. No further command is allowed until the

existing job is completed.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOSO12

Cancel the configuration job or wait for the job to complete. Refer to documentation on job
cancellation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS015

No pending data to delete.

No changes to BIOS attribute data are available between the previous configuration and the current
configuration.

No response action is required.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

120

Invalid AttributeName arg1
e argl = attribute name
An unknown AttributeName was specified in the operation.

Enter the correct AttributeName available in the system. Refer to the enumeration response for
desired attribute.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BIOS014

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOSO15

Invalid AttributeValue for AttributeName: arg1
e argl = attribute name

AttributeValue may be invalid because of the following causes: 1) Length of new AttributeValue is
not within required minimum length and maximum length 2) Value of new AttributeValue is not within
required LowerBound and UpperBound 3) Value of new AttributeValue is not one of the possible
values.

Refer to the documentation on valid Attribute values.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS016

AttributeValue cannot be changed to read only AttributeName arg1.
e argl = attribute name
A set attribute operation was attempted on a read only attribute.

No response action is required.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

AttributeValue cannot be changed for disabled AttributeName arg.
e argl = attribute name
A set attribute operation was attempted on a disabled attribute.

No response action is required.
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOSO1/

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOSO18

Unable to delete vFlash pending one-time boot configuration
Unable to delete vFlash pending one-time boot configuration.

Remove AC power from system and after restoring AC power, retry the operation.

Configuration (BIOS = BIOS Management)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS021

Invalid BIOS Password.

The BIOS password specified in the operation is not valid. A valid BIOS password must be made from
the following: O to 32 characters in length, numbers O to 9, lowercase letters a to z, special characters
<>|-+./;\].

Retry the operation with a BIOS password that conforms with system BIOS password requirements.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS022

Cannot authenticate BIOS password.
The old BIOS password specified in the change BIOS password operation was incorrect.

Retry the operation with correct old BIOS password.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS025

Cannot set the BIOS password. Password is disabled due to a jumper setting on the motherboard.

The BIOS password is disabled in the hardware using a jumper and can not be set. See the system
owners manual for jumper location.

Change the jumper setting on the system board to enable changing the BIOS password.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Cannot perform the operation due to an unknown error in iDRAC.
An unrecoverable error occurred in the operation while communicating with iDRAC.

Retry the operation. If the issue continues, reset the iDRAC.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BIOS024

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS025

The set operation did not complete successfully as the attribute is read-only.
The operation cannot run as the attribute value cannot be modified.

For more information on the attribute, see Lifecycle Controller-Remote Services documentation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS026

Unable set the BIOS password as the BIOS password status is locked.

The status of the password is Locked in BIOS and must be set to Unlocked for the operation to
succeed.

Change BIOS password status in the BIOS setup from Locked to Unlocked and retry the operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

124

Password status cannot be set to locked when a System Password change is pending.

The status of the Password cannot be set to locked, because currently there is a System Password
change is pending.

Wait until the pending System Password change is applied or delete the pending System Password
change and retry the operation.

Configuration (BIOS = BIOS Management)
Warning
Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS027/

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS028

Unable to change the BIOS password because the password is currently being configured using plain
text. Unable to set the attribute arg’.

e argl = attribute name

The attribute identified in the message cannot be set, because the password is currently being reset
by using plain text. The BIOS password cannot be simultaneously configured by using plain text and a
hash.

Wait until the current password configuration process is completed, and then retry the operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS029

Unable to change the BIOS password using plain text because the password is currently being
configured using a hash.

The BIOS password cannot be simultaneously configured by using plain text and a hash.

Wait until the current password configuration process is completed and retry the operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS050

Unable to change the BIOS password because an Export Server Profile operation is already running.

The BIOS password cannot be configured because an Export Server Profile operation is already
running.

Wait until the current export operation is completed, and then retry the operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS051

Unable to change the BIOS password because an Import Server Profile operation is already running.

The BIOS password cannot be configured because an Import Server Profile operation is already
running.

Wait until the current import operation is completed, and then retry the operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

126

Unable to start the configuration operation because System Lockdown mode is enabled.
The configuration operation cannot be started because the System Lockdown mode is enabled.

Make sure that the Lockdown.1#SystemlLockdown attribute is set to Disabled and then retry the
operation. For information about the Lockdown mode, see the relevant iDRAC Users Guide available
on the support site.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BIOS052

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS033

Unable to access the network share because incorrect network share identify information is entered.

The network share cannot be accessed because incorrect network share identify information is
entered.

Enter correct network share identify information and retry the operation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS044

Unable to write to the network share either because the network share is read-only or sufficient disk
space is unavailable for the export operation.

Data cannot be written to the network share either because the network share is read-only or
sufficient disk space is unavailable for the export operation.

Do the following and retry the operation: 1) Make sure that the network share is not read-only. 2)
Make sure that there is sufficient disk space on the network share.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to retrieve the record information because the requested record is not available.
The record operation cannot be retrieved because the requested record is not available.

Make sure that the record data entered is correct and retry the operation.

Configuration (BIOS = BIOS Management)
Informational

Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS055

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS056

Unable to start the operation because invalid hash signature parameter is entered.
The operation cannot be started because invalid hash signature parameter is entered.

Make sure that correct parameters are entered and retry the operation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS047/

Unable to start the import operation because the public key (PK) certificate is already available.
The import operation cannot be started because the public key (PK) certificate is already available.

Delete the existing public key (PK) certificate, enter a new PK, and then retry the operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

128

Unable to start the import operation either because the file name entered : argl is invalid, file is
corrupted, or the file encoding format is incorrect.

e argl = file name

The import operation cannot be started either because the file name identified in the message is
invalid, file is corrupted, or the file encoding format is incorrect.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS048

Make sure that a valid file is used and retry the operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS059

Unable to read the SecureBoot policy because of unknown issues.
The SecureBoot policy cannot be read because of unknown issues.

Perform the Collect System Inventory on Restart (CSIOR) operation, see the report, and then retry
the operation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS040

Unable to start the operation because invalid parameters are entered.
The operation cannot be started because invalid parameters are entered.

Make sure that correct parameters are entered and retry the operation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS041

Unable to import the SecureBoot certificate data because of insufficient disk space to store the
certificate data.

The SecureBoot certificate data cannot be imported because of insufficient disk space to store the
certificate data.

Delete the current SecureBoot certificate and retry the operation. If the issue, persists, contact
service provider.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS042

Operation not allowed because hash signature is not supported in Platform Key (PK) and Key
Exchange (KEK).

The operation cannot be completed because hash signature is not supported in Platform Key (PK) and
Key Exchange Key (KEK).

Make sure that hash signature is not used in the input parameter and retry the operation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

130

Unable to import the file arg1 because the file does not exist in the source directory.
e argl = file name

The file identified in the message cannot be imported because the file does not exist in the source
directory.

Make sure that the file exists in the remote share and retry the operation.

Configuration (BIOS = BIOS Management)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
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Applicable Event or
Alert Types

BIOS043

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS044

Unable to complete the operation because the length of input parameter arg?1is more than the
maximum allowed length arg?2.

e argl = parameter name
e arg2 = parameter length

The maximum number of characters allowed for the parameter is displayed.

Make sure that the parameter length is equal to or less than the maximum allowed, and then retry the
operation.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS045

Unable to complete the operation because the operation is not allowed when the Secure Boot Policy is
in Standard mode.

The operation cannot be completed because the operation is not allowed when the Secure Boot Policy
is in Standard mode.

Make sure that the BIOS.Setup.1-1:SecureBootPolicy is set to Custom and then retry the operation.
For information about SecureBootPolicy, see the Redfish APl Guide available on the support site.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

The Recovery operation successfully initiated.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BIOS101

The Recovery operation is successfully initiated. For information about the status of recovery
operation, view the Lifecycle logs.

No response action is required. However, the server will be automatically powered off, and becomes
unresponsive for approximately five minutes. During this period, do not disconnect the power from the
server.

Configuration (BIOS = BIOS Management)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

BIOS102

Unable to read or change any of the system BIOS configuration settings.

The system configuration data that BIOS exposes to Server Administrator is malformed or not
available and Server Administrator is unable to read or change any of the system BIOS configuration
settings.

Power cycle the system and retry the operation. If the problem persists, reinstall the BIOS firmware
Update Package.

Configuration (BIOS = BIOS Management)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

132

A system BIOS update is scheduled that requires a reboot.

A BIOS update job is scheduled through the remote access controller, and the system must be
rebooted to apply the update.

Reboot the system to apply the BIOS update.

Audit (BIOS = BIOS Management)
Informational

5002

Not Applicable

No alerts are applicable for this message
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BIOS105

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity

OMSA Event ID
Redfish Event Type

Applicable Event or
Alert Types

A previously scheduled system BIOS update is canceled.
A previously scheduled BIOS update job is cancelled.

No response action is required.

Audit (BIOS = BIOS Management)
Informational

5003

Not Applicable

No alerts are applicable for this message

BOOT—BOOT Control Event Messages

BOOTOO1

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO02

The command was successful.
The command was successful.

No response action is required.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Resource allocation error.
Unable to allocate required memory to perform the operation.

Power cycle system and reapply firmware packages for Lifecycle Controller and iDRAC.

Configuration (BOOT = BOOT Control)
Warning
Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO0S

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO04

Method not supported.
This operation is not supported on the current configuration.

This operation is not supported on the current configuration, check documentation and try again.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTOO05

Invalid number of Boot Source arguments
An invalid number of source arguments was passed to the method.

Check documentation and try again (details).

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

134

Missing required parameter.
One or more of the invoked methods required parameters are missing.

Check documentation for the method in question and try again.
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO06

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTOO/

Invalid Boot Source InstancelD
One or more of the Boot Source instance IDs does not contain valid data.

Verify that all of the Boot Source instance IDs being entered are as they appear in the
DCIM_BootSourceSetting enumeration.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTOO8

Boot Source does not belong to specified Boot Configuration
One or more of the Boot Source instance IDs does not belong to the affected Boot Configuration.

ChangeBootOrderBylnstancelD only accepts Boot Sources from the impacted Boot Configuration.
Verify that all source arguments belong to the desired Boot Configuration.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Source argument contains more devices than are present on the system
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO09

More source arguments were provided than are available for the impacted Boot Configuration.

Verify that all of the Boot Source instance IDs being entered are as they appear in the
DCIM_BootSourceSetting enumeration.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO10

Boot Sources cannot be found for this Boot Configuration
No Boot Sources could be found for the desired Boot Configuration.

Verify that Boot Sources for the indicated Boot Configuration are displaying when enumerating
DCIM_BootSourceSetting. Power cycle system and reapply firmware packages for Lifecycle Controller
and iDRAC.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

136

Could not locate vFlash partition index
The provided vFlash partition index could not be found on the system.

Verify that a vFlash partition with the desired index exists on the System.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BOOTOM

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO12

Failed to set vFlash partition for one time boot
The provided vFlash partition could not be set for one time boot.

Power cycle system and reapply firmware packages for Lifecycle Controller and iDRAC.

Configuration (BOOT = BOOT Control)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO015

Job started to attach and set vFlash SD card partition for OneTime boot.

A job was created to configure a OneTime boot to the specified vFlash SD card partition. If this
partition was not attached to the system, the job attaches it as well.

No response action is required.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Cannot make changes to non-active boot list.
The boot list is currently not active. Changes cannot be made to boot list that is not active.

Alter boot mode to set the boot list active and retry the operation.

Configuration (BOOT = BOOT Control)
Warning
Not Applicable
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO14

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO15

Virtual media not ready.
The systems SD card has been removed or is in use.

Verify that the SD card is inserted and that another operation is not in progress, and try again.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO16

Set operation successful for the boot partition.

The boot partition configuration request was successful. An unattached vFlash partition was
configured for one-time boot using the ChangeBootOrderBylInstancelD method. The method creates a
job (to attach the vFlash partition and set the partition for one-time boot.

No response action is required.

Configuration (BOOT = BOOT Control)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

138

Input source argument value for the boot device is incorrect or not found among the boot devices on
the system.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO1/

The input source argument value referring to the boot device is incorrect or empty. The boot device
identifier must match the InstancelD for the Boot Source Setting instance that represents the boot
device.

Use the correct source argument value for the boot device and retry the operation.

Configuration (BOOT = BOOT Control)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO18

Source argument does not support enable or disable mode.

The boot device(s) specified in the source argument used in the operation cannot be enabled or
disabled. This behavior applies to BCV devices and one-time boot.

Refer to the documentation on validity of operation for the boot device specified. For more
information on the operation, see Lifecycle Controller-Remote Services documentation.

Configuration (BOOT = BOOT Control)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Specified Boot Control List is read-only
The Boot Control List specified in the operation is read-only and cannot be modified.

Refer to the documentation on validity of operation for the Boot Control List specified. For more
information on the operation, see Lifecycle Controller-Remote Services documentation.

Configuration (BOOT = BOOT Control)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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BOOTO19

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOTO020

Unable to run the ChangeBootOrderBylnstancelD command because the BIOS Export operation is in
progress.

The ChangeBootOrderBylnstancelD command cannot be run because the BIOS Export operation is in
progress.

Wait for the BIOS Export operation to complete and retry the operation.

Configuration (BOOT = BOOT Control)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

BOOT8500

Unable to run the ChangeBootOrderBylnstancelD command because the BIOS Import operation is in
progress.

The ChangeBootOrderBylnstancelD command cannot be run because the BIOS Import operation is in
progress.

Wait for the BIOS Import operation to complete and retry the operation.

Configuration (BOOT = BOOT Control)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Unable to change the BIOS boot order for the Server arg1

e argl = slot number

Detailed Description Unable to change the BIOS boot order for the server because of a broken communication between the

Recommended
Response Action

140

CMC and iDRAC, or iDRAC is rebooting.

Reset iDRAC or wait until iDRAC reboots, and retry the operation.
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Category Configuration (BOOT = BOOT Control)
Severity Critical
Redfish Event Type Not Applicable

Applicable Event or iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*
Alert Types

Applicable Event or CMC—Not Applicable
Alert Types

CAPP—Application Event Messages

CAPP0102

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message SMTP Alert configuration modified.

Detailed Description SMTP Alert configuration modified.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or No alerts are applicable for this message
Alert Types

CAPPO0105

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message SNMP Alert configuration modified.

Detailed Description SNMP Alert configuration modified.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0O104

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Syslog Alert configuration modified.

Detailed Description Syslog Alert configuration modified.
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Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPPO0105

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
Message Test SNMP trap sent by arg1 to arg2 from arg3.

Arguments e argl = user name
e arg2 = target IP
e arg3 = IP Address

Detailed Description Test SNMP alert sent by user identified in the message to the target IP address from the source IP

address.
Recommended No response action required.
Response Action
Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPPO1/8

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Console setting arg1 modified.

Arguments e argl = setting name

Detailed Description The console setting identified in the message is updated.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPPO188

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message Secure Syslog certificate uploaded.

Detailed Description Secure Syslog certificate uploaded successfully.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0O189

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Secure Syslog certificate upload failed.

Detailed Description Secure Syslog certificate upload failed.

Recommended Please upload a valid certificate.
Response Action

Category Configuration (CAPP = Application)
Severity Warning

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPPO190

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
Message Invalid SNMPv3 configuration.

Detailed Description One of the SNMPVv3 configurations is missing required elements: UserName, AuthenticationType,
AuthenticationPassphrase, PrivacyType, and PrivacyPassphrase.

Recommended Ensure that all required attributes are included in the SNMPVv3 configuration and retry the operation.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPPO191

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The IsSnmpv3Enabled flag is required.

Detailed Description Invalid SNMPv3 configuration.
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Recommended Ensure that the IsSnmpv3Enabled flag is properly defined. Retry the operation after correcting the
Response Action settings.

Category Configuration (CAPP = Application)
Severity Critical
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0192

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message SNMPv3 configuration limit exceeded.

Detailed Description Only four SNMPv3 configurations are allowed.

Recommended Only four SNMPv3 configurations are allowed.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPPO0195

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Invalid authentication type specified.

Detailed Description Supported types are: MD5, SHA, SHA-224, SHA-256, SHA-384, SHA-512, or NONE.

Recommended Provide a valid authentication type from the list provided and retry the operation.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0194

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Invalid privacy type specified.

Detailed Description Supported types are: DES, AES, AES-192, AES-256, or NONE.

Recommended Provide a valid privacy type from the list provided and retry the operation.
Response Action

Category Configuration (CAPP = Application)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPPO195

Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPPO196

Invalid SNMPv3 configuration input.
The SNMP configuration provided is invalid.

Ensure your input meets the required format and includes valid values.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP0O197

The following fields cannot be null when IsModified is not set: UserName, AuthenticationType,
AuthenticationPassphrase, PrivacyType, and PrivacyPassphrase.

Ensure that all required fields contain valid values.

Provide values for all mandatory fields and retrythe operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity

The following fields cannot be null when IsModified is true: UserName, AuthenticationType,
AuthenticationPassphrase, PrivacyType, and PrivacyPassphrase.

Ensure that all required fields contain valid values.

Provide values for all mandatory fields and retry the operation.

Configuration (CAPP = Application)

Critical

PowerEdge Servers Error and Event Messages (EEMs) 145



Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0198

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message UserName cannot be null when IsModified is false.

Detailed Description Provide a valid UserName.

Recommended Enter a UserName and retry the operation.
Response Action

Category Configuration (CAPP = Application)
Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPPO0199

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Duplicate SNMPv3 username found.

Detailed Description Duplicate SNMPv3 username found.

Recommended Provide a different username that is not already in use and retry the operation.
Response Action

Category Configuration (CAPP = Application)
Severity Critical
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0200

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Authentication conflict detected.

Detailed Description Authentication passphrase cannot be entered when authentication type is set to NONE.

Recommended Set the authentication type to a valid option that requires a passphrase or remove the passphrase if
Response Action the type is NONE.

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types
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CAPP0201

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP0202

Privacy type and authentication type conflict detected.
Privacy type must be set to NONE when authentication type is NONE.
Set the privacy type to NONE if the authentication type is set to NONE.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP02035

Privacy type and privacy passphrase conflict detected.
Privacy phrase must be empty when privacy type is NONE.

Ensure the privacy passphrase is left empty if the privacy type is set to NONE.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

One or more entries do not have a valid username as the username is not found in the database.
Ensure that the usernames are registered in the database.

Verify that all usernames are correct and exist in the database before retrying the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

PowerEdge Servers Error and Event Messages (EEMs) 147



CAPP0204

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message SNMP listener configuration failed.

Detailed Description SNMP listener configuration failed.

Recommended No response action is required.
Response Action

Category Audit (CAPP = Application)
Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0205

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Request to update SNMP listener configuration accepted.

Detailed Description Request to update SNMP listener configuration accepted.

Recommended No response action is required.
Response Action

Category Audit (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP0206

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The Port Number is invalid. It must be between 1 and 65535.

Detailed Description Enter a Port Number within the specified range.

Recommended Check the Port Number you entered and ensure it falls within the range of 1 to 65535.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types
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CAPP0207

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP0208

The privacy passphrase must be at least 8 characters long.
Enter a passphrase that meets the minimum length requirement.

Make sure your privacy passphrase has at least 8 characters and try again.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP0209

Cannot update SNMP configuration. Provide a valid SNMPv3 configuration to enable SNMPv3.
Make sure all required SNMPv3 settings are correctly filled out.

Verify your SNMPv3 configuration settings and try updating again.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

The authentication passphrase must be at least 8 characters long.
Enter a passphrase that meets the minimum length requirement.

Make sure your authentication passphrase has at least 8 characters and try again.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP0210

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message SNMP listener configuration updated successfully.

Detailed Description SNMP listener configuration updated successfully.

Recommended No response action required.
Response Action

Category Audit (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1010

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to retrieve the host name.

Detailed Description The host name cannot be retrieved.

Recommended Retry the operation. If the issue persists, contact your system administrator.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP10M

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to change the host name.

Detailed Description The host name cannot be changed.

Recommended Retry the operation. If the issue persists, contact your system administrator.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types
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CAPP1030

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1031

Unable to retrieve the time zone.
The time zone cannot be retrieved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1032

Unable to retrieve the time zone list.
The time zone list cannot be retrieved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to change the time zone.
The time zone cannot be changed.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP1035

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1034

Unable to save or apply the Network Time Protocol (NTP) settings.
The Network Time Protocol (NTP) settings cannot be saved or applied because of an unknown error.

No response action required.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1035

Unable to update the web service configuration.
The web service configuration cannot be updated.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to retrieve web server configuration information.
The web server configuration information cannot be retrieved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP1056

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1037

Time settings modified successfully.
Time settings modified successfully.

No response action required.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1038

Web server settings modified successfully.
Web server settings modified successfully.

No response action required.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Invalid console setting value arg1 for setting arg2 to perform this action.

e argl = settingValue
e arg2 = settingName

Current Console setting value does not support this operation.

Set the right console setting value to allow this operation.

Miscellaneous (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message
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CAPP1039

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1040

Unable to update the console setting.
The console setting could not be updated.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1041

Unable to turn off the appliance.
The appliance cannot be turned off.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to restart the appliance.
The appliance cannot be restarted.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP1042

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1045

Unable to update the network configuration because the arg1 is already in use.
e argl=port

The network configuration cannot be updated because the port identified in the message is being used
by another service.

Enter a different port number and retry the operation.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1044

Certificate is successfully uploaded.
Certificate is successfully uploaded by the user identified in the message.

No response action required.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to execute the diagnostic command because the entered command is not supported.
The request cannot be processed because the entered command is not supported.

Enter a supported command and retry the operation.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message
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CAPP1045

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The device settings arg1 is successfully modified.

Arguments e argl = setting name

Detailed Description The device settings identified in the message is successfully modified.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1046

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Brand information modified successfully.

Detailed Description Brand information modified successfully.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or No alerts are applicable for this message
Alert Types

CAPP104/

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Restarted the appliance.

Detailed Description The appliance has restarted.

Recommended Please restart the appliance.
Response Action

Category Configuration (CAPP = Application)
Severity Informational
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types
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CAPP1050

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to update the network service.

Detailed Description The network service could not be updated.

Recommended Retry the operation. If the issue persists, contact your system administrator.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1060

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to save the changes made to Syslog Settings.

Detailed Description The changes made to Syslog Settings cannot be saved.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1061

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to save the Syslog Settings configuration because an invalid destination address is entered.

Detailed Description The Syslog Settings configuration cannot be saved because an invalid destination address is entered.

Recommended Verify the destination provided is correct and try again.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types
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CAPP1062

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1064

Unable to save the Syslog Settings configuration because an invalid port number is entered.
The Syslog Settings configuration cannot be saved because an invalid port number is entered.

Verify the port number is between 10 and 65535 and try again.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1070

Unable to update the Syslog Settings configuration because the destination address is invalid.
The Syslog Settings configuration cannot be updated because the destination address is invalid.

Verify that a destination address is entered.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to save the SNMP settings.
The SNMP settings could not be saved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP10/1

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1072

Unable to update the SNMP settings because the entered destination address arg1 is invalid.
e argl = address

The SNMP settings cannot be updated because the entered address identified in the message s
invalid.

Enter a valid destination address and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1075

Unable to update the SNMP settings because both SNMPv1/v2 and SNMPv3 credentials are present
in the request.

The SNMP settings cannot be updated because both SNMPv1/v2 and SNMPv3 credentials are
present in the request. Only 1 type of credential is allowed in a request.

Remove either the SNMPVv1v2 credentials or the SNMPv3 credentials and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to update the SNMP settings because no SNMP credentials are present in the request.
The SNMP settings cannot be updated because no SNMP credentials are present in the request.

Enter with SNMPv1/v2 credentials or SNMPv3 credentials and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP107/4

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP107/5

Unable to update the SNMP settings because an invalid port number arg1 is entered.
e argl = port number

The SNMP settings cannot be updated because an invalid port number is entered as identified in the
message.

Enter a port number between 10 and 65535 and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP10/6

Unable to update the SNMP settings because the Community String is missing or empty.
The SNMP settings cannot be updated because the Community String is missing or empty.

Enter a Community String and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to update the SNMP settings because the entered SNMP version does not exist.
Unable to update the SNMP settings because the entered SNMP version does not exist.

Make sure the SNMP Version is set to SNMPV1 or SNMPV2 and retry the operation.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message
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CAPP1077

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP107/8

Unable to send Test Trap to IPV6 destination because IPV6 is not enabled in Network settings.
The Test Trap cannot be send to ipv6 destination address because IPV6 is not enabled.

Enable IPV6 inOpenManage Enterprise-Modular application and try to send Test Trap to IPV6
Destination.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1080

Unable to Send the Test Trap because the Entered Destination Address is Invalid or Not Reachable.

Test Traps cannot be sent to the Entered Destination address because the Address is invalid or not
reachable.

Enter a valid destination address and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to save proxy information.
The proxy information could not be saved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP1081

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1082

Unable to test the proxy information.
The proxy information cannot be tested.

Make sure that the proxy information is correct and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1085

The SNMP settings cannot be updated because the entered SNMP destination address arg1 is same
as appliance ip (IPV4 or IPV6) address.

e argl = address

The SNMP settings cannot be updated because the entered SNMP destination address is same as
appliance ip (IPV4 or IPV6) address.

Enter SNMP destination address different from applianceip (IPV4 or IPV6) address and retry the
operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to update the SNMP settings because for SNMPv3 credentials the username (security name)
field is not present.

The SNMP settings cannot be updated because for SNMPv3 credentials the username (security
name) field is not present.

Enter valid username (security name) for SNMPv3 credentials and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message
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CAPP1084

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1085

Unable to update the SNMP settings because for SNMPv3 credentials the Auth type (Authentication
Protocol) field is not present.

The SNMP settings cannot be updated because for SNMPv3 credentials theAuth type (Authentication
Protocol)field is not present.

Enter validAuth type (Authentication Protocol) for SNMPv3 credentials and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1086

Unable to update the SNMP settings because for SNMPv3 credentials the authentication passphrase
field is not present or invalid.

The SNMP settings cannot be updated because for SNMPv3 credentials the authentication
passphrasefield is not present or invalid.

Enter valid authentication passphrase for SNMPv3 credentials and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to update the SNMP settings because for SNMPv3 credentials the privacy protocol field is not
present or invalid.

The SNMP settings cannot be updated because for SNMPv3 credentials the privacy protocol field is
not present or invalid.

Enter valid privacy protocol for SNMPv3 credentials and retry the operation.

Configuration (CAPP = Application)
Critical

Not Applicable
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Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1087/

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to update the SNMP settings because for SNMPv3 credentials the privacy passphrase field is
not present or invalid.

Detailed Description The SNMP settings cannot be updated because for SNMPv3 credentials the privacy passphrasefield is
not present or invalid.

Recommended Enter valid privacy passphrase for SNMPv3 credentials and retry the operation.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1089

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The console HTTPS Share password is updated.

Detailed Description Theconsole HTTPS Share password is updated.

Recommended No response action required.
Response Action

Category Miscellaneous (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1100

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to save the SMTP Settings because an error occurred.

Detailed Description An error occurred while attempting to save the SMTP Settings configuration.

Recommended Retry the operation. If the issue persists, contact your system administrator.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable
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Applicable Event or
Alert Types

CAPP1101

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1104

Unable to test the SMTP Settings because of an error.
An error occurred while attempting to test the SMTP settings.

Make sure the entered SMTP settings are correct and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1105

Unable to update the SMTP settings because the entered port number arg1is invalid.
e argl = port

The SMTP settings cannot be updated because the entered port number identified in the message is
invalid.

Enter a port number between 10 and 65535 and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to update the SMTP settings because the Destination Address is invalid or missing.
The SMTP settings cannot be updated because the Destination Address is invalid or missing.

Enter valid IP address or FQDN and retry the operation.

Configuration (CAPP = Application)
Critical

Not Applicable
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Applicable Event or
Alert Types

CAPP1106

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1107/

Unable to update the SMTP settings because the entered credential is invalid or empty.
The SMTP settings cannot be updated because the entered credential is invalid or empty.

Either enter valid credentials or disable the Use Credentials option and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1108

Unable to update the SNMP settings because the request contains an invalid number of
configurations. The request must contain no more than arg1 configurations but contains arg?2.

e argl = expected
e arg2 = actual

The SNMP settings cannot be updated because the request contains an invalid number of
configurations as identified in the message.

Enter only the required number of configurations as identified in the message and retry the operation.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Unable to update the Syslog settings because the request contains an invalid number of
configurations. The request must contain no more than arg1 configurations but contains arg2.
e argl = expected

e arg2 = actual

The Syslog settings cannot be updated because the request contains an invalid number of
configurations as identified in the message.
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Recommended Enter only the required number of configurations as identified in the message and retry the operation.
Response Action

Category Configuration (CAPP = Application)
Severity Warning
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1122

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to retrieve appliance update information.

Detailed Description Appliance update information could not be retrieved.

Recommended Retry the operation. If the issue persists, contact your system administrator.
Response Action

Category Configuration (CAPP = Application)

Severity Warning

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1123

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Appliance update information retrieved successfully.

Detailed Description Appliance update information retrieved successfully.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1185

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The appliance arg1 is successfully updated.

Arguments e argl = property

Detailed Description The appliance property identified in the message is successfully updated.

Recommended No response action required.
Response Action
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1156

Updates (CAPP = Application)
Informational
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1301

Unable to update the appliance arg1 because of internal errors.
e argl = property
The appliance property identified in the message cannot be updated because of internal errors.

Retry the operation. If the issue persists, contact your Console administrator. Also, see the
OpenManage Enterprise-Modular Users Guide available on the support site.

Updates (CAPP = Application)
Warning
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1302

Unable to update network settings because arg1is empty or invalid.
e argl = field

Settings cannot be updated because the value entered is empty or invalid for the field identified in the
message.

Make sure that the value is valid and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Unable to update the network settings because arg1.
e argl =reason info

The network settings cannot be updated because of the reason identified in the message.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1305

Make sure that the network supports the current settings and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1504

Unable to complete the operation because the network interface is not ready.
The operation cannot be completed because the network interface is not ready.

Wait until the system is booted and retry the operation. For more information, see the OpenManage
Enterprise-Modular Users Guide available on the support site.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1507/

Unable to update the address configuration because a dependent field is missing for arg1.
e argl = field

Address configuration cannot be updated because the field value is dependent another field identified
in the message.

Make sure that all dependent fields contain valid content and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Unable to set address configuration because the field arg1is empty or null.

e argl = field name
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Detailed Description Address configuration cannot be updated because a required field identified in the message is empty

or null.
Recommended Make sure that the missing field is present and retry the operation.
Response Action
Category Configuration (CAPP = Application)
Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1308

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Network address configuration is set successfully.

Detailed Description Network address configuration is set successfully.

Recommended No response action required.
Response Action

Category Configuration (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1309

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
Message Unable to update the network settings because the entered payload is invalid.

Detailed Description The network settings could not be updated either because the request contains invalid values or the
entered values are not appropriate for the network configuration.

Recommended Make sure the entered payload is valid and retry the operation. If the issue persists, contact your
Response Action system administrator.

Category Configuration (CAPP = Application)

Severity Warning

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1311

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The system is unable to sync time with the suggested NTP server.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1512

The system was not able to sync to the suggested NTP server(s) in a given period of time. Please
refresh the time settings page to see the updated time source. If time source does not change, then
retry the operation.

No response action required.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1415

Unable to retrieve the Federal Information Processing Standard (FIPS) mode configuration
information.

The Federal Information Processing Standard (FIPS) mode configuration information cannot be
retrieved because of internal issues.

Retry the operation. If the issue persists, contact yourOpenManage Enterprise-Modular administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1519

The status of downloading the Plugin Catalog is arg1.
e argl = status
The status of downloading the PluginCatalog is as identified in the message.

No response action is required.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1520

Unable to retrieve the source file of type argl because the file is not accessible.
e argl = file type
The source file of type identified in the message cannot be retrieved because the file is not accessible.

Make sure that you have entered a valid file folder path for the file type, and then retry the operation.
To set the file folder path, on the OpenManage Enterprise GUI, click Application Settings > Console
and Plugins > Update Settings.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1521

Unable to retrieve the source file of type argl because the file does not exist.
e argl = file Type
The source file of type identified in the message cannot be retrieved because the file does not exist.

Make sure that the file exists, and then retry the operation. To make sure, on the OpenManage
Enterprise GUI, click Application Settings > Console and Plugins > Update Settings.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1322

Unable to read the Plugin Catalog file because the file signature is invalid.
The source file of type identified in the message cannot be retrieved because the file does not exist.

Make sure that a valid signed Catalog file exists, and then retry the operation. To make sure, on the
OpenManage Enterprise GUI, click Application Settings > Console and Plugins > Update Settings.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1523

The action arg1 is successfully started for plugin arg2 version arg3 by the user arg4.

e argl = extension Action
e arg? = extension Id

e arg3 = extension Version
e arg4 = user name

The start of pluginlifecycle actions is identified in the message.

No response action is required.

Audit (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1524

Unable to perform the requested action because the plugin version specified is invalid.

The request cannot be completed because the specified version does not match a version in the
plugins catalog or is invalid for this request.

Make sure the version specified matches the version defined in the plugins catalog.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to perform the requested action because the plugin artifacts are already downloaded.

The request cannot be completed because the artifacts for this plugin are already downloaded or are
currently downloading.

The plugin can be installed when the download is complete. If the downloaded artifacts need to
be redownloaded, delete the previous artifacts by using the delete downloads call via PluginService/
Actions/PluginService.DeleteDownloads.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message
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CAPP1525

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1326

Unable to perform the requested action because the plugin is already installed, and the version
specified is not an upgrade.

The request cannot be completed because the plugin is installed, and the specified version is not an
upgrade for the plugin.

Make sure the version specified is correct and is greater than the installed version.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1527

Unable to perform the requested action because the plugin is not compatible with the installed version
of OpenManage Enterprise.

The request cannot be completed because the plugin is not compatible with OpenManage Enterprise.

Select a plugin version compatible with OpenManage Enterprise or upgrade OpenManage Enterprise.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to perform the requested action because the plugin was not found in the plugin catalog.
The request cannot be completed because the specified plugin cannot be found in the plugin catalog.

Make sure the plugins catalog is available and the specified plugin and version is valid.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message
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CAPP1528

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1529

Unable to perform the requested action because the plugin artifacts are not downloaded.

The request cannot be completed because the plugin artifacts are not downloaded and are not
available on the system.

Make sure the plugin artifacts are downloaded by perform a download action. Make sure the download
is complete before performing this action.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1330

Unable to perform the requested action because the plugin is not installed.
The request cannot be completed because the plugin is not installed on the system.

Make sure the plugin specified is installed in OpenManage Enterprise.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to perform the request action because the plugin is already arg1.
e argl = Enabled Or Disabled
The request cannot be completed because the plugin is already in the requested state.

Make sure the plugin specified is correct.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message
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CAPP1351

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1552

Unable to complete the action because the plugin with id owner of arg1 is either not installed or is
disabled.

e argl=id Owner
Unable to complete the action because the plugin in question is either not installed or is not enabled.

Ensure that the plugin in question is installed and enabled.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1333

Unable to uninstall or disable the arg1 plugin. arg2.

e argl = plugin Name
e arg2 = plugin Reason

Unable to uninstall or disable the plugin due to an error.

Ensure the plugin is in a state where the plugin can be disabled or uninstalled. Check the audit log for
details.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity

Plugin lifecycle action arg1 for plugin arg?2 failed. Verify the update setting locations plugin artifact
contents.

e argl = action
e arg? = plugin Name

Plugin lifecycle operation failed.

Verify the contents of the plugin catalog and artifact location, download plugin artifacts and attempt
operation again.

Configuration (CAPP = Application)
Warning
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Redfish Event Type

Applicable Event or
Alert Types

CAPP1400

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1401

Unable to register with Dell Connectivity Services because the validity of the Access Key has expired.

Registration to Dell connectivity Services cannot be completed because the validity of the Access Key
has expired.

Enter a valid Access Key and Pin, and then retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1402

Unable to register with Dell Connectivity Services because the Access Key is already in use.

Registration to Dell connectivity Services cannot be completed because the Access Key is already in
use.

Enter a valid Access Key and Pin, and then retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity

Unable to register with Dell Connectivity Services because the Access Key or Pin is invalid.

Registration to Dell connectivity Services cannot be completed because the Access Key or Pin is
invalid.

Enter a valid Access Key and Pin, and then retry the operation.

Configuration (CAPP = Application)

Critical
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Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1405

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to register with Dell Connectivity Services because the Access Key is not associated with the
correct software product.

Detailed Description Registration to Dell connectivity Services cannot be completed because the Access Key is not
associated with the correct software product.

Recommended Enter a valid Access Key and Pin, and then retry the operation.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1404

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to perform the operation because network connection could not be started with Dell
Connectivity Services.

Detailed Description The operation cannot be performed because network connection could not be started with Dell
Connectivity Services.

Recommended Retry the operation. If the issue persists, contact your system administrator.
Response Action

Category Configuration (CAPP = Application)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP1405

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to process the request because of an error in communication with the Dell Connectivity
Services: arg1.

Arguments e argl = scgErrorCode

Detailed Description The request cannot be processed because of an error in communication with the Dell Connectivity
Services.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1406

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1407/

Unable to deregister with Dell Connectivity Services because of other plugins are using the service.

Deregistartion can not be completed due to other plugins are still connected to Dell Connectivity
Services.

Uninstall the plugins which are using Dell Connectivity Services and retry the operation.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1410

Unable to complete the Proxy Connection because of an invalid proxy details or network issue.
The operation cannot be performed because requested proxy details are invalid or network issues.

Retry the operation with valid proxy details. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

The appliance is successfully registered to the Dell Connectivity services.

Detailed Description The appliance is successfully registered to the Dell Connectivity services.

Recommended
Response Action

No response action required.
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Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1411

Audit (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1412

The appliance is successfully deregistered from the Dell Connectivity services.
The appliance is successfully deregistered from the Dell Connectivity services.

No response actionis required.

Audit (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP1413

Unable to deregister because of communication error with Dell Connectivity Services.

The request cannot be processed because of an error in acommunication with the Dell Connectivity
Services.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CAPP = Application)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Registration to Dell Connectivity Services is required to perform this operation.

Complete the registration by usingRegistration API to get the access to the resources under Dell
Connectivity Services.

Retry the operation with valid registration to Dell Connectivity Services.

Configuration (CAPP = Application)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP2000

Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP2001

Unable to sync to NTP server 1.
Unable to sync to the NTP server because the NTP Server identified in the message is not reachable.

Check and correct the entered URL or IP for NTP Server as identified in the message. Ensure that the
entered server identity can be resolved, is up and running, and is able to be accessed from the public
network.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP2002

Unable to sync to NTP server 2.
Unable to sync to the NTP server because the NTP Server identified in the message is not reachable.

Check and correct the entered URL or IP for NTP Server as identified in the message. Ensure that the
entered server identity can be resolved, is up and running, and is able to be accessed from the public
network.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Unable to sync to NTP server 3.
Unable to sync to the NTP server because the NTP Server identified in the message is not reachable.

Check and correct the entered URL or IP for NTP Server as identified in the message. Ensure that the
entered server identity can be resolved, is up and running, and is able to be accessed from the public
network.

Configuration (CAPP = Application)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP20035

Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP2004

Time synced successfully on NTP server 1.
Time synced successfully on NTP server identified in the message.

No response action required.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP2005

Time synced successfully on NTP server 2.
Time synced successfully on NTP server identified in the message.

No response action required.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Time synced successfully on NTP server 3.
Time synced successfully on NTP server identified in the message.

No response action required.

Configuration (CAPP = Application)
Informational

Not Applicable
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Applicable Event or
Alert Types

CAPP9049

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP9055

The Samba server settings arg1 are successfully changed by the user arg2.

e argl = setting
e arg2 = user

The Samba server settings are successfully changed by the user identified in the message.

No response action required.

Configuration (CAPP = Application)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CAPP9085

The status of downloading the Plugin Catalog is arg1.
e argl=argl
The status of downloading the PluginCatalog is as identified in the message.

No response action is required.

Configuration (CAPP = Application)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Unable to uninstall or disable Power Manager on the OpenManage Enterprise because policies and
Emergency Power Reduction are active.

The Power Manager on the OpenManage Enterprise cannot be removed or disassociated from the
Power Manager because policies and Emergency Power Reduction are active as identified in the
message.

Disassociate or disable all the policies and Emergency Power Reduction features, and then retry the
operation.

Configuration (CAPP = Application)
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Severity Informational
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP9087

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to update the Security Policy Message because the provided message is greater than the
maximum length of 512 characters.

Detailed Description The Security Message on OpenManage Enterprise-Modular is limited to a maximum of 512 characters.

Recommended Shorten the security policy message to make is shorter than 512 characters and retry the operation.
Response Action

Category Configuration (CAPP = Application)

Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CAPP9088

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Security Policy Message modified.

Detailed Description Security Policy Message modified.

Recommended No response action required.
Response Action

Category Audit (CAPP = Application)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CBL—Cable Event Messages

CBLOO0O1

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Backplane arg1 power cable disconnected.
Arguments e argl=BaylID

Detailed Description A backplane signal cable was detected, but the accompanying power cable was not present.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBLO002

Reconnect or replace the power cable. If the issue persists, contact your service provider.

System Health (CBL = Cable)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBLO00OS

Backplane arg1 signal cable disconnected.
e argl=BayID
A backplane power cable was detected, but the accompanying signal cable was not present.

Reconnect or replace the signal cable for the backplane identified in the message. If the issue persists,
contact your service provider.

System Health (CBL = Cable)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Backplane arg?1 arg2 cable is disconnected.

e argl=BayID
e arg2 = Connector Name

The backplane cable identified in the message is disconnected or no cable is detected.

Reconnect or replace the cable identified in the message. If the issue persists, contact your service
provider.

System Health (CBL = Cable)
Critical

2393

Alert

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, LCD, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, LC Log*, LCD, Chassis Event Proxy*
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CBLO004

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBLO005

The arg1 cable is incorrectly connected to backplane arg2 connector arg3.

e argl = Cable Name
e arg2 =BayID
e arg3 = Connector Name

The cable identified in the message is incorrectly connected to the backplane connector.

Make sure the cable identified in the message is cabled correctly. If the issue persists, contact your
service provider.

System Health (CBL = Cable)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBLOOO6

Backplane arg1 arg2 connector incorrectly connected to the motherboard SATA controller.

e argl=BayID
e arg2 = Connector Name

The backplane connector identified in the message is incorrectly connected to the motherboard SATA
controller.

Make sure the cable identified in the message is cabled correctly. If the issue persists, contact your
service provider.

System Health (CBL = Cable)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

186

Unsupported backplane arg1 configuration: Multiple RAID controllers cannot be connected to the same
backplane.

e argl=BaylID
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBLO0O7/

Each server model only supports a certain set of backplane configurations. For unified backplanes
or split mode capable backplanes that are in unified mode, multiple controllers cannot be connected
to the same backplane. In unified backplane situations any controller besides the first will not be
operational.

Make sure that only one RAID controller is connected to the backplane. If the issue persists, contact
your service provider.

System Health (CBL = Cable)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBLO0OO0S

Backplane arg1 arg2 cable and backplane arg3 arg4 cable are swapped.

e argl=BayID
e arg2 = Cable Name
e arg3 =BayID
e arg4 = Cable Name

The backplane cables identified in the message need to be connected to the correct backplane bays.

Make sure the cables identified in the message are cabled correctly. If the issue persists, contact your
service provider.

System Health (CBL = Cable)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

One or more cables are missing from arg?.
e argl = controller name

One or more cables have been detected as missing from the Fault Tolerant storage controller
identified in the message.

Make sure all cables are properly connected. For information about cabling, see the Owners Manual
available at the support site.

Storage (CBL = Cable)
Warning
Alert
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Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBL8500

iDRAC—Filter Visibility, SNMP Alert, Email Alert, Remote System Log, WS Eventing, Redfish
Eventing*, LC Log*, LCD, OS Log

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

CBL8501

SAS cable arg1 to expander arg2 is not connected.

e argl=cableid
e arg2 = expander id

SAS cables are not connected to the expander correctly.

Check whether or not the SAS cables are connected to the expander. Reconnect the cables and retry
the operation.

Storage (CBL = Cable)

Critical

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

188

SAS cable arg1is connected to the incorrect expander.
e argl=cableid
The SAS cable identified in the message is not connected to the correct expander.

Reconnect the SAS cable to the correct expander and retry the operation.

Storage (CBL = Cable)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable
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CDEV—Devices Event Messages

CDEVO0005

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEVO0024

Unable to retrieve inventory information for the device.
Inventory information is not available for the requested device.

Retry the operation.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEVO0100

Unable to update Services Configuration arg1 for arg2 because of arg3.

e argl = version
e arg?2 = type
e arg3 = reason

Unable to update Services Configurations due to reason mentioned in message.

Retry operation after sometime. If issue persists, contact your service provider.

Audit (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Proxy settings modified.
Proxy settings modified.

No response action required.

Configuration (CDEV = Devices)
Informational

Not Applicable
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Applicable Event or
Alert Types

CDEV0102

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV0103

Unable to complete the requested operation because an invalid JSON file is entered.
The requested operation cannot be completed because an invalid JSON file is entered.

Enter a valid JSON file name and retry the operation. For more information about supported file types,
see the OpenManage Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV0104

Unable to complete the request to remove the chassis arg1 from the Multi-chassis Management group
arg?2.

e argl = Chassis Service Tag
e arg2 = groupName

The request to remove the chassis from the Multi-chassis Management group identified in the
message.

Retry the operation. If the issue persists, contact your service provider. For more information see the
OpenManage Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity

LCD Override PIN modified.
LCD Override PIN is modified successfully.

No response action required.

Configuration (CDEV = Devices)

Informational
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Redfish Event Type

Applicable Event or
Alert Types

CDEV1000

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1001

A request to send an email was successfully completed. The request came from arg1.
e argl=name
An email send request was successfully completed.

N/A.

Audit (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1040

A request to send an email failed. The origin of the request came from arg1.
e argl = name
An email send request failed.

Verify that the SMTP configuration is valid in your appliance alert settings and make sure that the
remote SMTP destination is available.

Audit (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity

Power usage details are not applicable for this device.
Power usage information cannot be displayed because it is not applicable to this device.

No response action required.

Configuration (CDEV = Devices)

Informational
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Redfish Event Type

Applicable Event or
Alert Types

CDEV1108

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1109

Unable to create the Multi Chassis Management domain group.
The Multi Chassis Management domain group could not be created.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEVNT

Unable to create the Multi Chassis Management domain group because no chassis was found.
The Multi Chassis Management domain group cannot be createdbecause no chassis was found.

Retry the operation. If the issue persists contact your system administrator.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to retrieve arg1 information for Multi Chassis Management.
e argl =data
The information identified in the message cannot be retrieved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Informational

Not Applicable
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Applicable Event or
Alert Types

CDEV1112

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1113

Unable to add members to the Multi Chassis Management group because no group is available.
New members cannot be added to the Multi Chassis Management group because no group is available.

Create a Multi Chassis Management group and retry the operation.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1114

Unable to add the member chassis to the Multi-chassis Management group.
The member chassis could not be added to the Multi-chassis Management group.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to add the member chassis to the Multi-chassis Management group because only the lead
chassis can approve requests for joining.

The member chassis cannot be added to the Multi-chassis Management group because only the lead
chassis can approve requests for joining.

Retry the operation by using the lead chassis of the Multi-chassis Management group.

Configuration (CDEV = Devices)
Informational

Not Applicable
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Applicable Event or
Alert Types

CDEV1115

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1116

Unable to approve the join request from the member chassis.
The join request from the member chassis could not be approved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEVN1/

Unable to broadcast the Multi Chassis Management group creation over mDNS.
The Multi Chassis Management group creation could not be broadcast over mDNS.

Retry the operation. If the issue persists, contact your network administrator.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to join the Multi-chassis Management group.
Unable to join the Multi-chassis Management group.

Make sure the Multi-chassis Management group is available and retry the operation. If the issue
persists, contact your system administrator.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message
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CDEV1118

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1119

Unable to join the Multi-chassis Management group arg! because the chassis is already a member.
e argl = group UUID

Unable to join the Multi-chassis Management group identified in the message because the chassis is
already a member.

No response action required.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1120

Unable to join the Multi-chassis Management group because discovered groups are unavailable.
Unable to join the Multi-chassis Management group because discovered groups are unavailable.

Make sure the requested group is available and retry the operation. If the issue persists, contact your
network administrator.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to join the Multi-chassis Management group because the entered lead group arglis
unavailable.

e argl = lead group

The Multi-chassis Management group cannot be joined because the entered lead chassis IP is
unavailable.

Make sure the lead group identified in the message is available and retry the operation. If the issue
persists, contact your system administrator.

Configuration (CDEV = Devices)
Informational

Not Applicable
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Applicable Event or
Alert Types

CDEV1121

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1122

Unable to retrieve the status of requests opened for joining the Multi-chassis Management group.
The status of requests opened to join the Multi-chassis Management group cannot be retrieved.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1123

The chassis is unable to complete the network operation arg1 because of internal issues. Fabric
Manager message: arg2. Internal message ID: arg3.

e argl = operation Name
e arg?2 = message
e arg3 = error Event Message Code

The chassis is unable to complete the network operation identified in the message.

Wait for few minutes and retry the operation. If the issue persists, contact your service provider.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Unable to perform operation, because the fabric manager was not reachable.
The given operation failed, because the fabric manager was not reachable.

Make sure of the following and retry the operation: 1) There is at least one advanced 1/0 Module in
power-on mode. For example, MX9116n Ethernet Switch and MX5108n Ethernet Switch. However, if
an advanced |/0 Module is available in the power-on mode, make sure that the network profile is not
set when the fabric manager is in the switch-over mode. 2) If the issue persists, wait for few minutes
and retry the operation.

196 PowerEdge Servers Error and Event Messages (EEMs)



Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1124

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1125

The chassis is unable to complete the network operation arg1 because invalid input/configuration is
provided.

e argl=argl
The chassis is unable to complete the network operation identified in the message.

Verify the error identified in the message, correct it and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1126

Unable to delete the network arg1 because invalid network name is entered. Fabric Manager message:
arg2. Internal message ID: arg3.

e argl = network Name
e arg2 = message
e arg3 = error Event Message Code

The chassis is unable to delete the network identified in the message because invalid network name is
entered.

Enter valid network name and retry the operation. If the issue persists, contact your service provider.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1127

Unable to complete the operation because the attribute argl entered for the property arg2 is either
invalid or of a different type.

e argl = attribute Name
e arg2 = property Name

The operation cannot be completed because the attribute entered for the property is either invalid or
of a different type as identified in the message.

Enter a valid and correct attribute that is compatible with the identified property, and then retry the
operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1128

Unable to complete the operation because the attribute argl entered for the property arg2 is not
supported.

e argl = attribute Name
e arg2 = property Name

The operation cannot be completed because the attribute entered for the property is not supported as
identified in the message.

Enter a valid and correct attribute, and then retry the operation. For example, if the character length
of a property is more than the max permitted, reenter the property as recommended. For more
information about recommended attributes for properties, see the OpenManage Enterprise-Modular
Users Guide available on the support site.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to complete the task argl because an invalid parameter arg?2 is entered.

e argl = task Name
e arg?2 = parameter Name

The task identified in the message cannot be completed because an invalid parameter is entered.

Enter a valid and correct parameter, and then retry the operation. For more information about valid
parameters, see the OpenManage Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Warning
Not Applicable
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Applicable Event or
Alert Types

CDEV1129

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1150

Unable to complete the operation because of an internal service error. However, the service is still
running.

The operation cannot be completed because of an internal service error. However, the service is still
running.

Retry the operation. If the issue persists, reset the service.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1181

A general error has occurred. See ExtendedInfo for more information.
The operation cannot be completed because of an internal error.

See ExtendedInfo for more information.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to complete the create operation because the property arg1 is not entered.
e argl = property Name
The operation cannot be completed because the property identified in the message is not entered.

Enter a valid property name and retry the operation. For more information, see the OpenManage
Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Critical

Not Applicable

PowerEdge Servers Error and Event Messages (EEMs) 199



Applicable Event or
Alert Types

CDEV1152

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1183

Unable to complete the operation because the parameter arg1 entered is not supported on the target
device for completing the task arg?2.

e argl = parameter Name
e arg2 = task Name

The operation cannot be completed because the parameter entered is not supported on the target
device for completing the task as identified in the message.

Enter a valid parameter and retry the operation. For more information, see the OpenManage
Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1134

Unable to perform operation on provided network profile, because the fabric manager was not
reachable.

The operation cannot be performed on the network profile identified in the message because the
fabric manager was not reachable.

Make sure of the following and retry the operation: 1) There is at least one advanced /0 Module in
power-on mode. For example, MX9116n Ethernet Switch and MX5108n Ethernet Switch. However, if
an advanced |/0 Module is available in the power-on mode, make sure that the network profile is not
set when the fabric manager is in the switch-over mode. 2) If the issue persists, wait for few minutes
and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Unable to create or update the uplink because there is no valid network profile associated to the
Native VLAN entered: arg1.

e argl=argl
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1185

The uplink cannot be created or updated because there is no valid network profile associated to the
native VLAN entered.

Please use one of the available network profiles in the system. If a network profile with the VLAN
entered does not exist, please create a new one.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1156

Unable to create or update the FCoE uplink, because the firmware version of the 1/0 Module running
the Fabric Manager does not support Native VLAN configuration for FCoE uplinks.

The FCoE uplink cannot be created or updated, because the firmware version of the /0O Module
running the Fabric Manager does not support Native VLAN configuration for FCoE uplinks.

Update the firmware version of the |/O Module running the Fabric Manager and retry the operation.
For information about the recommended I/0 Module firmware versions, see the OpenManage
Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1187

Unable to perform operation. The request(s) to fabric manager timed out.
Unable to perform operation. The request(s) to fabric manager timed out.

Fabric Manager is busy processing other requests, please wait for few minutes and retry the
operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

A new right control panel is detected in the chassis.
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1158

A new right control panel is detected in the chassis.

No response action required.

Audit (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1159

The automatic restoration of chassis settings is completed on the right control panel.
The automatic restoration of chassis settings is completed on the right control panel.

No response action required.

Audit (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV1140

The automatic restoration of chassis settings, job arg1, is either unsuccessful or completed with
warnings on the right control panel.

e argl=joblD

The automatic restoration of chassis settings is either unsuccessful orcompleted with warnings on the
right control panel.

View the job data and recommended resolution. To view job data onthe Graphical User Interface
(GUI), click Monitor-> Jobs. To view job data byrunning REST command, enter the following at the
Command Line Interface (CLI): Jobs(<jobld>).

Audit (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4001

A tampered right control panel is detected in the chassis.
A tampered right control panel is detected in the chassis.

Replace with a pristine right control panel in the chassis.For steps about replacing, see the hardware
documentation of the respective chassis available on the support site.

Audit (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4002

The leader chassis of the Multi-Chassis Management group does not have a backup chassis.
The leader chassis of the Multi-Chassis Management (MCM) group does not have a backup chassis.

Assign a member of the group as the backup chassis. For information about assigning a backup
chassis, see the OpenManage Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Informational
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

The Multi-Chassis Management group lead redundancy is lost because of either network issues or
firmware version mismatch.

The Redundancy feature of the Multi-Chassis Management (MCM) group lead chassis is unavailable
anymore either because of network issues or difference in the firmware version of lead and backup
chassis.

Do the following: 1) Check the network cables that connect the management ports between the
chassis. 2) Make sure that the firmware version of the lead and backup chassis are same. If the issue
persists, unassign the backup chassis and reassign. For information about assigning a backup chassis,
see the OpenManage Enterprise-Modular Users Guide available on the support site.

System Health (CDEV = Devices)
Critical
Alert

No alerts are applicable for this message
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CDEV4003

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4004

The Redundancy feature of the Multi-Chassis Management (MCM) group lead chassis is degraded.
The Redundancy feature of the Multi-Chassis Management (MCM) group lead chassis is degraded.

No response action is required. The configuration data of the Multi-Chassis Management (MCM) will
be automatically recovered and synchronized. If condition persists, unassign the backup and repeat
the assign backup operation.

System Health (CDEV = Devices)
Warning
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV40056

Unable to replicate the Multi-Chassis Management data to the backup chassis arg1 because the
service is interrupted.

e argl = service tag

The Multi-Chassis Management data cannot be replicated to the backup chassis identified in the
message because the service is interrupted.

Wait for the Management Module to automatically update the replication data. If the issue persists,
unassign the backup chassis and reassign the same chassis as a backup.

System Health (CDEV = Devices)
Warning
Alert

No alerts are applicable for this message

@ NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category

The Multi-Chassis Management (MCM) lead chassis is unable to communicate with the backup
chassis arg1 because of network issues.

e argl = service tag

The Multi-Chassis Management (MCM) lead chassis cannot communicate with the backup chassis
identified in the message because of network issues.

Do the following: 1) Check the network cables that connect the management ports between the
chassis. 2) If a cable issue is not found, but the lead chassis is still inaccessible by using its
management IP, promote the backup chassis as the lead chassis. For information about assigning
a lead chassis, see the OpenManage Enterprise-Modular User Guide available on the support site.

System Health (CDEV = Devices)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4006

Critical
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4007

Unable to replicate Multi-Chassis Management data from lead to backup chassis arg1 because of a
firmware version mismatch between both the chassis.

e argl = service tag

The Multi-Chassis Management data cannot be replicated from the lead to the backup chassis
identified in the message because of a firmware mismatch between both the chassis.

Make sure that the firmware version of both the lead and backup chassis is same and retry the
operation. For information about updating the firmware version of an Multi-Chassis Management
(MCM), see the OpenManage Enterprise-Modular User Guide available on the support site.

System Health (CDEV = Devices)
Critical
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4008

Unable to replicate the Multi-Chassis Management data from lead to backup chassis arg1 because of
internal issues.

e argl = service tag

Data between the Multi-Chassis Management (MCM) lead and backup chassis cannot be
synchronized because of internal issues.

Unassign the backup chassis, reassign, and then retry the operation. If the issue persists, contact
your service provider. For information about assigning a Multi-Chassis Management (MCM) backup
chassis, see the OpenManage Enterprise-Modular User Guide available on the support site.

System Health (CDEV = Devices)
Critical
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4009

Unable to replicate the Multi-Chassis Management data from the lead chassis arg?1 because the
service is interrupted.

e argl = service tag

The Multi-Chassis Management data cannot be replicated from the lead chassis identified in the
message because the service is interrupted.

The management module will attempt to automatically bring data replication up to date. If condition
persists, unassign the backup and repeat the assign backup operation. If lead chassis is not available,
promote the backup chassis as lead.

System Health (CDEV = Devices)
Warning
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV4028

The Redundancy feature of the Multi-Chassis Management (MCM) group lead chassis is restored.
The Redundancy feature of the Multi-Chassis Management (MCM) group lead chassis is restored.

No response action required.

System Health (CDEV = Devices)
Informational
Alert

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV5005

Unable to retrieve inventory data because of an unknown issue.
The inventory data cannot be retrieved because of an unknown issue.

Check the log data and retry the operation. For information about checking log data, see the
OpenManage Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV5006

Unable to complete the operation because the network profile, arg1, associated with the untagged
VLAN that is entered is of FCoE type.

e argl = network Name

The operation cannot be completed because the network profile associated with the untagged VLAN
that is entered is of FCoE type.

Do the following and retry the operation: 1) Enter the same value for both VLAN minimum and
maximum 2) Select a VLAN type of anything other than FCoE.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV5007/

Unable to update the server profile : arg1, because arg2.

e argl = Server Profile Id
e arg?2 = message

The server profile cannot be updated because of the issue identified in the message.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

The server profile : arg1is successfully updated.
e argl = Server Profile Id
The server profile identified in the message is successfully updated.

No response action required.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message
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CDEV5008

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV5009

Unable to complete the operation because the server profile, arg1, does not exist in the Fabric
Manager.

e argl = Server Profile ID

The operation cannot be completed because the server profile identified in the message does not exist
in the Fabric Manager.

Do the following and retry the operation: 1) Deploy a new server profile on the server. For information
about deploying a server profile see the OpenManage Enterprise-Modular Users Guide available on the
support site. 2) Enter a valid server profile ID.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV5010

Unable to update the network properties because the VLAN minimum arg1 must be equal to VLAN
maximum arg2.

e argl=min Vian
e arg2 = max Vlan

The network properties cannot be updated because the VLAN minimum must be equal to VLAN
maximum as identified in the message.

Enter the same value for both VLAN minimum and maximum and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity

Untagged VLAN cannot be configured because the value provided in the request does not exist.
The Untagged VLAN cannot be configuredbecause the valueprovided in the request does not exist.

Enter the valid Untagged VLAN and retry the operation.

Configuration (CDEV = Devices)
Warning
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Redfish Event Type

Applicable Event or
Alert Types

CDEV6008

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6009

Unable to establish a network connection with the target device.
The operation cannot be completed because a communication error occurred.

Make sure the target device is available and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6010

Unable to connect to the URL argl.
e argl=url
The operation cannot be completed with the specified URL.

Make sure the entered URL is correct and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity

Unable to open the URL arg1 because it is malformed.
e argl=url
The operation cannot be completed with the specified URL.

Enter a valid URL and retry the operation.

Configuration (CDEV = Devices)
Critical
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Redfish Event Type

Applicable Event or
Alert Types

CDEV60M

Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6012

Unable to open the location arg1 because the path or URL is invalid.
e argl=url
The operation cannot be completed because the specified path or URL is invalid.

Enter a valid path or URL and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6015

Unable to access the file on the remote share either because of network connection issues or
credentials are not saved to provide access rights.

The file on the remote share cannot be accessed either because of network connection issues or
credentials are not saved to provide access rights.

Make sure that the share path and credentials are correct and that the share is accessible and retry
the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description
Recommended

Response Action

Category

Unable to write to the local file or temp file either because the file path is invalid or a file with the
same name already exists in the folder.

Cannot write to the local file or temp file either because the file path is invalid or a file with the same
name already exists in the folder.

Make sure that the correct file path is entered and that a file with the same name does not already
exist in the folder.

Configuration (CDEV = Devices)
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Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6016

Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV601/

Unable to read the remote file arg1 either because the file is not available on the remote share or the
share is not accessible.

e argl = fileName

Cannot read the remote file either because the file is not available on the remote share or the share is
not accessible.

Make sure that the file exists on the remote share and that the share is accessible.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6018

Unable to read the remote file arg1 because the remote file is not available.
e argl = file name
Cannot read the remote file because the remote file is not available.

Make sure the file exists on the remote location or URL and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Unable to read the remote file because the file path or URL arg1 is invalid.

e argl = path

Detailed Description Cannot read the remote file because the file path or URL is invalid.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6019

Make sure that the file path or URL is valid and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6028

Unable to access the URL arg1 because of restricted permissions.
e argl=URL
The URL cannot be access because of restricted permissions.

Make sure that necessary user access rights are provided and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6029

Unable to execute the command because the target device IP is not reachable: arg?.
e argl = message
The operation cannot be completed because the target device IP is not reachable.

Make sure that the target device is available and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Unable to start network connection because a communication error occurred.

Detailed Description The network connection cannot be started because a communication error occurred.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6050

Retry the operation. If the issue persists, contact your network administrator.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV60352

Unable to process action because the operation is not supported by the target device.
The operation cannot be completed because it is not supported by the target device.

Make sure the requested action is supported and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6040

Unable to complete the action because there is no associated protocol for the action arg1 and device
type arg2.

e argl = action name
e arg? = device type

The operation cannot be completed because there is no associated protocol as identified in the
message.

No response action required.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Unable to upload the Field Service Debug (FSD) certificate because the device ID entered does not
exist.
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Detailed Description The Field Service Debug (FSD) certificate cannot be uploaded because the device ID entered does not

exist.
Recommended Enter a valid device ID and retry the operation.
Response Action
Category Configuration (CDEV = Devices)
Severity Warning

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CDEV6041

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message FSD dat file downloaded.

Detailed Description User initiated FSD dat file download.

Recommended No response action required.
Response Action

Category Audit (CDEV = Devices)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CDEV6042

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message FSD dat file uploaded.
Detailed Description User uploaded FSD dat file.
Recommended No response action required.
Response Action

Category Audit (CDEV = Devices)
Severity Informational

Redfish Event Type Not Applicable

Applicable Event or No alerts are applicable for this message
Alert Types

CDEV6043

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message SSH key file uploaded.
Detailed Description User uploaded SSH key file.
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Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6044

No response action required.

Audit (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6046

Unable to discover the available chassis domains.
The available chassis domains cannot be discovered.

Make sure that the network is available and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6047/

The creation request for fabric arg1 was successfully submitted.
e argl = fabric
The create request for fabric identified in the message was successful.

No response action required.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

The fabric arg1 is successfully updated.

e argl = fabric

Detailed Description The fabric identified in the message is successfully updated.
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Recommended No response action required.
Response Action

Category Configuration (CDEV = Devices)
Severity Informational
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CDEV6048

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The deletion request for fabric arg1 was successfully submitted.

Arguments e argl=argl

Detailed Description The deletion request for fabric identified in the message was successfully submitted.

Recommended No response action required.
Response Action

Category Configuration (CDEV = Devices)
Severity Informational
Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CDEV6049

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to create the fabric arg’.

Arguments e argl = fabric

Detailed Description The fabric identified in the message could not be created.

Recommended Enter valid fabric parameters and retry the operation.
Response Action

Category Configuration (CDEV = Devices)

Severity Critical

Redfish Event Type Not Applicable

Applicable Event or  No alerts are applicable for this message
Alert Types

CDEV6050

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message Unable to update the fabric arg1.

Arguments e argl = fabric
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Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6051

The fabric identified in the message cannot be updated because invalid fabric parameters are entered.

Enter valid fabric parameters and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6052

The deletion request for fabric arg1.
e argl = fabric
The fabric identified in the message could not be deleted.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6053

The uplink arg1 for fabric arg2 is successfully created.

e argl = uplink
e arg2 = fabric

The uplink is successfully created for the fabric identified in the message.

No response action required.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

The uplink arg1 for fabric arg2 is successfully updated.
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Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6054

e argl = uplink
e arg?2 = fabric

The uplink is successfully updated for the fabric identified in the message.

No response action required.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6055

The uplink arg1 for fabric arg2 is successfully deleted.

e argl = uplink
e arg2 = fabric

The uplink is successfully deleted for the fabric identified in the message.

No response action required.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to create the uplink arg1 for fabric arg2.

e argl = uplink
e arg2 = fabric

The uplink cannot not be created for the fabric identified in the message.

Enter valid uplink parameters and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message
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CDEV6056

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV605/

Unable to update the uplink arg1 for fabric arg2.

e argl = uplink
e arg2 = fabric

The uplink cannot be updated for the fabric identified in the message.

Enter valid uplink parameters and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6058

Unable to delete the uplink arg1 for fabric arg?2.

e argl = uplink
e arg2 = fabric

The uplink cannot be deleted for the fabric identified in the message.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to complete the operation because the specified fabric resource does not exist.
The operation cannot be completed because the specified fabric resource does not exist.

Make sure that the fabric data entered is valid and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

PowerEdge Servers Error and Event Messages (EEMs) 219



CDEV6060

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6065

Unable to complete the operation arg1 because the device did not respond.
e argl = operation

The operation identified in the message cannot be completed because the device did not return
respond.

Make sure that the device is available and supports the operation, and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV6066

Unable to delete the fabric(s) argl.
e argl = fabrics
The fabric(s) identified in the message cannot be deleted.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Unable to delete the uplink(s) arg1 for fabric arg2.

e argl = uplink
e arg2 = fabric

The uplink(s) could not be deleted for the fabric identified in the message.

Retry the operation. If the issue persists, contact your system administrator.

Configuration (CDEV = Devices)
Warning
Not Applicable
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Applicable Event or
Alert Types

CDEV6067

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV607/1

Unable to update the fabric because the attribute arg1 cannot be edited.
e argl = attributeName
The fabric cannot be updated because the attribute identified in the message cannot be edited.

Omit the attribute from the payload and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV607/2

Unable to create or update network controller information.
The network controller information cannot be created or updated.

Enter valid network controller information and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity

Redfish Event Type

Unable to retrieve the member information because member ID arg1 entered does not exist.
e argl = member ID

The member information cannot be retrieved because member ID entered identified in the message
does not exist.

Enter a valid member ID and retry the operation. For information about valid member IDs, see the
OpenManage Enterprise-Modular Users Guide available on the support site.

Configuration (CDEV = Devices)
Warning
Not Applicable
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Applicable Event or
Alert Types

CDEV607/4

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV607/5

Unable to set the default password because autodiscovery has not yet completed.
The password cannot be set because autodiscovery has not been completed yet.

Wait until autodiscovery has completed and retry the operation.

Configuration (CDEV = Devices)
Critical
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV607/6

Unable to retrieve the device information because the entered device ID arg1 does not exist.
e argl=device ID
The device information cannot be retrieved because the entered device ID does not exist.

Enter a valid device ID and retry the operation.

Configuration (CDEV = Devices)
Warning
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Unable to retrieve node information because no applicable nodes were found.
Node information cannot be retrieved because no applicable nodes were found.

Make sure that any nodes are in Full Switch mode and retry the operation.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message
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CDEV607/7

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV607/8

Unable to retrieve uplink port information because no applicable ports were found.
Uplink port information cannot be retrieved because no applicable ports were found.

Make sure ports are available and retry the operation.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event

or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

CDEV607/9

Unable to retrieve uplink port information because no ports were found.
Uplink port information cannot be retrieved because no ports were found.

No response action required.

Configuration (CDEV = Devices)
Informational
Not Applicable

No alerts are applicable for this message

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Appl