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Introduction

DellEMC’s NVDIMM-N Persistent Memory is a disruptive Storage Class Memory technology that enables unprecedented performance
improvement over legacy storage technologies. Each NVDIMM-N provides 16GB of nonvolatile memory and has the same form factor as a
standard 288-Pin DDR4 DIMM. The NVDIMM-N resides in a standard CPU memory slot, placing data close the processor. With its ability to
operate at 2666MT/s DDR4 data rates, the NVDIMM-N takes full advantage of the high bandwidth and extremely low latency that is
characteristic of the memory bus. For comparison, the table below provides approximate data access times for DDRA relative to other
server storage media.

Table 1. Storage Technology

Storage Technology Data Access Time
15K SAS Disk ~ 6,000,000 ns
SATA SSD ~ 120,000 ns
NVMe SSD ~ 60,000 ns

DDR4 NVDIMM-N ~150 ns

This document provides an overview of the DelEMC NVDIMM-N Persistent Memory solution. It is intended to help the user with initial set-
up and configuration, providing information on system behavior when NVDIMM-Ns are installed. This document will also help the user to
become familiar with NVDIMM-N manageability and error handling. And lastly, it introduces the user to NVDIMM-N basic setup and
configuration in a variety of supported operating systems.




Table 2. Change list

2

Change list

Version Changes

1.0 Original Version

11 Added ESXi 6.7 support information. Removed Linux errata that is no longer applicable. Edits
to remainder of document for clarity.

1.2 Added Modular Server specific information, support for R840, R940xa, changes to the BBU

6 Change list

LED behavior and edits to the remainder of document for clarity.

NVDIMM-N supported on RHEL 7.5



NVDIMM-N Overview

The Figure below is an overview of the NVDIMM-N showing its main components and system interfaces. Core to the NVDIMM-N are the
DDR4 DRAM devices that allow the NVDIMM-N to operate as an RDIMM. The components that allow the NVDIMM-N to persist data are
the Controller, Flash, and Power Voltage Regulators that are also integrated on the DIMM.
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Figure 1. NVDIMM-N Overview
Topics:

Normal Operation
Backup to Flash
Restore from Flash

Normal Operation

NVDIMM-Ns are installed in server memory slots. From a hardware perspective, the NVDIMM-Ns appear to the processor as standard
DDR4 RDIMMs. They are initialized during BIOS POST, and the CPU can access DRAM data on the NVDIMM-N using standard DDR4
memory load/store transactions.

~

NVDIMM-N Overview
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Figure 2. NVDIMM-N Normal Operation

Backup to Flash

In the event of a server shutdown, cold reboot, or power loss, a Save signal is sent to the NVDIMM-N Controller which then triggers the
NVDIMM-N Controller to backup all its DRAM contents to its onboard flash storage. The NVDIMM-N Save event is triggered anytime the
server is about to power down and power loss to NVDIMM-Ns is imminent. The backup process takes approximately one minute to
complete. This duration is independent of the number of NVDIMM-Ns installed in the server because Saves occur in parallel across all
NVDIMM-Ns.

A Battery provides backup power to the NVDIMM-N so that it can complete the backup operation even after AC power loss. When the
Save operation is complete, the Battery is deactivated to allow the server and NVDIMM-Ns to power down completely.
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Figure 3. Save Operation

Restore from Flash

Save

On server power-up, BIOS re-initializes the DRAM on the NVDIMM-N. BIOS commands the NVDIMM-N Controller using the SMBus
Management Interface to restore its DRAM contents from Flash. The restore process takes approximately one minute to complete. This
duration is independent of the number of NVDIMM-Ns installed in the server because Restores occur in parallel across all NVDIMM-Ns.
BIOS then exposes the NVDIMM-N to the Server OS as Persistent Memory. Note that Persistent Memory is distinct from System Memory
which is required for normal OS operation. Please refer to the respective OS Sections for more details on OS support of Persistent

Memory.
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Topics:

Server Hardware Configuration

Modular Chassis Hardware Configuration

NVDIMM-N

Battery

Server Hardware Configuration

Hardware

NVDIMM-Ns are currently supported in the T640, R640,R740/R740XD, R840, R940, R940xa, MX740c and MX840c PowerEdge Servers.
Each server supports from 1x to a maximum of 12x 16GB NVDIMM-Ns for a total max persistent memory capacity of 192GB. Table 1 below
provides the NVDIMM-N configurations that have been validated and are fully supported for 2-Socket server configurations. For 4-Socket
configurations in the R840, R940, R940xa and MX840c PowerkEdge Server, NVDIMM-Ns are only supported in CPU 1 and CPU 2 memory
slots. Table 2 below provides the NVDIMM-N configurations that have been validated and are fully supported on the R840, R940, R940xa
and MX840c 4-Socket configurations.

Refer to Figure 5 for the R740/R740XD CPU and DIMM slot locations as an example. Please see the respective server’s Installation and
Service Manual for memory installation guidelines.

Table 3. : Supported NVDIMM-N Configurations, 2-Socket

NVDIMM-N NVDIMM-N Capacity RDIMMs RDIMM DIMM Population
Capacity Locations

X 16GB 12x 16GB 192GB RDIMMs: A1-A6, B1-B6
NVDIMM-N: A7

1x 16GB 12x 32GB 384GB RDIMMs: A1-A6, B1-B6
NVDIMM-N: A7

1x 16GB 23x 32GB 736GB RDIMMs: A1-A12, B1-B11
NVDIMM-N: B12

2% 32GB 12x 16GB 192GB RDIMMs: A1-A6, B1-B6
NVDIMM-Ns: A7, B7

2X 32GB 12x 32GB 384GB RDIMMs: A1-A6, B1-B6
NVDIMM-Ns: A7, B7

2% 32GB 22x 32GB 704GB RDIMMs: A1-A11, B1-B11

NVDIMM-Ns: A12, B12




NVDIMM-N

NVDIMM-N Capacity

RDIMMs

RDIMM
Capacity

DIMM Population
Locations

Ix

64GB

12x 16GB

192GB

RDIMMs: A1-AG, B1-B6

NVDIMM-Ns: A7-A8, B7-
B8

4x

64GB

12x 32GB

384GB

RDIMMs: A1-AG, B1-B6

NVDIMM-Ns: A7-A8, B7-
B8

Ix

64GB

20x 32GB

640GB

RDIMMs: A1-A10, B1-B10

NVDIMM-Ns: A11-A12,
B11-B12

6x

96GB

12x 16GB

192GB

RDIMMs: A1-AG, B1-B6

NVDIMM-Ns: A7-A9, B/-
B9

6x

96GB

12x 32GB

384GB

RDIMMs: A1-AB, B1-B6

NVDIMM-Ns: A7-A9, B/-
B9

6x

96GB

18x 32GB

576GB

RDIMMs: A1-A9, B1-B9

NVDIMM-Ns: A10-A12,
B10-B12

12x

192GB

12x 16GB

192GB

RDIMMs: A1-AB, B1-B6

NVDIMM-Ns: A7-A12, B7-
B12

12x

192GB

12x 32GB

384GB

RDIMMs: A1-AB, B1-B6

NVDIMM-Ns: A7-A12, B7-
B12

Note: While other configurations may work, they have not been fully validated and are not currently supported by DellEMC.

Table 4. : Supported NVDIMM-N Configurations, R940, MX840c 4-Socket 4-Socket

NVDIMM-N NVDIMM-N Capacity RDIMMs RDIMM DIMM Population
Locations
Capacity
x 16GB 24x 16GB 384GB RDIMMs: A1-AG, B1-B6,
C1-C6, D1-D6
NVDIMM-N: A7
x 16GB 24x 32GB 768GB RDIMMs: A1-AG, B1-B6,

C1-C6, D1-D6




NVDIMM-N: A7

1x

16GB

47x 32GB

1504GB

RDIMMs: A1-A12, B1-B11,
C1-C12, D1-D12

NVDIMM-N: B12

2X

32GB

24x 16GB

384GB

RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6

NVDIMM-Ns: A7, B7

2X

32GB

24x 32GB

768GB

RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6

NVDIMM-Ns: A7, B7

2X

32GB

46x 32GB

1472GB

RDIMMs: A1-A11, B1-B11,
C1-C12, D1-D12

NVDIMM-Ns: A12, B12

4x

64GB

24x 16GB

384GB

RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6

NVDIMM-Ns: A7-A8, B7-
B8

4x

64GB

24x 32GB

768GB

RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6

NVDIMM-Ns: A7-A8, B7-
B8

4x

64GB

44x 32GB

1408GB

RDIMMs: A1-A10, B1-B10,
C1-C12, D1-D12

NVDIMM-Ns: A11-A12,
B11-B12

6x

96GB

24x 16GB

384GB

RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6

NVDIMM-Ns: A7-A9, B7-
B9

6x

96GB

24x 32GB

768GB

RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6

NVDIMM-Ns: A7-A9, B7-
B9

6x

96GB

42x 32GB

1344GB

RDIMMs: A1-A9, B1-B9,
C1-C12, D1-D12

NVDIMM-Ns: A10-A12,
B10-B12

12x

192GB

24x 16GB

384GB

RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6




NVDIMM-Ns: A7-A12, B7-
B12

12x 192GB 24x 32GB 768GB RDIMMs: A1-A6, B1-B6,
C1-Ce, D1-D6

NVDIMM-Ns: A7-A12, B7-
B12

12x 192GB 36x 32GB 1152GB RDIMMs: A1-A6, B1-B6,
C1-C12, D1-D12

NVDIMM-Ns: A7-A12, B7-
B12

@ | NOTE:

1 NVDIMM-Ns are not supported in CPU Sockets 3 and 4 memory slots
2 While other configurations may work, they have not been fully validated and are not currently supported by DelEMC.
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Figure 5. R740/R740XD Memory Layout
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Figure 6. MX740c Memory Layout

Modular Chassis Hardware Configuration

The MX7000 Modular chassis currently offers two different servers that support NVDIMM-N: MX740c (2-socket) and MX840c (4-
socket). In order for an AC loss condition to be detected, the chassis must have at least one Management Module installed. While not a
requirement for NVDIMM-N support, dual Management Modules provide additional redundancy and robustness to the NVDIMM-N
solution.

If a user is operating a chassis with NVDIMM-N equipped servers and a Management Module firmware update is performed, it is
recommended that the chassis be equipped with two Management Modules. If the chassis has a single Management Module, the
NVDIMM-Ns in the server may be placed in read-only mode during the Management Module upgrade.

NVDIMM-N

Figure 6 is a picture of a typical NVDIMM-N, and it shows the location of status LEDs on the NVDIMM-N. Table 3 describes the NVDIMM-
Ns LED behavior during different modes of operation.

The DIMM has the following key features:

JEDEC compliant DDR4 288-pin NVDIMM-N
16GB RDIMM, PC4-2666



SLC Flash for backup
In-system health monitoring and alert

On-board I2C temperature sensor with integrated SPD EEPROM

ﬂ"HI'!M!I!llmlll"llllllllllllllllllllllllllIlllllllllllllllll _lllllLlllllllllllllluulllllllullllll uullmmmuumuuulml

Figure 7. NVDIMM-N

Table 5. : NVDIMM-N LED Behavior

NVDIMM-N Operation Green LED Blue LED Amber LED
Powered Off Off Off Off
NVDIMM-N going through On Off On
power-on and initialization

NVDIMM-N is operating On Slow Blink (every 15 seconds) Off
normally

Save of Restore Operation in On Fast Blink Off
progress

Battery

A battery is required to provide backup power to copy contents from DRAM to flash. Although JEDEC based NVDIMM-Ns can utilize Super
Caps as backup power, DelEMC'’s battery is a centralized power solution that provides a more compact, reliable, and integrated power
source. Power delivery is integrated into the system board, and does not require individual cables to each NVDIMM-N that is typical of

Super Cap based solutions.

On first detection of AC power loss, the server activates the battery and triggers the NVDIMM-N to save its DRAM contents to flash. The
Save process takes approximately a minute to complete in the T640, R640, R740/R740XD, R840, R940 and R940xa servers and 140
seconds to complete in the MX740c and MX840c servers. During this time the battery is required to provide power for backup. The battery
supplies power only to server sub-systems that must be powered for the save to complete. All other subsystems are powered down or
placed into a low power state to conserve battery life. After the save completes, the battery is deactivated, and the server is allowed to
power down completely. In modular chassis, the batteries also provide power to the system fans to provide cooling during the NVDIMM

save after an AC loss event.



Table 6. Battery LED Behavior

Battery Operation Green LED
Powered Off Off
ldle (not charging and not enabled while the server is on) Off
Maintenance Charging On

Critical Charging (battery capacity is below minimum required for NVDIMM-N Save, server is powered | Blinking
on)

Battery Enabled and Discharging (AC loss detected, Battery supplying power for NVDIMM-N Save Blinking
operation)

If a battery is not installed or not fully charged, BIOS will restore the NVDIMM-N DRAM contents from its onboard flash, but BIOS will keep
the NVDIMM-N in Read-Only mode. This allows OS and applications to have access to NVDIMM-N data, and at the same time protect the
NVDIMM-N from potential data loss due to AC power loss.

The NVDIMM-N battery is not hot swappable. To prevent data loss and potential damage to your system, ensure that the system, LEDs on
the system, LEDs on NVDIMM-N, and LEDs on NVDIMM-N battery are turned off before installing or removing the NVDIMM-N Battery.

Figure 7 below shows the system board connections for the NVDIMM-N Battery cables in the R740/R740XD (ltems 36 and 38). Figure 8
shows how to install and mount the battery in the R740/R740XD. Please refer to each server’s Installation and Service Manual for detailed
instructions on how to install or remove the battery.

System Board Connections

NDC FF Backplane 1 Signal
H I0_Riser 2 FE Backplane 1 Power
H TPM EZl Fan1
E1 Coin Cell Battery FI3 Left Control Panel
E I0_Riser1 F§ CPU2 DIMMs
@ SATAB Channels 3/4/5
10_Riser 1/MiniPERC s
Option FE CPU2 DIMMs
B SATA_A Channels 0/1/2
El SATA_Optical Drive BE) Backplane 0 Signal
@ CPU1DIMMs Backplane 2 Signal
Channels 0/1/2 |0_Riser 3
H crPu1 PSU2
A CPU1DIMMs Backplane 0 Power/

Channels 3/4/5

Riser 3 PCle 225W Power

EEl Right Control Panel EE] Backplane 2 Power/

IZ] Optical Drive Power Riser 2 PCle 225W Power
Fan 6 & Psu1

I3 Backplane 3 Power (B8 NvDIMM Battery Signal|
Fan5 Jumpers

@ Fan4 [EE] NVDIMM Battery Power]
EE] Intrusion Switch B Internal USB

o I IDSDM + vFlash

Hl Fan2

Figure 8. R740/R740XD System Board Connections

(D | NOTE: Connector locations will be different for each server. Please refer to your particular server’s Installation and Service
Manual for more information.



Figure 9. R740 Battery Installation Instructions

(D | NOTE: Battery installation locations will be different for each server. Please refer to your particular Server’s Installation and
Service Manual for instructions.

Hardware 17



BIOS

Topics:

BIOS Configuration Settings for NVDIMM-N
BIOS Error Messages

BIOS Configuration Settings for NVDIMM-N

This section focuses only on the BIOS setup options that affect NVDIMM-N operation. For a description of all setup options, please refer to
each server's Installation and Service Manual. Persistent Memory BIOS settings are configurable by going into BIOS System Setup. Press
F2 at the BIOS screen below to enter BIOS System Setup.

Figure 10. BIOS screen

Select System BIOS > Memory Settings to see the following options:



DALEMC

Help | About | Exit

p

i System BIOS

System BIOS Settings » Memory Settings

System Memory Size

576 GB ( Volatile: 384 GB Non-Volatile: 192 GB )

System Memory Type s ECC DDRY
System Memory Speed s 2666 MhZ

System Memory Voltage 120V

Vito0 MOITIOry s it s e i et 1BMB

System Memory TeSHing - ) Enabled @® Disabled
Memory Operating Mode @® Optimizer Mode
Current State of Memory Operating Mode - OptimizerMode

NOAE INTEIIGAVING v () ENabled @ Disabled
Opportunistic Self-Refregh - 0y Enabled @ Disabled

Persistent Memory

0 This field controls the system memory settings.

Figure 11. Memory Settings

Node Interleaving

Specifies if Non-Uniform Memory Architecture (NUMA) is supported. If this field is set to Enabled, memory
interleaving is supported if a symmetric memory configuration is installed. If the field is set to Disabled, the system
supports NUMA (asymmetric) memory configurations. This option is set to Disabled by default. Dell EMC
recommends that this option be Disabled for NVDIMM-N configurations.

WARNING: When Persistent Memory Interleaving is enabled in the Persistent Memory System Setup
page, Node Interleaving setting also applies to Persistent Memory Interleaving.

Select Persistent Memory to configure NVDIMM-N setup options:

Persistent Memory
Scrubbing

Set Persistent Memory Scrubbing mode.
Auto: System automatically scrubs persistent memory during POST when multibit errors have been detected.

One Shot: System will scrub persistent memory during POST on the entire persistent memory range once. Upon
next boot, system will go back to “Auto” persistent memory scrub mode.

Enable: System will scrub persistent memory during POST on the entire persistent memory range on everyboot.

NOTE: Scrubbing persistent memory on the entire persistent memory range could take more than 60
minutes during system POST depending on system memory population.
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Figure 12. Persistent Memory screen

The following table describes each option that is available in the BIOS setup screen.

Table 7. BIOS setup screen

Option

Description

Node Interleaving

Specifies if Non-Uniform Memory Architecture (NUMA) is supported. If this field is set to Enabled,
memory interleaving is supported if a symmetric memory configuration is installed. If the field is set to
Disabled, the system supports NUMA (asymmetric) memory configurations. This option is set to
Disabled by default. Dell EMC recommends that this option be Disabled for NVDIMM-N configurations.

/\ | WARNING: When Persistent Memory Interleaving is enabled in the Persistent Memory
System Setup page, Node Interleaving setting also applies to Persistent Memory Interleaving.

This option is set to Disabled by default.

Persistent Memory

Enables or disables NVDIMM-N operation. If this option is set to Off, NVDIMM-Ns are not mapped to
System Physical Address (SPA) and are not presented to the OS. Data that has already persisted to
NVDIMM flash are unaffected and are available for OS utilization when this option is returned to Non-
Volatile DIMM.

This option is set to Non-Volatile DIMM by default.

NVDIMM-N Read-Only

When set to Enable, this forces NVDIMMs to be read-only. NVDIMM-N data is accessible to the OS but
locked from any modifications. Read-only is intended for debug or maintenance operations.

This option is set to Disable by default.




Option

Description

NVDIMM-N
Factory Reset and

Secure Erase All

Enables resetting the NVDIMM-N to factory defaults and clearing data on the NVDIMM-N. If set to
Enable, all data on all NVDIMM-N will be erased. This option does not clear the NVDIMM's health
information, and should be used to remove data and/or repurpose the NVDIMM-N. The reset and data
erasure will occur when BIOS confirms that Setting Changes should be saved.

This option is set to Disable by default.

Dimms

NVDIMM-N Enables or disables interleaving on NVDIMM-N. When Enabled, NVDIMM-N interleaving will follow the
same interleaving policy that applies to RDIMMSs. Volatile RDIMM interleaving policy is not affected by

Interleave this option. RDIMM system memory and NVDIMM-N persistent memory will remain as two distinct

memory regions.

This option is set to Disable by default.

Battery Status

Indicates if the NVDIMM-N battery is ready. Battery Status can display one of the following states:

Present-Ready
Present-Offiine
Not-Present

The following settings are applicable to each NVDIMM-N present in the server

Table 8. NVDIMM-N

Option

Description

NVDIMM-N Memory
Location

Specifies the memory slot location of the NVDIMM-N.

NVDIMM-N Memory Size

Specifies information on the capacity of the NVDIMM-N.

NVDIMM-N Memory Speed

Specifies information on the operating speed of the NVDIMM-N.

NVDIMM-N Memory
Firmware version

Specifies information on the current firmware version on the NVDIMM-N.

NVDIMM-N Memory Serial
Number

Specifies information on the serial number of the NVDIMM-N.

Remaining Rated Write
Endurance [%)]

Specifies information on the remaining NVDIMM-N fiash life-time in terms of percentage.

NVDIMM-N Factory Reset
and Secure Erase

Enables resetting and clearing data on the specific NVDIMM-N, and results in loss of data on that specific
NVDIMM-N.

Please note that if any option was changed by mistake, press ESC to exit each setup screen, and select No when prompted at the screen
below to discard all changes. Alternatively, options can be restored to the correct settings before responding Yes to the prompt below.
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Figure 13. System BIOS Settings screen

BIOS Error Messages

When BIOS detects an NVDIMM-N related error during POST, BIOS displays an F1/F2 prompt and a corresponding error message. Multiple
messages will appear when multiple errors were detected. BIOS will also log an event for each error in the Server System Event Log (SEL)
and Life Cycle Log (LCL). Please refer to the JEDEC JESD245B spec for more information on each NVDIMM-N related failure. NVDIMM-N
[Location] is the memory slot location as shown in Figure 5.

UEFI0302* NVDIMM-N Not Ready or Not Responding on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302* Save Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302* Restore Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302 Arm Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.



UEFI0302* Erase Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302 Factory Default Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302 Set Event Notification Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302 Set Energy Source Policy Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302 Firmware Operation Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0302* Persistency Lost Error on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Remove input power to the system, reseat the NVDIMM-N module, and restart the
server. If the issue persists, replace the faulty memory module identified in the message.

UEFI0303 Lifetime Percentage <= 5% on NVDIMM-N located at [Location]. The identified NVDIMM-N module is approaching the end of
its functional life.

Please plan to replace the NVDIMM-N module during the next scheduled maintenance. For more information, please refer to the server
Installation and Service Manual.

UEFI0304 Unable to enable the NVDIMM-N Save operation because Server is not Armed. All NVDIMM-N modules will be set to write-
protect mode. Please verify that the battery is operational, and that the server has sufficient power to support this configuration.

UEFI0304 Unable to enable the NVDIMM-N Save operation because Battery is not present. All NVDIMM-N modules will be set to write-
protect mode. Please verify that the battery is operational, and that the server has sufficient power to support this configuration.

UEFI0304 Unable to enable the NVDIMM-N Save operation because Battery is not ready. All NVDIMM-N modules will be set to write-
protect mode. Please verify that the battery is operational, and that the server has sufficient power to support this configuration.

UEFI0304 Unable to enable the NVDIMM-N Save operation because Server is not Armed. All NVDIMM-N modules will be set to write-
protect mode. Please verify that the battery is operational, and that the server has sufficient power to support this configuration, and that
NVDIMM Write-Protect mode has not be enabled in BIOS Setup.

UEFI0340 NVDIMM-N Running from Backup Firmware Image at [Location].
Update the NVDIMM-N to the latest firmware. If the issue persists, replace the faulty memory module identified in the message.
UEFI0341* NVDIMM-N Lifetime Percentage <= 1% on NVDIMM-N located at [Location].

This NVDIMM-N module will be set to read only mode. Replace the NVDIMM-N module.



The following two BIOS messages are modular specific and will only be seen on an NVIDMM equipped server in the event that there are no
management modules installed in the modular chassis or the installed management modules are not capable of detecting an AC loss event

ID Event Message
UEFI0364* Unable to detect chassis power loss, Ensure there are two functional chassis management modules. If there is only
memory may not be persistent. a single chassis management module, only perform a firmware update on it
when server modules with persistent memory are powered off.
UEFIO365  Chassis is able to detect power loss, No response action required.

memory is persistent.

* Errors marked with an asterisk may result in data loss.



iDRAC NVDIMM-N Management
iDRAC Graphical User Interface

The image below shows the iDRAC Web GUI Dashboard when remotely managing the server.
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Figure 14. iDRAC Graphical User Interface

NVDIMM-N Status

Select the Memory link on the Dashboard to get more information for memory health.

iDRAC NVDIMM-N Management 25
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Figure 15. NVDIMM-N Status

@ | NOTE:

1 All NVDIMM-N errors will be reported to the OS and logged in the server System Event Log. NVDIMM-N Health Status currently
only reflects Correctable Error Threshold Exceeded and Uncorrectable Error status on the NVDIMM-N. Other errors are reported
to OS and logged, but are not be reflected in the iIDRAC/OM NVDIMM-N Health Status.

2 NVDIMM-N DIMMs are currently reported as DDR4 16GB Single-Rank 2666 DIMMs in the Memory Details page. DellEMC
standard DDR4 16GB RDIMMs are reported as DDR4 16GB Dual-Rank 2666 DIMMs.

BBU Status

Select the Batteries link on the Dashboard to get more information for the NVDIMM-N Battery health. iDRAC will display the NVDIMM-N
Battery status only after BIOS has completed the system inventory (at end of POST), and it has detected that NVDIMM-Ns are installed in
the server. The Battery status will not be reported if NVDIMM-Ns are not installed.
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Figure 16. BBU Status

Log Messaging Errata

The following errata affects the messaging in the System Event Log:

When UEFI0340 is logged in the Lifecycle controller log, the System Event Log and Lifecycle controller logs can have entries with the
following message “An unsupported event occurred.” This message can be ignored and shall be fixed in a future iDRAC release.

When UEFIO302 is logged for an Erase Error in the Lifecycle Controller Log, the System Event Log and Lifecycle controller logs can

have entries with the following message “An unsupported event occurred.” This message can be ignored and shall be fixed in a future
iDRAC release.

Remote Management

When a server with NVDIMM-Ns installed is powered down, the server will initiate a Save to backup NVDIMM-N DRAM data to its onboard
flash. The Save process takes approximately 1 minute to complete with 16GB NVDIMM-Ns. During this time the server will be in a reset
state, and any remote power on requests from iDRAC will be queued to proceed after the Save is complete. Remote power on requests
may appear to be unresponsive while an NVDIMM-N Save is in progress.

NVDIMM-N Error Reporting

The table below provides a list of possible error events that can be logged to the server System Event Log. The table also provides the
recommended action for each error.



Table 9. NVDIMM-N Error Reporting

Module (NVDIMM) device in the slot
[location] has reached the end of supported

ID Event Message Recommended Action
MEM9020 The Non-Volatile Dual In-line Memory During the next scheduled maintenance,
Module (NVDIMM) device in the slot replace the Non-Volatile Dual In-line Memory
[location] is about to reach the end of Module (NVDIMM) device. For more
supported life duration. information about the usage of NVDIMMs,
see the system Owner's Manual on the
support site.
MEM9030 The Non-Volatile Dual In-line Memory Remove and reinstall the Non-Volatile Dual
Module (NVDIMM) device in the slot In-line Memory Module (NVDIMM) device.
[location] is not responding and is disabled. | If the issue persists, contact your service
provider. For information about removing
and reinstalling the NVDIMM, see the
system Owner's Manual on the support site.
MEM9031 The Non-Volatile Dual In-line Memory Remove and reinstall the Non-Volatile Dual
Module (NVDIMM) device in the slot In-line Memory Module (NVDIMM) device.
[location] is unable to save the data during | If the issue persists, contact your service
the previous system shutdown operation or | provider. For information about removing
power loss. and reinstalling the NVDIMM, see the
system Owner's Manual on the support site.
MEM9032 The Non-Volatile Dual In-line Memory Remove and reinstall the Non-Volatile Dual
Module (NVDIMM) device in the slot In-line Memory Module (NVDIMM) device.
[location] is unable to restore the data that | If the issue persists, contact your service
was saved in the previous 'save' operation. | provider. For information about removing
and reinstalling the NVDIMM, see the
system Owner's Manual on the support site.
MEM9033 An unsupported Non-Volatile Dual In-line Review the memory configuration and make
Memory Module (NVDIMM) device is of sure the configuration is as per memory
unsupported configuration and unable to rules defined in the system Owner's Manual
operate as currently configured. on the support site.
MEM9034 The Non-Volatile Dual In-line Memory Remove and reinstall the Non-Volatile Dual
Module (NVDIMM) device in the slot In-line Memory Module (NVDIMM) device.
[location] is not responding. If the issue persists, contact your service
provider. For information about removing
and reinstalling the NVDIMM, see the
system Owner's Manual on the support site.
MEM9035 The Non-Volatile Dual In-line Memory Remove and reinstall the Non-Volatile Dual
Module (NVDIMM) device in the slot In-line Memory Module (NVDIMM) device.
[location] cannot be configured to save data | If the issue persists, contact your service
during a power loss because of an issue in provider. For information about removing
the NVDIMM. and reinstalling the NVDIMM, see the
system Owner's Manual on the support site.
MEM9036 The Non-Volatile Dual In-line Memory Review any preceding power or battery
Module (NVDIMM) devices are placed in entries in the log and resolve the issues.
write-protect mode because the system Refer to your documentation for details on
may not provide sufficient power to save how to view the log.
data in case of power loss.
MEMS037 The Non-Volatile Dual In-line Memory Replace the Non-Volatile Dual In-line

Memory Module (NVDIMM) device. For
information about removing and reinstalling




Event Message

Recommended Action

life duration and is placed in write-protect
mode.

the NVDIMM, see the system Owner's
Manual on the support site.

MEM9038 The Non-Volatile Dual In-line Memory Remove and reinstall the Non-Volatile Dual
Module (NVDIMM) device in the slot In-line Memory Module (NVDIMM) device.
[location] has lost persistency and is placed | If the issue persists, contact the service
in write-protect mode. provider. For information about removing
and reinstalling the NVDIMM, see the
system Owner's Manual on the support site.

MEMS9050 The Non-Volatile Dual In-line Memory No response action required.

Module (NVDIMM) device in the slot
[location] has regained persistency and is
available for use.

BATOO15 The NVDIMM battery is low. Leave the server powered on to allow the
NVDIMM-N Battery to charge. If the issue
persists, contact your service provider. For
information about removing and reinstalling
the NVDIMM, see the system Owner's
Manual on the support site.

BATO017 The NVDIMM battery has failed. Remove and reinstall the NVDIMM-N
Battery. If the issue persists, contact your
service provider. For information about
removing and reinstalling the NVDIMM, see
the system Owner's Manual on the support
site.

BAT0O019 The NVDIMM battery is absent. Remove and reinstall the NVDIMM-N

Battery. If the issue persists, contact your
service provider. For information about
removing and reinstalling the NVDIMM, see
the system Owner's Manual on the support
site.
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Server Behavior with NVDIMM-Ns

The server behavior changes slightly when NVDIMM-Ns are installed. This section covers differences that can be observed as the server
shuts down and boots up. This section will also describe scenarios where the server will automatically shutdown to ensure that NVDIMM-N
DRAM data is securely stored to flash.

Topics:

Shutdown
Boot
Automatic Shutdown and Save

Shutdown

In order for NVDIMM-N data to persist across server power cycles, the NVDIMM-N must save its DRAM data to on boardflash. The Save
is triggered by events that would result in power loss to the NVDIMM-N. In MX7000, the entire chassis is shutdown when there is a loss of
AC power and at least one NVDIMM-N equipped server is powered on and armed when AC loss occurs. During the Save, the server
maintains power to the NVDIMM-Ns, and a battery is used to provide back-up power in case of AC power loss. The server remains in a
low-power reset state, and the Power Button on the server's front Control Panel blinks green once per second to indicate that a save is in
progress. The Save takes approximately 1 minute to complete with the 16GB NVDIMM-N DIMMs (140 seconds for MX740c and MX840c
servers).

Figure 17. R740 Control Panel

Once the Save completes, the server continues its normal power down sequencing. If the Power Button is pressed (to request server
power on) while a SAVE in progress, the server will queue the power-on to occur after the Save.

(D | NOTE: When NVDIMMs are installed, verify that the Server is completely powered down after removing AC Power before
attempting to perform any service actions. This includes removing a server from a modular chassis after initiating a shutdown
procedure. If a server equipped with NVDIMMSs is removed from a modular chassis prior to the save completing, the save will be
interrupted and data loss will occur. The server is completely powered down when all LEDs including NVDIMM-N and NVDIMM-
N Battery LEDs are off.

() | NOTE: If a Modular server supporting NVDIMM-N is powered on, the entire chassis will be shutdown when there is a full loss of
AC power or partial loss below minimum chassis power budget requirements.

Users cannot see these LEDs without removing the cover which they should not do during operation. User action is to wait until the LED
on front of the system stops blinking.



Boot

Server BIOS restores NVDIMM-N DRAM data from its onboard Flash during boot time. BIOS verifies that the NVDIMM-N Battery is
installed and has sufficient charge for a Save event in case of AC power loss. BIOS also verifies that the installed server Power Supplies are
sufficiently sized for the server configuration. This is to ensure that after AC power loss, the PSUs are able to provide enough power to
hold up the server until Battery power takes over. Once BIOS verifies that both the Battery and PSUs have enough power to support
NVDIMM-Ns, BIOS arms the NVDIMM-Ns and allows the server to boot to OS.

If BIOS detects any issues, BIOS will display an F1/F2 error message on screen and lock the NVDIMM-N in Read-Only mode. OSes will still
be able to read NVDIMM-N data at this time, but any changes will be discarded. To restore the NVDIMM-N to normal operation, the user
must correct the issue and reboot the server. Please refer to Section BIOS Error Messages 4.2 BIOS Error Messages for more details.

Automatic Shutdown and Save

A primary goal for DelEMC’s NVDIMM-N Persistent Memory Solution is to protect customer data. A key ingredient in the data protection is
the server’s Power Supply. The PSU(s) must have sufficient hold-up power for the Save process to start and for the server to transition to
the NVDIMM-N Backup Battery.

Any changes to the server hardware configuration due to hot add/remove of devices or PSU failures will result in a server power budget re-
evaluation. If in the case where the power budget exceeds the PSU’s ability to hold-up power, the server will immediately shutdown to
trigger a Save on the NVDIMM-N and protect customer data to flash. The server will reboot. If the problem persists, BIOS will place the
NVDIMM-N into Read-Only mode before booting to the OS.

In a modular chassis, since power is managed at the chassis level, an AC loss event or removal of PSUs resulting in power demand
exceeding available capacity will trigger an entire chassis shutdown if there are NVDIMM equipped sleds installed and powered on. If the
chassis is power constrained, additional components will not be allowed to turn on if the power requirements of those components will push
the power consumption of the chassis above the available power. Additionally, if a user elects to perform a "Virtual Reseat" of an NVDIMM
equipped sled, the targeted sled will trigger a save on the NVDIMM-N, but not affect the whole chassis.



DIMM Configuration Changes

DellEMC recommends that NVDIMM-N data contents be backed up to external storage before making any changes to the server memory
configuration. This applies to both NVDIMM-Ns and RDIMMs. Due to memory Error Correction (ECC) algorithms that are unique to each
memory slot and memory configuration, NVDIMM-Ns may generate errors after a memory configuration change. If the server DIMM
configuration changes, DelEMC recommends that the NVDIMM-N be erased and reset to factory defaults in BIOS Setup prior to
utilization.

In the scenario where the DIMMs (both RDIMMs and NVDIMM-Ns) must be moved or the system board must be replaced, DellEMC
recommends that all DIMMSs be restored to their exact same locations as in the original server. DelEMC also recommends that BIOS
NVDIMM settings are identical.

If an RDIMM must be replaced due to failure, DelEMC recommends that the RDIMM be replaced with an RDIMM of the same speed,
organization, and capacity.



Windows

Topics:

Set Up

Windows Drivers
Storage Class Memory
Windows Errata

Windows Server 2016 natively supports NVDIMM-N devices allowing application and service access to extremely high performance and
low latency NVDIMM-N devices on memory bus.

For BIOS Setup, enable the Persistence Memory setting and Disable the NVDIMM-N Interleave setting. These are also the default BIOS
settings. Windows Server 2016 and Windows 10 Anniversary Edition currently do not support interleaved sets of NVDIMM-Ns.

2017-07 Cumulative Update for Windows Server 2016 for x64-based Systems (KB4025334) is required for NVDIMM-N to function
correctly in Windows Server 2016.

Windows Drivers

Windows refers “Storage Class Memory (SCM) “as persistent storage that is directly installed on the memory bus. NVDIMM-N is a form of
Storage class memory.

DellEMC PowerEdge platforms implement NVDIMM-N root device using PNP ID “ACPI0012", this root device contains individual NVDIMM-
N devices. During boot process windows loads “Storage Class memory bus driver (Scmbus.sys) for this root device. Scmbus.sys driver
enumerates each NVDIMM-N device in the system and loads scmdisk0101.sys as functional driver for each NVDIMM-N device.

DellEMC NVDIMM-N in Windows Server 2016 environment can support both block mode and direct access mode (DAX) mode. The
following two videos describe the difference between these two modes and how use each mode.

Using Non-volatile Memory (NVDIMM-N) as Block Storage in Windows Server 2016

https://channel9.msdn.com/Events/Build/2016/P466
Using Non-volatile Memory (NVDIMM-N) as Byte-Addressable Storage in Windows Server 2016

https://channel9.msdn.com/Events/Build/2016/P470

Storage Class Memory

Device manager

Below picture describes the windows device manager view of NVDIMM-N root device and NVDIMM-N disk instances.


http://support.microsoft.com/help/4025334
https://channel9.msdn.com/Events/Build/2016/P466
https://channel9.msdn.com/Events/Build/2016/P470
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Figure 18. Windows device manager view of NVDIMM-N root device and NVDIMM-N disk instances

Identifying the right NVDIMM-N disks

Windows PowerShell and NVDIMM-N disk properties GUI in deice manager provides information that will can be used to uniquely identify
the physical NVDIMM-N module.

Using PowerShell:

¢sicalDisk |7 bustype g ame icatio i alNumb Fi sion, BusType

Uniqueld

Figure 19. Identifying the right NVDIMM-N disks

The Serial Number for every NVDIMM-N is unique, and physical location values in PowerShell can be mapped to silk screen using the
following table



Table 10. DIMM slot location

PowerShell Dimm Slot Location
PhysicallLocation

DIMM Socket 0:Slot 1 A7
DIMM Socket 0:Slot 17 A8
DIMM Socket 0:Slot 33 A9
DIMM Socket 0:Slot 49 A10
DIMM Socket 0:Slot 65 Al
DIMM Socket 0:Slot 81 A2
DIMM Socket 1:Slot 1 B7
DIMM Socket 1:Slot 17 B8
DIMM Socket 1:Slot 33 B9
DIMM Socket 1:Slot 49 B10
DIMM Socket 1:Slot 65 B11
DIMM Socket 1:Slot 81 B12

Using device manager GUI

Windows
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MWDIrAR-M disk {wendor: 2c80 PID: 4e32) Properties

General Volumes Driver  Detals Ewvents  Fesources

i MWDk - digk [vendor 2080 FID: 4232]

e,
Device tupe: Perzistent meman dizks
b arfacturer: Microsoft
Location: Location 305 [Maode Contraller 0000 5 ocket

01 kMemory Contraller 07 Memory Channel 00

Device status

Thiz device iz warking properly.

Carcel

Figure 20. Using device manager GUI

Location information in the above can translated to Physical silk screen using following table

Table 11. DIMM Slot Location

Location DIMM Slot Location
1 A7

17 A8

33 A9

49 A10

65 AN

81 A12

257 B7

273 B8




Location DIMM Slot Location
289 B9

305 B10

321 B

337 B12

NVDIMM-N health status and properties

NVDIMM-N health status can be queried using following PowerShell command.

M | so 1 ft friendlyn.

Figure 21. NVDIMM-N health status and properties

Windows native driver can handle different health events. For more details on the various health conditions, see the windows
documentation ( https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-class-memory-health )

Block Mode

Applications may access NVDIMM-Ns using standard ReadFile/WriteFile Block Interface APIs provided by the Windows SCM Disk Driver.
This allows existing applications to immediately take advantage of the NVDIMM-N's high performance and low latency without requiring
any modifications. Please note that since the SCM Disk Driver uses Load/Store commands to directly access DRAM on the NVDIMM-N,
Disk Filter Drivers may not work. Please refer to the Microsoft video below for more information.

Using Non-volatile Memory (NVDIMM-N) as Block Storage in Windows Server 2016

https://channel9.msdn.com/Events/Build/2016/P466

DAX Mode

Windows server 2016 allows NVDIMM-N Disk to be formatted in direct access mode. Following PowerShell command initialize NVDIMM-N
disk, create volume and format volume in DAX mode. Fsutil.exe can be used to verify if volume in in DAX mode


https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-class-memory-health
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-class-memory-health
https://docs.microsoft.com/en-us/windows-server/storage/storage-spaces/storage-class-memory-health
https://channel9.msdn.com/Events/Build/2016/P466

Figure 22. DAX Mode

Storage Spaces Support

Windows Server 2016 supports NVDIMM-N devices that allow for extremely fast input/output (I/0) operations. One attractive way of
using such devices is as a write-back cache to achieve low write latencies. Microsoft blog discusses how to set up a mirrored storage space
with a mirrored NVDIMM-N write-back cache as a virtual drive. To setup storage spaces configuration on NVDIMM-N, see Configuring
Storage Spaces with a NVDIMM-N write-back cache.

Operational and Diagnostics Logging information

The NVDIMM-N bus driver, scmbus.sys, writes its logs to the Microsoft-Windows-Scmbus provider. To see them, open Event Viewer and
navigate to Applications and Services Logs -> Microsoft -> Windows -> Scmbus

The NVDIMM-N disk driver, scmdiskO0101.sys, writes its logs to the Microsoft-Windows-ScmDisk0101 provider. To see them, open Event
Viewer and navigate to Applications and Services Logs -> Microsoft -> Windows -> ScmDisk0101

Following is the example NVDIMM-N Disk

Ewent 207, SemDisk0101 <

Genenl Detyis

NVDIMM {ab26892 az55) a serious problern and in read-only mode. Data that was saved to this NVDIMM may be lostwhen the computer shuts down of restarts, Consider backing up your data to anather disk.
Use the Get-PhysicalDisk command to get more information about the devices health status.
|This NVDIMM may need to be replaced. It can be located using the following information:
pumber 1
Snufcturer: Vendor 2680

Model Number: PID 4e32
Serial Number: 802c-0F-1711-16486dcS

Log Narne: Microsoft-Windows-ScmDisk0101/Operational

Source: SemDisk0101 Logged:

Event ID: 207 Task Category: None

Level: Critical Keywords:

User: SYSTEM Computer:  RIA0-NVDIMM

OpCode: Info

Figure 23. Operational and Diagnostics Logging information: NVDIMM-N Disk

By using the Uniqueld or serial number one can identify the NVDIMM-N physical location


http://msdn.microsoft.com/library/mt650885.aspx
http://msdn.microsoft.com/library/mt650885.aspx
http://msdn.microsoft.com/library/mt650885.aspx

Figure 24. NVDIMM-N physical location

Windows Errata

The following errata affects Windows OSes and are expected to be fixed in a future OS patch.

In Windows Server 2016, the Storage Spaces GUI shows NVDIMM-N bus type as UNKNOWN. It doesn't have any functionality loss or
inability in creation of Pool, Storage VD

Windows Server 2016 and Windows 10 Anniversary Edition do not support interleaved sets of NVDIMM-Ns

Hyper-V role in Windows Server 2016 and Windows 10 Anniversary Edition do not support NVDIMM-Ns, i.e., NVDIMM-N cannot be
directly exposed to VMs.



Linux

NVDIMM-N hardware is supported on versions 7.3, 74 and 7.5 versions of RHEL.

Topics:

Identify and Configure PMEM —Persistent Memory Device
Installation

Verify Existing Filesystem

Read-Only Mode NVDIMM-N

Interleave

Management Utility

Linux Errata

|dentify and Configure PMEM —Persistent Memory
Device

When the OS is up running, verify that NVDIMM-Ns are populated correctly.

Go into root user

S su

Identify whether NVDIMM-Ns appear as /dev/pmem0, /dev/pmem!, .. /dev/pmemN, where N is a natural number.
# 1ls /dev/pmem*

Check the size of NVDIMM-N devices /dev/pmem0O to /dev/pmemN
# 1lsblk

Create xfs file system for all pmemN devices
# mkfs.xfs /dev/pmem0

Create directories on all nvdimmN
# mkdir -p /mnt/nvdimmO

# mount -t xfs -o dax /dev/pmemO /mnt/nvdimm0

Save the mount point and option so that devices are mounted on next reboot.
# echo "/dev/pmem0 /mnt/nvdimm0 xfs dax 0 0" >> /etc/fstab

Write or copy files onto /mnt/nvdimmO

# echo “writing into nvdimm” >> /mnt/nvdimmO/write.txt

# shutdown



Installation

Dump the RHEL ISO onto the USB stick via dd command.

# dd if=/home/dell/RHEL7.3.iso of=/dev/sdb bs=4M conv=noerror, sync
BIOS boots the Linux kernel from USB.

Follow the on-screen steps to finish installing RHEL.

After the installation is completed, reboot the server.

For detailed installation instructions, please refer to https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/
Installation_Guide/index.html

Verify Existing Filesystem

Press PowerOn button on the server

When the OS is up running,

$ su

Verify contents stored on NVDIMM-Ns

# cat /mnt/nvdimmO
# shutdown

Read-Only Mode NVDIMM-N

Press PowerON button on the server
Follow the guidance in Section 4 to setup BIOS.
Enable the Persistence Memory, disable “NVDIMM Interleave”, enable “NVDIMM Read-Only”.

When OS is up and running,

S su

To see whether it is writable

# touch /mnt/nvdimmO/write.txt
# shutdown

Interleave

For R740/R640, insert NVDIMM-Ns in memory slots of both CPU Sockets. For this example 6 NVDIMM-Ns are installed on CPUO, and 6
are installed on CPU1.

Interleave Setup

Press PowerOn button on the server


https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/Installation_Guide/index.html
https://access.redhat.com/documentation/en-US/Red_Hat_Enterprise_Linux/7/html/Installation_Guide/index.html

Follow the guidance in Section 4 to setup BIOS.
Enable the Persistence Memory, enable “NVDIMM Interleave”, disable “NVDIMM Read-Only”.
Install RHEL or start OS if it is already installed

When OS is up running,

S su

CPUQ’s 6 NVDIMM-Ns show up as /dev/pmem0, CPUT's 6 NVDIMM-Ns appear as /dev/pmem!.

# 1s /dev/pmem*

View the size of /dev/pmemO and /dev/pmem1, each should be around 6*16 GB = 96GB because each NVDIMM-N is 16 GB.

# lsblk

Create xfs file system for /dev/pmemO and /dev/pmem?

# mkfs.xfs /dev/pmem0

Create directory /mnt/nvdimmO and /mnt/nvdimm?

# mkdir -p /mnt/nvdimmO0
Mount /dev/pmem0O and /dev/pmem?

# mount -t xfs -o dax /dev/pmemO /mnt/nvdimmO

Save the mount point and option so that devices will be mounted on next reboot.

# echo "/dev/pmem0 /mnt/nvdimm0 xfs dax 0 0" >> /etc/fstab

Copy files to /mnt/nvdimmO and /mnt/nvdimm?, then shutdown.

# echo “writing into nvdimm” >> /mnt/nvdimmO/write.txt
# shutdown

Interleave Verification

Press Power On button on the server

When the OS is up running,

$ su

Verify contents of /mnt/nvdimmO, and do the same thing for /mnt/nvdimm

# cat /mnt/nvdimm0
# shutdown

Two mounted devices, /mnt/nvdimmO and /mnt/nvdimm?1 will appear, each size is approximately 96GB, or 6x NVDIMM-Ns.

The files stored on /mnt/nvdimmO and /mnt/nvdimm? will persist across reboots.

Read Only Mode NVDIMM-N

Press PowerON button on the server



Follow the guidance in Section 4 to setup BIOS.
Enable the Persistence Memory, enable “NVDIMM Interleave”, enable “NVDIMM Read-Only”.

When OS is up and running,

$ su

Mount /dev/pmem0O and /dev/pmem?

# mount -t xfs -o dax /dev/pmemO /mnt/nvdimmO

To see whether it is writable on /dev/pmemO and /dev/pmem?

# touch /mnt/nvdimmO/write.txt
# shutdown

Management Utility

Management Utility ‘ndctl’ && mdadm

Press PowerOn button on the server.

Follow the guidance in Section 4 to setup BIOS.

Enable the Persistence Memory, disable “NVDIMM Interleave”, disable “NVDIMM Read-Only”.
Install RHEL or start OS if it is already installed.

DN NN -

ndctl

Install ndctl -- developer option

When OS is up running, enable the Ethernet and get an IP address

ifconfig -a

git clone https://github.com/pmem/ndctl.git

cd ndctl

./autogen.sh

./configure CFLAGS='-g -00' --prefix=/usr --sysconfdir=/etc --libdir=/usr/1ib64
make

make install

H 0 > 0 0 0

Install ndctl — user option

ndctl rpm packages can be installed from the RHEL 7.4 releases via

# yum install ndctl

Check health status of NVDIMM-N

# ndctl list --dimms --health --idle'
Sample output of 'ndclt list --dimms --health --idle'’
{
"dev" :"nmemO0",
"id":"802¢c-0f-1711-1648dd20",
"state":"disabled",
"health":{


https://github.com/pmem/ndctl.git

"health state":"ok",
"temperature celsius":27.000000,
"life used percentage":3

mdadm

Create software RAID on NVDIMM-Ns.
Say there are 6 devices, /dev/pmem0.. /dev/pmemb.

Create directory /mnt/mdO /mnt/md1 /mnt/md2 /mnt/md5 /mnt/md®6.
$ mkdir -p /mnt/mdO

Create RAID O

$ mdadm --create --verbose /dev/md0 --level=0 --raid-devices=6 /dev/pmem0 /dev/pmeml /dev/
pmem?2 /dev/pmem3 /dev/pmemd4 /dev/pmemb

$ cat /proc/mdstat

$ mkfs.xfs /dev/md0

$ mount /dev/md0 /mnt/mdO

$ 1sblk

Before you unmount the device, Read/Write data into /mnt/mdO

umount /dev/md0

mdadm --stop /dev/md0

mdadm --zero-superblock /dev/pmem0 /dev/pmeml /dev/pmem2 /dev/pmem3 /dev/pmemd4 /dev/pmem5
1sblk

Uy Uy Uy U

Creating RAID 1is similar as above

$ mdadm --create --verbose /dev/mdl --level=1 --raid-devices=6 /dev/pmem0 /dev/pmeml /dev/
pmem2 /dev/pmem3 /dev/pmem4 /dev/pmemb

$ cat /proc/mdstat

$ mkfs.xfs /dev/mdl

$ mount /dev/mdl /mnt/mdl

$ 1sblk

Before unmounting the device, Read/Write data into /mnt/md1

umount /dev/mdl

mdadm --stop /dev/mdl

mdadm --zero-superblock /dev/pmemO /dev/pmeml /dev/pmem2 /dev/pmem3 /dev/pmem4d /dev/pmem5
1sblk

Uy Uy Ur U

RAID 5/5/6/10 Volumes can be created in a similar way.

Linux Errata

None at this time



ESXi

Topics:

Set up

Storage

Supported Guest OSes with NVDIMM support
Overall Health Status

Operational and Diagnostics Logging information
NVDIMM-N Errors

ESXi Errata

Set up

Beginning with ESXi version 6.7 NVDIMM-N hardware is supported. The NVDIMM-N devices will be detected on startup with auto-
generated namespaces. All NVDIMM-N devices will have capacity pooled into a single logical memory array for access by ESXi virtual
machines.

Firmware requirements:

Table 12. Firmware requirements

Firmware Require version
IDRAC 3151515

BIOS 1.37
NVDIMM-N 9324

Please locate your product on support.dell.com to locate update packages for any of these firmware bundles.
Hardware requirements:

ESXi currently only supports NVDIMM-N hardware when the host system has an Intel Xeon™ Gold (51xx, 61xx) or Platinum (81xx)
processor SKUs. Silver and Bronze SKUs are not sufficient for ESXi solution support at this time, but may be added in the future.

For BIOS Setup, default Persistent Memory settings can be used. However, both Non-Interleaved and Interleaved settings are supported
by ESXi.

When adding a new VM to the ESXi host, follow these steps:

1 Click on “Add other device” and select “NVDIMM” from the menu.
2 Select the total capacity in MB of persistent memory you wish to expose to the VM.
Size should not exceed total NVDIMM-N capacity in the host system.



Storage

Modules

Below picture shows how the NVDIMM-N devices will appear in the Persistent Memory tab under the Storage heading in the left menu
bar. The first column is an ID to uniquely identify the NVDIMM-N in the event the information is needed for troubleshooting. The next
column indicates free space and it is expected to be “0 B” for all NVDIMM-N devices that are fully mapped and operated correctly. Health
should be Normal. Detailed explanation of Health section is provided in “Overall health Status” below.

Translation of ID to physical NVDIMM-N in host system can be seen below.

Table 13. Translation of ID to physical NVDIMM-N in host system

ID (Hex) Decimal Physical Location (L->R) Silk screen slot name
Ox1 16 Socket O, IMCO, Channel O, Slot 1 A7
Ox1 17 Socket O, IMCO, Channel 1, Slot 1 A8
0x21 33 Socket O, IMCO, Channel 2, Slot 1 A9
0x101 257 Socket O, IMC1, Channel O, Slot 1 A10
0x1M 273 Socket O, IMC1, Channel 1, Slot 1 Al
0x121 289 Socket 0, IMC1, Channel 2, Slot 1 A12
0x1001 4097 Socket 1, IMCO, Channel O, Slot 1 B7
ox10M a3 Socket 1, IMCO, Channel 1, Slot 1 B8
0x1021 4129 Socket 1, IMCO, Channel 2, Slot 1 B9
0x1101 4353 Socket 1, IMC1, Channel O, Slot 1 B10
Ox11M 4369 Socket 1, IMC1, Channel 1, Slot 1 B!
0x1121 4385 Socket 1, IMC1, Channel 2, Slot 1 B12
Namespaces

All Namespace names are automatically generated by ESXi when the NVDIMM-N modules are detected on startup. These Namespaces will
persist over warm reset and cold boot of the system after first detection/creation.



vmware ESXi" Build 1.23.0.6404437 | rool@10.35.158.180 v | Help v | (ClEiaey

T3 Navigator {3 WIN-9UJ40SC2MJJ.us.dell.com - Storage
~ [ Host Datastores Adapters Devices Persistent Memory I
Manage
P Modules VMW-PMemNS-1 16 GB Health is normal Inuse 1
VMW-PMemNS-2 16 GB Health is normal In use 2
| (41 Virtual Machines Interleave sets VMW-PMemNS-3 16 GB Health is normal inuse 3
| = storage VMW-PMemNS-4 16 GB Health is normal Inuse 4
& Networking 1] VMW-PMemNS-5 1668 Health is normal Inuse 5
VMW-PMemNS-6 16 GB Health is normal inuse 6
VMW-PMemNS-6 16 GB Health is normal Inuse 7
VMW-PMemNS-7 16 GB Health Is normal Inuse 8
VMW-PMemNS-8 16 GB Health is normal Inuse 9
VMW-PMemNS-9 16 GB Health is normal In use 10
VMW-PMemNS-10 16 GB Health is normal Inuse "
VMW-PMemNS-11 16 GB Health is normal In use 12
12| Recent tasks =l

Figure 25. Namespaces

Interleave sets

If Interleaving is Disabled in BIOS F2 Setup, then each NVDIMM-N will be in an individual Interleave Set as seen in the GUI below.
vmware ESXi Bulld 1.23.2.7115565 | root@10.35.168.200 + | Help v |

Q, Search

'-| "I Navigator [ localhost.us.dell.com - Storage
¥. ﬁ Host Datastores Adapters Devices Persistent Memory
Manage
Modules 1 16 GB 0B Active ox1
1 Henter Interleave sets 2 16GB 08 Active 0x11
~ (41 Virtual Machines [ 1] n 3 16 GB 08 Active 0x21
B VM 1 4 16 GB 0B Active 0x101
Monitor 5 16 GB 0B Active ox111
More VMs... [} 16 GB 0B Active 0x121
& storage 7 16 GB 0B Active 0x1001
~ B datastoret 8 16 GB 0B Active 0x1011
Manitor 9 16 GB 0B Active 0x1021
More storage... 10 16 GB 0B Active 0x1101
€ Networking [ 1] 1 16 GB 0B Active ox1111
12 16 GB 0B Active 0x1121
17| Recent tasks

Figure 26. Interleave sets while Interleaving is Disabled

If Interleaving is Enabled in BIOS F2 setup, then the total NVDIMM-N capacity will be split into pools based on CPU socket. A total of two
interleave sets will display with the aggregate capacity for the CPU socket displaying as one Interleave Set.
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vmware ESXi”

Build 1.23.0.6404437 | rool@10.35.158.180 v | Help ~ | (CEEEEIE

TS Navigator | 3 WIN-9UJ40SC2MJJ.us.dell.com - Storage
—
~ [ Host | Datastores Adapters Devices ‘ Persistent Memory
Manage
Modules
= Namespaces
(3 Virtual Machines i
Interleave sets Id ~ | Gapacity v | Free ~ | State v | NVDIMMS v
& Storage —_—
g Networking 1 96 GB 0B Active 1,17,33,273,289,257
2 96 GB 0 Active 4097 4113,4129,4369,..
2 items
4

Figure 27. Interleave sets while Interleaving is Enabled

Datastore

This is the Datastore area which includes information about the traditional storage accessible to ESXi and the persistent memory Datastore.

(D | NOTE: The PMEM Datastore is created on the first system boot after NVDIMM-Ns are detected in a system by ESXi. This

datastore is fixed at that time and will not expand if additional NVDIMM-N modules are added after the fact.

To expand the datastore:

Migrate your data.
Boot into BIOS F2 Setup.

o DN oW -

vmware ESXi

‘I3 Navigator

[ localhost.us.dell.com - Storage

Select Persistent Memory as indicated in section 5 of this guide.

Select Factory Default and Secure Erase for all NVDIMM-N modules in the system.
Follow prompts to reboot and continue on into ESXi. The additional NVDIMM-N modules will now be detected.

Build 1.23.2.7115565 | rool@10.35.158.180 v | Help v | ((eREEEl=d

* ﬂ Host
Manage

Monitor

- (4] Virtual Machines
-~ & vM_2
Monitor

More VMs...
| = storage

Devices

Datastores Adapters

3 New datastore [ Increase capacity | ¢’ RegisteraVM (g Datastore browser | (@ Refresh | £¥ Actions

Name

E datastore1

B PMemDS-0ded117f-a3e2-c442-a0de-9049¢8. .

datastorel

Type:
Location:
uuID,

Persistent Memory

~ | Drive Type
Non-SSD

Unknown

VMFSE

~ | Capacity
1.81 TB
191.95 GB 9

~ | Provisioned ~ | Free ~

56.48 GB

Type Access ~

VMFS6

~ | Thin provis... v
1.76 TB
182.55 GB

Supported Single
41 GB PMEM Not supported Single

2items 7

STORAGE FREE: 1.76 TB
3%

USED: 56.48 GB CAPACITY: 181 TB

mfsivolumes/5a02{603-0eb37204-7d5d-1418774903ea
5a021603-0eb37204-7d5d-1418774903ea

4

|2 Recent tasks.

Figure 28. Datastores

Task

Power On VM
Reconfig VM
Power Off Vid
Pawer On VM
Create VM

Destroy

Initiator | Queued

1172172017 10:

1172172017 10:

1112172017 10.,

1172472017 10:

1112172017 10

112172017 10....

v | Started
1412172017 10

1172172017 10,

2172017 10....

12172017 10:

172172017 10,

2172017 10....

~ | Result a ~ Completed v~

o Completed successiully 1112172017 10:
@ completed successtully 1112112017 10:
@ Completed suceesstully | 11212017 10:
@ Compieted successtully 112172017 10:

@ completed suceesstully 12112017 10:

@ Completed successtully

172172017 10




Supported Guest OSes with NVDIMM support

Windows Server 2016 Build 14393 and above

Windows 10 Anniversary Update Version 1607 and above
RedHat Enterprise Linux 7.4 and above

SUSE Linux Enterprise 12 SP2 and above

Photon OS 1.0 Revision 2 and above

CentOS 74 and above

Ubuntu 17.04 and above

Overall Health Status

Health status of the NVDIMM-N modules is represented in a tabular column of the Modules and Namespace section of the ESXi interface.
Please take corrective action as indicated in the table below.

Redundant Table:

Table 14. Health status of the NVDIMM-N modules

Status Action

Normal None

Maintenance Needed Please consult ESXi, SEL, and Lifecycle logs for instructions to troubleshoot the NVDIMM-
N status.

All data loss in the event of power loss 1 Do not shut off the system. Migrate data from the NVDIMM-N to another location as

soon as possible.

2 After the NVDIMM-N data is successfully migrated, consult ESXi, SEL and Lifecycle
logs for instructions to troubleshoot the NVDIMM-N status.

3 Confirm the battery is healthy.

Operational and Diagnostics Logging information

ESXi has many available logs to diagnose system behavior located in the “Monitor” section of the user interface. You can also create a
complete Support Bundle here which will aggregate all logs into a simple link for download.

Outdated firmware

ESXi requires NVDIMM-N modules to have a minimum 9324 firmware image. If they have older firmware they will not behave correctly.

In the event of out dated firmware on the memory (lower than 9324), the system will boot into the ESX hypervisor and the DIMMs will be
visible in the Ul. No namespaces will be populated and the DIMMs cannot be mounted to a VM guest OS. Since this lower firmware is
unsupported, other error behaviors such as Overall Health Status, Address Range Scrub, and Ul error reporting are not tested and may not
function properly until DIMM firmware is up to a current version.

Though unsupported, Storage->Modules and Storage->Interleave Sets appear to display the correct information.

When NVDIMMs with 9324 and 8860 FW revisions are mixed, the ones with 9324 rev can be used and will be indicated as “Normal” in the
Web GUI whereas the others will be indicated as “Maintenance Needed”.



When an NVDIMM-N firmware update fails, the DIMM will operate off of backup firmware. For NVDIMM-N modules shipped in 2017 and
2018 this backup firmware is expected to be at revision 8860. Unless the NVDIMMs are re-updated to revision 9324, they cannot be used
in ESXi.

e
@ Refresh |.Q Search )

Interleave sets

Namespaces 1D ~ | Capacity ~ | Free ~ | Health w
0x1 16 GB 16 GB Maintenance needed
0x11 16 GB 16 GB Maintenance needed
0x21 16 GB 16 GB Maintenance needed
0x101 16 GB 16 GB Maintenance needed
Ox111 16 GB 16 GB Mainienance needed
0x121 16 GB 16 GB Maintenance nesded
0x1001 16 GB 16 GB Maintenance needed
0x1011 16 GB 16 GB Maintenance needed
O 1021 16 GB 16 GB Maintenance needed
01101 16 GB 16 GB Maintenance needed
Ox 1111 16 GB 16 GB Mainienance needed
Ox1121 16 GB 16 GB Maintenance needed
12 items p

Figure 29. NVDIMM-N modules status
NVDIMM Namespaces do not get created when the NVDIMM-N devices are running of firmware revision 8860.

[ localhost.us.dell.com - Storage

Datastores Adapters Devices Persistent Memory

Modules
[B5 Reboot host | @ Refresh Q Search
Interleave sets

m Name: ~  Capacity ~ | Health v State ~ | Location id v

No namespaces to display

No items to display By

Figure 30. NVDIMM Namespaces

NVDIMM-N Errors

In the majority of cases where NVDIMM-N modules have an error, the system level behavior will be for the bad NVDIMM-N module to be
put into a read-only state. This will cause any VMs mapped to ANY NVDIMM-N modules in the system to fail to power-on including VMs
which are not mapped to the bad NVDIMM-N module. If an NVDIMM-N is flagged as having an error, resolve the issue with that NVDIMM-
N then attempt to access VMs connected to the PMEM datastore again. Please see ESXi documentation for more information about
migrating data and restoring access to impacted VMSs.



vmware’ ESXi

Build 12507167065 | root@1035158.33 ~ | Help =~ |

A Failed to power on virtual machine Win_VM_1. Unable to find region store associated withvirtual machine Click here for more details.

Figure 31. NVDIMM-N Errors

~ [d Host Datastores Adaplers Devices | Persistent Memory
Manage
i Modules
AL & e
Interleave sets
v |
& Namespaces D ~ | Capacity v | Free ~ | State NVDIMMs ~
|~ @ win_vm_1
Monitor 1 16GB 0B Active ox1
2 16 GB 0B Acti ox11
| More VMs... e %
1 i 1
& Storage [ 3 6 GB 0B Active 0x2’
~ B datastoret 4 16 GB 0B Active 0x101
Monltor: 5 16 GB 0B Active Ox111
6 16 GB 0B Active ox121
More storage...
@ Networking 7 16 GB oB Active 0x1001
8 16GB 0B Active 0x1011
7] Recent tasks =
Task v | Target Initiator ~ | Queued ~ | Starled ~ | Resull & ~ | Compleled v ~
Povrer On VM B win_vM_1 root 02/13/2018 05:48:13 0212/2018 05:48:13 @) Failed - Unable to find region store ... | 02/13/2018 05:48:17

Refer to table below for the Overall Health Status message shown on ESXi Web Client in the event of the following errors:

Table 15. Overall Health Status message shown on ESXi Web Client

Status

Errors

Save E

rror — pre OS boot

Restore Error — pre OS boot

Erase Error — pre OS boot

Arm Error — pre OS boot

Controller Error — pre OS boot

Controller Error at OS run time

Invalid Firmware or Firmware running from Backup Slot

NVDIMM-N Battery Failure at OS run-time

NVDIMM-N Battery Failure — pre OS boot

All the above error messages are also accompanied by equivalent messages in the System Event Log and Lifecycle Controller Log as

described in the Sections 5 and 6 of this User Guide.

ESXi Errata

None at this time

Maintenance Needed
Maintenance Needed
Maintenance Needed
Maintenance Needed

Maintenance Needed

No OHS error until next boot, logged in SEL real time

Maintenance Needed
All Data Loss

Maintenance Needed

ESXi
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