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IDRAC Error and Event Messages (EEMs)

Updated on: July/19/2025. .

This Reference Guide has information about iDRAC-only Error and Event Messages (EEMs) pertaining to 12G, 13G, 14G, 15G,
16G, and 17G PowerEdge servers. These EEMs are displayed on User Interface (Ul), Command-Line Interface (CLI), Rest API,
and sometimes stored in the data log files. EEMs are displayed or stored as a result of user action, automatic event occurrence,
or for data logging purposes. EEMs are prefixed with an event type to help in identification. For example PSU, STOR, and VLT
representing Power Supply Unit, Storage, and Voltage categories respectively.

These messages are displayed on Graphical User Interface (Ul), Command-Line Interface (CLI), Rest API, and sometimes
stored in the data log files. EEMs are displayed or stored as a result of user action, automatic event occurrence, or for data
logging purposes.

This guide serves as a vital tool for IT administrators and support personnel to diagnose, respond to, and resolve system
alerts efficiently, ensuring optimal server performance and reliability. An EEM has three elements:

o Message: Indicates the message, and possible causes, wherever applicable.

o Recommended Response Action: Indicates the remedial tasks that you can perform to resolve an issue. Where
applicable, the iIDRAC user interface, RACADM, or Redfish methods of resolving an issue is described.

o Detailed Description: Provides more info about the error or event, where appropriate.

EEMs are classified according to hardware and software categories in the server and its management applications such as
iDRAC, iSM, CMC, and Lifecycle Controller. The category and severity of each message is also specified.

Use this EEM Reference Guide to understand more about the events and resolve issues that are associated with your
PowerEdge servers.

Messages are prefixed with event type to help identification. For example PSU, STOR, and VLT representing power supply
unit, storage, and voltage respectively.

@ NOTE: Event types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
Types section.

The expansion of acronyms that are used for classifying error messages is listed in the table here:

Topics:

Alert category definition

ACC—Accelerator Event Messages
AMP—Amperage Event Messages
ASR—Auto System Reset Event Messages
BAR—Backup/Restore Event Messages
BAT—Battery Event Event Messages
BEZL—Bezel Air filter sensor Event Messages
BIOS—BIOS Management Event Messages
BOOT—BOOT Control Event Messages
CBL—Cable Event Messages
CERT—Certificate Event Messages
CMC—Management Module Event Messages
CPU—Processor Event Messages
CPUA—Processor Absent Event Messages
CTL—Storage Controller Event Messages
CXL—CXL devices Event Messages
DCI—Dry Contact Input Event Messages
DH—~Certificate Management Event Messages
DIAG—Diagnostics Event Messages
DIS—Auto-Discovery Event Messages
DKM—Dell Key Manager Event Messages
DPU—Data Processing Unit Event Messages

iDRAC Error and Event Messages (EEMs)



ENC—Storage Enclosure Event Messages

FAN—Fan Event Event Messages

FC—Fibre Channel Event Messages

FCD—Feature Card Event Messages

FSD—Debug Event Messages

GMGR—Group Manager Event Messages

GPU—Graphics Processing Unit Event Messages
HMC—Host processor module Management Controller Event Messages
HPM—Host Processor Module Event Messages
HTR—Heater Manager Event Messages

HWC—Hardware Config Event Messages

|OID—IO Identity Optimization Event Messages

IOV—IO Virtualization Event Messages

IPA—IP Address Event Messages

ISM—iDRAC Service Module Event Messages

JCP—Job Control Event Messages

LC—Lifecycle Controller Event Messages

LCPF—Liquid Cooling System Default Action power off Event Messages
LCPO—Liquid Cooling System Default Action UnGraceful Power Off Event Messages
LCS—Liquid Cooling System Event Messages
LIC—Licensing Event Messages

LNK—Link Status Event Messages

LOG—Log Event Event Messages

MEM—Memory Event Messages

NIC—NIC Configuration Event Messages

OSD—OS Deployment Event Messages

OSE—OS Event Event Messages

PCI—PCI Device Event Messages

PCON—pcard connectivity Event Messages
PDR—Physical Disk Event Messages

PFM—System Performance Event Event Messages
POW—Power Usage Event Messages

PR—Part Replacement Event Messages

PST—BIOS POST Event Messages

PSU—Power Supply Event Messages

PSUA—PSU Absent Event Messages

PWR—Power Usage Event Messages

RAC—RAC Event Event Messages

RDU—Redundancy Event Messages

RED—Firmware Download Event Messages

RFL—IDSDM Media Event Messages

RFLA—IDSDM Absent Event Messages
RFM—FlexAddress SD Event Messages

RRDU—IDSDM Redundancy Event Messages
RSI—Remote Service Event Messages

SCV—=Secured Component Verification Event Messages
SDK—IDRAC Extensibility SDK Event Messages
SDPM—Software Defined Persistent Memory Event Messages
SDS—Software Defined Storage Event Messages
SEC—Security Event Event Messages

SEKM—Secure Enterprise Key Management Event Messages
SEL—System Event Log Event Messages
SPDM—Security Protocol and Data Model Event Messages
SRV—Support Assist Event Messages

SSD—SSD Devices Event Messages

STOR—Storage Event Messages

iDRAC Error and Event Messages (EEMs)
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e STS—System Thermal Shutdown Event Messages
¢ SUP—Firmware Update Job Event Messages

«  SWC—Software Config Event Messages

¢ SWU—Software Change Event Messages

«  SYS—System Info Event Messages

*  THRM—Thermal Event Messages

¢ TMP—Temperature Event Messages

e TMPS—Temperature Statistics Event Messages
e TST—Test Alert Event Messages

»  UEFI—UEFI Event Event Messages

¢ USR—User Tracking Event Messages

* VDR—Virtual Disk Event Messages

¢ VF—vFlash Media Event Messages

* VFL—vFlash Event Event Messages

¢ VFLA—vVFlash Absent Event Messages

* VLT—Voltage Event Messages

* VME—Virtual Media Event Messages

*  VRM—Virtual Console Event Messages

«  WNS—Witness Server Event Messages

Alert category definition

e System Health: Represents all the alerts that are related to hardware within the system chassis. For example, temperature
errors, voltage errors, and device errors.

e Storage Health: Represents alerts that are related to the storage subsystem. For example, controller errors, hard drive
errors, and virtual drive errors.

e Configuration: Represents alerts that are related to hardware, firmware, and software configuration changes. For example,
PCl-e card added or removed, RAID configuration changed, and iDRAC license changed.

e Audit: Category represents the audit log. Examples include, user login/logout information, Password authentication failures,
session info, power states.

e Update: Represents alerts that are generated because of firmware or driver upgrades and downgrades. This does not
represent firmware inventory.

ACC—Accelerator Event Messages

ACCO001

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message The Graphic Processing Unit (GPU) baseboard has saved log data related to critical events.

Detailed Description The Graphic Processing Unit (GPU) baseboard has saved log data related to critical events.

Recommended Collect the Technical Support Report (TSR) log data. To obtain more information about the GPU

Response Action baseboard critical events, select the GPU Debug option. All the critical events are bundled as a part of
the TSR log data.

Category System Health (ACC = Accelerator)

Severity Critical

Trap/EventID 3761

Redfish Event Type Alert

Applicable Event or iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Remote System Log, WS Eventing, Redfish
Alert Types Eventing*, LC Log*

8 iDRAC Error and Event Messages (EEMs)



Applicable Event or
Alert Types

ACC0002

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ACC00035

The Graphics Processing Unit (GPU) Baseboard has detected arg1 GPUs that are incorrectly located.
The GPUs located in slots arg2 must be relocated.

e argl = Number
e arg2 = Slot_Indexes

The Graphics Processing Unit (GPU) Baseboard has detected GPUs that are incorrectly located as
identified in the message. The GPUs located in slots as identified in the message must be relocated.

To relocate the GPUs to the compatible slots, contact the Technical Support team.

System Health (ACC = Accelerator)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

ACCO0004

iDRAC has successfully configured arg1 SerDes retimers that operate in arg2.

e argl = Number
e arg2 = Mode

iDRAC has successfully configured the SerDes retimers on the GPU baseboard that operate in the
mode identified in the message.

No response action is required.

System Health (ACC = Accelerator)

Informational

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

iDRAC Error and Event Messages (EEMs) 9



Message

Detailed Description

Recommended
Response Action

Category
Severity
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

Unable to configure the SerDes retimer because iDRAC is unable to communicate with the device.

iDRAC is unable to communicate with the SerDes retimer on the GPU baseboard and unable to set the
configuration mode.

Perform a server Cold Reboot operation in the iDRAC Ul by clicking Configuration > Power
Management > Power Control > Power Cycle System (cold boot). Or, run the following RACADM
command at the CLI: racadm serveraction powercycle. If the issue persists, contact your Technical
Support team.

System Health (ACC = Accelerator)

Warning

Not Applicable

iDRAC—Filter Visibility, Remote System Log, Redfish Eventing*, LC Log*

CMC—Not Applicable

AMP—Amperage Event Messages

AMP0OS00

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0O301

The system board arg1 current is less than the lower warning threshold.
e argl = name
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

10

The system board arg1 current is less than the lower critical threshold.
e argl=name
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

iDRAC Error and Event Messages (EEMs)



Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0OS02

Critical

2177

System board <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0303

The system board arg1 current is greater than the upper warning threshold.
e argl=name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Warning

2178

The system board <name> current is outside of range.
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

The system board arg1 current is greater than the upper critical threshold.
e argl = name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

System board <name> current is outside of range. Contact Support

Alert

iDRAC Error and Event Messages (EEMs) 1"



Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0O504

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0305

The system board arg?1 current is outside of range.
e argl=name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

System board <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

The system board arg1 current is within range.
e argl=name
No detailed description available.

No response action is required.

System Health (AMP = Amperage)
Informational

2179

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*
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AMPOS06

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventlID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0OS07/

Disk drive bay arg1 current is less than the lower warning threshold.
e argl=name
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0308

Disk drive bay arg1 current is less than the lower critical threshold.
e argl = name
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

Disk drive bay <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Arguments

Disk drive bay arg1 current is greater than the upper warning threshold.

e argl=name

Detailed Description Product documentation contains information on correct configuration. The failure could also be caused

by a faulty component or related cabling. System performance may be degraded.
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Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0OS09

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0310

Disk drive bay arg1 current is greater than the upper critical threshold.
e argl=name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

Disk drive bay <name> current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments

Detailed Description

Recommended
Response Action

Category
Severity
Trap/EventID
LCD Message

Disk drive bay arg1 current is outside of range.
e argl = name

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Critical
2177

Disk drive bay <name> current is outside of range. Contact Support

14 iDRAC Error and Event Messages (EEMs)



Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO31

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Filter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Arguments
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0312

Disk drive bay arg1 current is within range.
e argl=name
No detailed description available.

No response action is required.

System Health (AMP = Amperage)
Informational

2179

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log

CMC—rFilter Visibility, SNMP Alert*, Email Alert*, Remote System Log*, LC Log*, Chassis Event
Proxy*

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPOS15

System level current is less than the lower warning threshold.
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.
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Message
Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMP0314

System level current is less than the lower critical threshold.
No detailed description available.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Critical

2177

System level current is outside of range. Contact Support
Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO315

System level current is greater than the upper warning threshold.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Warning

2178

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category
Severity
Trap/EventlID
LCD Message

System level current is greater than the upper critical threshold.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)
Critical
2177

System level current is outside of range. Contact Support
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Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPOS16

Alert

iDRAC—Filter Visibility, IPMI Alert*, SNMP Alert, Email Alert, Remote System Log, WS Eventing,
Redfish Eventing*, LC Log*, OS Log, Power Off, Power Cycle, Reset

CMC—Not Applicable

NOTE: Event or Alert types that are enabled by default are identified using an asterisk (*) symbol in the Applicable Event
or Alert Types section.

Message

Detailed Description

Recommended
Response Action

Category

Severity
Trap/EventID

LCD Message
Redfish Event Type

Applicable Event or
Alert Types

Applicable Event or
Alert Types

AMPO31/

System level current is outside of range.

Product documentation contains information on correct configuration. The failure could also be caused
by a faulty component or related cabling. System performance may be degraded.

Review system power policy, check system logs for power related failures, and review system
configuration changes.

System Health (AMP = Amperage)

Cr